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Abstract

This thesis investigates the way to reduce the maintenance cost and increase the

life cycle of the offshore wind turbines, as in the offshore case maintenance is highly

difficult and expensive.

Firstly, we study the possibility to replace the vulnerable and expensive DC-

link capacitor in wind power integration system by the virtual infinite capacitor (VIC),

which is a power electronic circuit functioning as a large filtering capacitor. We propose

a control algorithm for the VIC. Before applying it to the wind power system, we firstly

test it in a simple power factor compensator (PFC) as the output filter capacitor. The

simulation results show the effective filtering performance of VIC in low-frequency range.

Then, we validate it experimentally by directly injecting the DC voltage together with

a 50 Hz ripples to the VIC. The VIC successfully eliminates the ripple and extracts the

DC voltage at the output terminals. Besides, the experiment performances are highly

consistent with the corresponding simulations, which demonstrates the possibility to use

VIC to replace the DC-link capacitor in wind power integration system and use it in

other industrial systems.

Since the VIC mainly filters the ripple in low frequency range while the DC-link

voltage usually includes ripples in two distinct frequency ranges, we further develop it

into the parallel virtual infinite capacitor (PVIC), aiming to suppress the voltage ripple

in a wider frequency range. The PVIC is applied to replace the DC-link capacitor in

wind turbine grid integration system. The simulations are conducted under different

grid conditions with turbulent wind input. The results show that the PVIC provides

xiv



much better voltage suppression performance than the equivalent DC-link capacitor,

which facilitates the power generation control under normal operations and reduces the

risks of converter failure under grid faults. In this way, the PVIC proves to be a great

solution to substitute the vulnerable DC-link voltage in the offshore wind turbine power

integration system.

The wind power conversion system from the generator to the grid is composed of

a DC-link capacitor and two back-to-back power converters. Though the application of

PVIC removes the fragile DC-link capacitor in the power conversion system, the power

converters are also fragile and expensive. In addition, the existence of power converters

decouples the generator with the grid, which hinders the direct inertia support and

frequency regulations from wind turbines. It would be desirable to completely remove the

whole power conversion system. Hydrostatic wind turbine (HWT) may provide a suitable

solution. The HWT is a wind turbine using hydrostatic transmission (HST) to replace

the original heavy and fragile gearbox. The HST can provide the ‘continuously variable

gearbox ratio’ , which allows HWT to be connected to a synchronous generator (SG)

and then directly to the grid. We propose a coordinated control scheme for the HWT.

The simulations are conducted with turbulent wind under variable system loads. The

results indicate that with the proposed coordinated control system, the HWT (without

power converters) provides efficient frequency support to the grid, which shows it is a

promising solution for the future offshore wind power system.

Finally, we consider to further reduce the maintenance cost and improve the

performance of the HWT by using a new and novel control algorithm called model-free

adaptive control (MFAC). It is applied to both torque control and pitch control of the

HWT. Their control performances are compared to some of the existing algorithms. The

simulation results demonstrate that the MFAC controller has much better tracking and

disturbance rejection performances than the existing algorithms which can increase the

fatigue life of the wind turbine and reduce the maintenance cost.
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Chapter 1

Introduction

1.1 Background

The fuel energy is believed to be the main contributor to the global warming and air

pollution. To deal with the threats from the environment issues, we have seen a great

improvement in the renewable energy technologies [146, 43]. The governments usually

provide the policy support and encouragement to the renewable energy technologies and

recognise it as the growth industries, which contribute to its fast development [55, 12,

27, 146, 40]. The renewable energy power generation also benefits from the clean energy

policies in many countries and obtained a great growth in recent decades.

The renewable energy techniques in power generation are developed into a few

categories, which includes bioenergy, wind, geothermal, solar photovoltaics (PV), solar

thermal, and hydro [40, 67, 41]. Fig. 1.1 shows the installed capacity share by power-

generating source in global renewable power market in 2017, where the wind energy is the

largest renewable source [41]. As one of the most mature renewable energy technologies,

the wind power generation enjoys the sustained and rapid development in recent years,

which becomes a preferable solution for greenhouse gas (GHG) emission reductions in

power generation industries. The 2017 Global Wind Report shows that the cumulative

installed wind turbine capacity was over 539 GW by end of 2017, which covers over

5% of the electric power demand in the world [46]. Moreover, the wind power capacity

is expected to rise to 840 GW in 2020 [158]. In some European countries such as

Denmark, Portugal, Ireland and Germany, the wind power penetration rate has reached

over 20% in 2017 [46]. Besides, in the 2017 World Energy Outlook [68], the wind power

generation is predicted to take place of the fuel energy to become the leading source for

power generation after 2030 in European Union, owing to the significant growth in both
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onshore and offshore cases in recent years [68].

Figure 1.1: Installed capacity share by power-generating source in renewable power
market globally in 2017 (%) [41].

1.1.1 Offshore wind power

Due to the limited land resources, exploring the offshore wind energy becomes an im-

portant strategy for human sustainable development. Here we list some advantages for

the offshore wind power generation:

� The offshore wind speed is usually more steady and faster than onshore. It means

the energy is more reliable and more power is available to be captured, which

allows the increase in the wind turbine capacity, thus achieving more cost-effective

operations [66, 103].

� The offshore wind energy is abundant and sustainable [66, 103].

� The electricity is usually in high demand in coastal areas where the land resources

are usually expensive. It can be assisted by the local offshore wind plants [66, 103].

� Many job positions can be created by the offshore wind power industry [157].

� It can stimulate the local economic development without pollutant emissions [157].

Considering these advantages, the first offshore wind farm was installed in Den-

mark with a total capacity of 4.95 MW in 1991. After that, the offshore wind power
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capacity grows enormously across the world [121]. According to the latest Global Off-

shore Wind Report by Global Wind Energy Council (GWEC) [47], till 2017, the total

offshore wind farm capacity around the world reached 18, 814 MW. Besides, many mo-

mentous progresses in offshore wind industries were achieved in 2017, such as increasingly

larger turbines whose size boggles the mind, the worldwide rapid-expanding market with

newcomers India, Brazil and Turkey, and a full ‘zero subsidy’ tender in the Netherlands

[47]. See Fig. 1.2 for the global cumulative offshore wind capacity in 2017 [47]. It is

clear that the offshore wind power generation enjoys a significant boost in cumulative

capacity in 2017 (totally 4, 334 MW), especially in Europe and China. The increasing

offshore wind capacity and the gradual maturity of the offshore wind technology imply

that the offshore wind is among the mainstream energy sources for power generations

[47].

Figure 1.2: Global cumulative offshore wind capacity in 2017. This figure is taken from
[47].
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1.1.2 Power generation control of wind turbine

The wind turbines are divided into the horizontal and vertical axis designs, which is

entitled as HAWT (horizontal axis wind turbine) and VAWT (vertical axis wind turbine)

respectively. Now, the HAWT structure with 3 blades dominates the market [40]. See

Fig. 1.3 for the major component in a 3-blade horizontal axis wind turbine.

Figure 1.3: Major components of the wind turbine. This figure is taken from [69].

In wind power generation, wind blows the airfoil-shaped blades of the wind tur-

bine to spin, which is mechanically connected to the low-speed shaft in the wind turbine

nacelle. Then the fixed-ratio gearbox transformed the low speed in low-speed shaft to

the high speed in the high-speed shaft which drives the generator rotor for power gener-

ation. It is the basic operation manner of a wind turbine. During this process, there are

several levels of control to realise the power generation. The uppermost level of control

is to determine the start-up or shut-down of the wind turbine, in case of the insufficient

or high wind. It is followed by the turbine-level control, which consists of three control

strategies to realise the power extraction, namely yaw control, torque control and pitch

control. The lowermost level of control is the generator, actuator and power electronics

control [69]. See Fig. 1.4 for the illustrative steady-state power curve [69]. In Fig. 1.4,

the start-up and shut-down are referred to the region 1 and high-wind cutout (or entitled

as region 4 in some literatures). In region 2, the torque control is realised by the power
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electronics (specifically, the high-speed shaft) to against the aerodynamic torque from

the wind, aiming to regulates the wind turbine rotor speed. Theoretically, the aerody-

namic power available to be captured is limited to be 59.26% which is called the ‘Betz

limit’ [113, 17], while it is around 40% in realistic scenarios [40, 69]. It is represented

as the power coefficient Cp in Fig. 1.4. That is, the wind turbine control in this region

is designed to maximise the wind power capture by regulating the wind turbine rotor

speed, which is known as maximum power point tracking (MPPT). In region 3, the wind

is abundant. The pitch actuator operates together with the power electronic to realise

the pitch control and torque control, in order to maintain the wind turbine rotor speed

and the power extraction around their ratings [52, 132, 69]. The yaw control is always

slower than the torque and pitch control, which is of less interest and not considered

in this thesis. Then with proper 3-stage control, the desired amount of power can be

captured and delivered to the power grid.

Figure 1.4: Illustrative steady-state power curves of wind turbine. Cp represents the
power coefficient, which is defined as ratio between captured power and wind power.
This figure is taken from [69].

1.1.3 Grid integration of wind turbine

The electricity got into commercial use in late 1870s, and in 1882 Thomas Edison built

the first power grid system in the world, which supplied the 59 customers within the

radius of 1.5 km for illumination [76, 145]. After the development for over a centuries,
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the power grid is modernised into a greener and more effective system, which includes

transmission system, distribution networks, large-scale load centres, advanced energy

storage techniques, and multiple forms of power generations [145]. To guarantee the safe

and effective operation of modern power system, it is important to investigate the grid

integration techniques for different forms of power generations, including wind power

generations. Here we mainly focus on the grid integration structures of the wind turbine

and the energy storage techniques in wind power integration systems.

Grid integration structures of wind turbine

The grid connection of wind turbine are generally categoried into 4 types which are

shown in Fig. 1.5 [14]. The first structure is to use the squirrel-cage induction generator

(SCIG) with wound rotor. The capacitor bank serves as the reactive power compensator

in this system. It is the structure without power converters. The generator speed in this

structure is compulsorily limited to the grid frequency, with only 2% – 4% variations

allowed [14] (see Fig. 1.5(a)).

Then the second structure is the SCIG or synchronous generator (SG) connecting

to the full-scale converters. It offers high flexibility in wind turbine operations and design,

since the connection between generator and grid is completely ‘cut off’ by the full-scale

power converters. It allows the wind turbine to rotate at its optimal aerodynamic speed

[14]. However, the existence of full-scale converters inevitably leads to the power loss in

operations. Besides, the converters are expensive in both construction and maintenance

(see Fig. 1.5(b)).

The vulnerable gearbox is believed to be one of the main causes to the high

maintenance of the wind turbines, particularly in the offshore case [56]. It is even more

vulnerable due to the higher wind speed in offshore case. Hence, based on the second

structure, the third one removes the gearbox by introducing the multipole permanent

magnetic synchronous generator (PMSG). It is denoted as ‘direct-drive wind turbine’ in

some literatures [63, 111]. It improves the reliability of the wind turbine system at the

expenses of the heavy nacelle and expensive cost for the rare earths permanent magnetic

materials [111] (see Fig. 1.5(c)).

The fourth structure is the widely used one in the existing wind power market,

called doubly fed induction generator (DFIG) structure. In comparison with the third

structure, the weight is lighter and the operation and maintenance (O & M) cost is

lower. It connects to the grid via partial-scale converters [111]. In this thesis, we mainly

consider to improve the performance of this structure. The speed variations of the

6



generator in this structure is allowed to be 60% of its synchronous speed, and the power

rating of the converters are usually around 40% of the generator rating [14]. However,

due to the existence of partial-scale converters, the DFIG configuration is under the

risks of over-current in generator & converters and over-voltage in DC-link during grid

disturbance [6] (see Fig. 1.5(d)).

Energy storage techniques in wind power integration system

Due to the uncontrollable nature of the wind, the wind power integration inevitably

poses a great challenge to the stability and reliability of the power systems with the

increase of wind penetration rate [166]. To guarantee the stable operation of the grid

system, the grid disturbance ride-through ability is usually specified in grid codes for

wind power generations. In some European countries where wind penetration rate is

high, the grid codes even request the wind power to participate in the system frequency

support [32, 92]. The energy storage system (ESS) plays a key role in these applications,

which makes the system more flexible. Also, the power system with ESS benefits from

the hedge risk, energy arbitrage, high-energy utilisation, stability with improved power

quality [7].

There are various types of energy storage technologies in wind power system.

Here we list some technologies with their brief introductions [31, 7], including pump

hydro energy storage (PHES), compressed air energy storage (CAES), battery energy

storage system (BESS), supercapacitor energy storage (SCES), hydrogen-based energy

storage system (HESS), and flywheel energy storage system (FESS).

� PHES regulates the energy by pumping or releasing the water between the lower

and higher reservoirs. It is already a mature techniques which has been applied

in industries for a long time. However, the response is relatively slow and it is

geographical dependent [65, 166].

� CAES regulates energy by compressing and de-compressing the air into the un-

derground caverns. It has high power and energy capacity rating, however, it is

highly geological-dependent and it requires extra aboveground devices [166].

� BESS in wind power system are generally connected to the DC-link between two

power converters and regulates the energy by charging and discharging the bat-

teries. It is the most widespread energy technique in power system applications

due to its fast response and accurate regulations [10, 33]. However, the introduced

power electronic devices leads to high cost and low reliability.
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Figure 1.5: Grid integration configurations of wind turbine system [14].

� The application of SCES in wind power system is similar to the BESS, which stores

energy by charging and discharging the supercapacitor. It is also connected to the
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DC-link between two power converters with more power electronics devices being

introduced [3].

� The HESS is a popular chemical energy storage technique. It stores energy by

electrolysing water for hydrogen and release the energy in fuel cell or directly burnt

it. It has high energy density, however, the substantial energy loss for application

of electricity storage limits its widespread use [4].

� FESS is to store energy in form of kinetic energy. The energy is stored or released

via accelerating or de-accelerating the flywheel rotor. It has high efficiency, high

power density, long life cycle with low maintenance cost. However, it suffers from

the short operation duration and high self-discharge losses [166, 7].

Hydrostatic wind turbine

A new possibility for wind turbine grid integration is provided by the hydrostatic wind

turbine (HWT). It is to use the hydrostatic transmission (HST) drivetrain instead of the

gearbox for wind turbine power transmissions. With proper control, the wind turbine

is allowed to connect to the synchronous generator (SG), and then connect to the grid

without power converters like a conventional thermal or hydro plant.

The gearbox allows wind turbine to achieve high efficiency. However, it is one of

the main reasons for the premature failure and high maintenance cost of the wind turbine

[119, 128], thus the PMSG direct-drive structure (Fig. 1.5(c)) is proposed to remove the

gearbox. But it brings new problems of heavy nacelle and high cost for rare earths

permanent magnetic materials. Then the HST gradually comes into our sight. Actually,

in late 1970s, the HST already started to be considered as the substitution for gearbox

drivetrain in wind power system. In early 1980s, an experiemental turbine, Bendix SWT-

3, started to operate in California, which served as an important historic reference for

HST in wind turbines [110]. See Fig. 1.6 for the photo of the Bendix SWT-3 experimental

wind turbine. It is a 3-MW wind turbine installed with the complex drivetrain concept

incorporated a gearbox which drived a hydrostatic transmission [123, 110]. However,

the efficiency of Bendix SWT-3 was only about 60%, which made the HST unaffordable

for wind power industry [117]. With the development in HST techniques, the efficiency

of HST is improved to be over 80%. For some specific manufacturers like Artemis

Intelligent Power, the HST efficiency with its ‘Digital Displacement (DD)’ technique is

claimed to be as high as 91% in partial load condition [110, 142]. In the past decade,

the wind turbine with Artemis DD HST technique has been designed, tested and put
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into operations [142, 102]. By applying this DD HST technique, the hydrostatic wind

turbine benefits from high reliability, high power-weight ratio and high compatibility

with synchornous generator, which offers converter-free grid integration. It means the

HST drivetrain in wind trubine starts to become a good option for wind power market in

overall considerations [18, 116, 118], particularly in the offshore case. Thence, after over

30 years of the experimental turbine Bendix SWT-3, the HST in wind turbine starts to

become more and more close to the market. The control and grid integration of HWT

will be investigated in this thesis.

Figure 1.6: Photo of the Bendix SWT-3 experimental wind turbine which was put into
operation in 1980s. This figure is taken from [110].

1.1.4 Reliability of the wind turbine

The reliability of the wind turbine is determined by some key components, such as

the gearbox, electrical system, generator, pitch system, wind turbine rotor, mechanical

brakes, yaw system, sensors, control system and hydraulics [21]. There are some surveys
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conducted to investigate the reliability of wind turbine and its sub-assemblies. In this

section, some key results from three popular and large surveys in Europe are provided,

which are the WMEP (Wissenschaftliches Mess- und Evaluierungsprogramm), LWK

(Landwirtschaftskammer Schleswig-Holstein) and WindStats newsletter [133, 127, 141,

109, 2, 1]. In these three surveys, the WMEP database contains detailed information

about reliability and availability of 1, 500 wind turbines and their subassemblies, the

LWK database provides the number of failures per system for over 650 wind turbines in

northern Germany, and the WindStats newsletter provides the wind turbine production

and operating data quarterly from turbines in Sweden, Denmark, Germany and Finland

[127]. Note that there are other surveys conducted in Europe (such as Vindstat [109],

ReliaWind [156]) and U.S. (such as CREW [108]), which are not discussed here.

Here we listed a few criteria to describe the wind turbine failures [140]:

� MTBF: mean time between failures.

� λ: failure rate, which calculates from 1
MTBF .

� MTTR: mean time to repair, (or downtime).

� µ: repair rate, which calculates from 1
MTTR .

� A: availability, which calculated from 1− λ
µ .

Fig. 1.7 shows the failure rate and downtime from WMEP and LWK database

[127, 140]. It is clear that the electrical system (power converters included) has the

highest failure rate which implies that it is the most vulnerable sub-assemblies in the

wind turbine system, and that the gearboxes causes longest downtime per failure, which

indicates that gearbox failure is the most critical failure since long downtime for repairs

or replacement stops the power generation which is the primary function of wind turbines

[21].

Fig. 1.8 presents the aggregated downtime per turbine subsystem from the Wind-

stats Newsletter during 2008 – 2012 [127][2]. It demonstrates that the gearbox is the

highest downtime driver, which is followed by the electrical system. The statistics in

Fig. 1.9 are also from the Windstats Newsletter [127][1], which shows that the failure

rate of electrical system and gearbox ranked top two in the wind turbine subsystems in

2012. These two reasons contribute approximately 10% of the failure events each year.

From these three databases, it is clear that in Europe, the electrical system

(power converters included) and gearboxes are the most vulnerable components in the

wind turbine system. Long downtime and high failure rate inevitably lead to high
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maintenance cost. Particularly in the offshore case, it may require longer time and

higher cost for the maintenance [140].

Figure 1.7: Failure/turbine/year and downtime from two large surveys of land-based

European wind turbines over 13 years. This figure is taken from [127, 140].

Figure 1.8: Aggregated downtime per turbine subsystem during 2008–2012. This figure

is taken from [127][2].
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Figure 1.9: Annual failure rate per turbine subsystem in 2012. This figure is taken from

[127][1].

1.1.5 Wind turbine models

In this thesis, the dynamic responses of the wind turbine model is simulated by the

FAST (Fatigue, Aerodynamics, Structures and Turbulence) code [72]. FAST takes aero-

dynamics, control & electrical (servo) dynamics, and structural (elastic) dynamics of

the turbines into account. It is interfaced with Matlab/Simulink through a Simulink S-

Function block. During simulations, this block calls the FAST Dynamic Library, which

has integrated all the FAST modules [72] and is compiled as a dynamic-link-library

(DLL). FAST provides 26 wind turbine sample models. In this thesis, we mainly employ

the popular the WindPACT (WP) 1.5-MW baseline wind turbine model (Test 13 in [72])

and the NREL 5-MW monopile wind turbine model (Test 19 in [72]).

WindPACT wind turbine is a series of baseline wind turbine models designed for

investigating the scaling of costs, loads, and/or optimisation routines, with the power

ratings of 0.75 MW, 1.5 MW, 3 MW and 5 MW. Amongst these four models, the

design of WP 1.5 MW wind turbine model is the closest to the commercial wind turbine

technology, which is extensively applied for studies of novel configurations and wind

turbine technology innovations [120]. See Table. 1.1 for the gross properties of WP
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1.5-MW wind turbine.

The NREL offshore 5-MW gearbox-equipped wind turbine model is the repre-

sentative of typical utility-scale land- and sea-based MW turbines [71], which is widely

used as a reference by research teams throughout the world. The gross properties of the

NREL 5-MW wind turbine are listed in Table. 1.2 [71].

Table 1.1: Gross properties of WindPACT 1.5-MW wind turbine [120, 91].

Rating 1.5 MW

Rotor Orientation, Configuration Upwind, 3 blades

Control Variable speed, Collective pitch

Drivetrain High speed, Multi-stage gearbox

Rotor diameter 70 m

Hub height 84 m

Cut-in, Rated, Cut-out wind speed 3 m/s 11.5 m/s 27.6 m/s

Rated rotor speed 20.463 rpm

Rated tip speed 75 m/s

Rotor mass 32, 016 kg

Nacelle mass 52, 839 kg

Tower mass 125, 363 kg

Gearbox ratio 87.965 : 1

1.2 Motivations and research contributions

This thesis mainly focuses on the control of the offshore wind turbine and its grid integra-

tion. Two types of wind turbines are considered, namely conventional gearbox-equipped

wind turbine and hydrostatic wind turbine (HWT). The research are conducted in the

following aspects:

� The wind turbine is connected to the grid via two back-to-back converters with

a DC-link capacitor in-between to stabilise the DC-link voltage. The DC-link

voltage stabilisation ability will influence the performance of wind turbine torque

control, which further influences the wind power capture of the wind turbine. Also,

when grid disturbances occur, it is essential to keep DC-link voltage steady so that

the risk of converter damage will be reduced and the performance of the voltage

ride through algorithm will be guaranteed. However, large DC-link capacitor is
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Table 1.2: Gross properties of NREL 5-MW offshore wind turbine [71].

Rating 5 MW

Rotor Orientation, Configuration Upwind, 3 blades

Control Variable speed, Collective pitch

Drivetrain High speed, Multi-stage gearbox

Rotor, Hub diameter 126 m, 3 m

Hub height 90 m

Cut-in, Rated, Cut-out wind speed 3 m/s 11.4 m/s 25 m/s

Cut-in, Rated rotor speed 6.9 rpm, 12.1 rpm

Rated tip speed 80 m/s

Rotor mass 110, 000 kg

Nacelle mass 240, 000 kg

Tower mass 347, 460 kg

Gearbox ratio 97 : 1

always expensive and vulnerable, which increases the cost for the wind integration,

especially in the offshore case. Hence, seeking a robust replacement for the DC-link

capacitor is of great necessity. We firstly propose a control algorithm for the virtual

infinite capacitor (VIC), making it function as a large filtering capacitor. Before

applying it to the wind turbine system, it is tested in simulations by replacing

the output filtering capacitor in a simple power factor compensator (PFC) circuit.

The simulations show that VIC is a good and improved replacement for the large

filtering capacitor. Then it is experimentally validated by simply injecting the

ripple voltages for VIC to suppress. The VIC’s ripple suppression performance in

experiment is outstanding and highly consistent with the corresponding simulation

results, which demonstrates its possibility to replace the DC-link capacitor in wind

power integration system.

� The VIC mainly aims to limit the low frequency ripples in voltage while it is

very common that the DC-link voltage ripples of wind turbine are in two distinct

frequency ranges. Hence, we proposed the parallel virtual infinite capacitor (PVIC)

concept to deal with the voltage ripples in a wider frequency band. We applied two

sliding mode controllers (SMC) for the voltage control with a PI charge controller to

realise ‘plug-and-play’ of the PVIC. The simulations are conducted in an offshore

WindPACT (WP) 1.5-MW grid-connected wind turbine system. We replace the

original DC-link capacitor by the PVIC. The simulations show that the PVIC
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provides much better voltage stabilisation capability than the equivalent DC-link

capacitor no matter under normal grid operations or under different types of grid

faults.

� Although the application of PVIC removes the fragile DC-link capacitor in the

power conversion system (which includes two back-to-back converters and a DC-

link capacitor), the power converters in power conversion system are also fragile

and expensive. Moreover, the power converters decouple the direct inertia support

from the wind turbine to the grid, which imposes great challenges in frequency reg-

ulations for the modern grid system. Hence, we study the feasibility to completely

remove the power converters in the offshore wind turbine grid integration system

by using a hydrostatic wind turbine (HWT). We propose a structure with a coor-

dinated control scheme for the HWT. Recall that HWT is a wind turbine which

replaces the gearbox drivetrain of conventional wind turbine by the hydrostatic

transmission (HST) drivetrain. The simulation model is transformed from the

popular NREL 5-MW monopile offshore wind turbine. The control scheme fully

takes advantages of the offshore geography to effectively realise the ‘continuously

variable gearbox ratio’, which allows the wind turbine to connect to a synchronous

generator (SG). Then, the SG is connected to the grid directly without power

converters. The simulation is conducted in a 5-bus grid model with variable load

demands under turbulent wind input. The results demonstrate that the HWT with

the proposed coordinated control scheme is a feasible solution for the future off-

shore wind turbine system, which can participate in the grid frequency regulation

and directly provides inertia support to the grid.

� Finally, we consider to improve the power generation control performance of HWT

by using a novel control algorithm called model-free adaptive control (MFAC)

scheme. It is applied to both the torque control and the pitch control of the HWT.

We also consider the smooth transition between region 2 and 3 and investigate

the fatigue load exerted on the wind turbine tower by different control laws. In

comparison with these control laws, MFAC controller provides better tracking and

disturbance rejection performances with less fatigue loads exerted on the wind

turbine tower. Moreover, MFAC controller benefits from the small computation

burdens and easily-applicable characteristics, which proves to be a promising al-

gorithm for the HWT power generation control.
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1.3 Thesis outline

The thesis is organised as follows. Chapter 2 develops the control algorithms of the

virtual infinite capacitor (VIC) with validations in both simulation and hardware exper-

iment. Chapter 3 proposes the concept of the parallel virtual infinite capacitor (PVIC)

and uses it to replace the DC-link capacitor in the 1.5-MW offshore DFIG-based wind

turbine grid integration system. Grid faults are generated to inject some random distur-

bances to the DC-link voltage, to test the voltage stabilisation capability of the PVIC

in simulations. Chapter 4 designs a coordinated control system for a 5-MW offshore

hydrostatic wind turbine (HWT). The HWT allows to remove the power converters and

realise grid frequency regulation like conventional thermal plants do. Chapter 5 consid-

ers the application of the model-free adaptive control (MFAC) algorithms for the wind

power generation of the HWT, including a MFAC torque controller and a MFAC pitch

controller. Their performances are compared with some existing control algorithms,

i.e. H∞ loopshaping controller and gain-scheduling PI controller. Finally, Chapter 6

concludes this thesis and lists some possible future study areas.
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Chapter 2

Control of a Virtual Infinite

Capacitor with Experimental

Validation

The wind turbine is connected to the grid via two back-to-back converters with a DC-link

capacitor in-between for DC-link voltage stabilisation. However, the DC-link capacitor

is fragile, which increases the maintenance costs. Hence, seeking a robust alternative

solution is of great necessity. In this chapter, we explore the possibility to use the

virtual infinite capacitor (VIC) developed in [163] to replace the DC-link capacitor of

wind turbine for voltage stabilisation and power filtering. We develop a control algorithm

for VIC and add the snubber circuits to the VIC topology to enable the soft switching

(zero current or zero voltage switching) and reduce energy loss. Before applying VIC to

the wind turbines, we verify the performance of VIC at a simple two-phase interleaved

power factor compensator (PFC). The simulation results indicate that VIC performs

well in voltage filtering. See the results also in our paper [82].

In addition to the simulation test based on the PFC, we also experimentally

check the ripple suppression performance of VIC in a simple and straightforward way.

We design a printed circuit board (PCB) for VIC and inject a DC voltage with a 50

Hz sinusoidal voltage to it. With the control designed by us, the sinusoidal ripple is

eliminated at its output terminal and the experimental results are highly consistent

with the corresponding simulations. The outstanding ripple suppression performance

demonstrates the possibility to substitute the fragile DC-link capacitor by VIC. See

these results also in out paper [83].
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2.1 Introduction

Capacitors are commonly used for DC voltage smoothing (ripple elimination) in power

electronic circuits, such as photovoltaic systems, fuel cells, LED drivers, electric (or

hybrid) vehicles and their chargers, power factor compensator (PFC), the powertrain of

wind power generators, etc. Low-frequency ripple suppression requires large capacitance,

which could be provided by electrolytic or super-capacitors. However, such capacitors

suffer from low reliability and low operating voltages [75, 16, 26]. Many ideas have

been proposed as the alternatives to large capacitors in voltage smoothing (or to achieve

better voltage smoothing performance with the same capacitance), see (in chronological

order) [28], [152], [167], [23], [61], [107], [20], [114], [19], [168], [160], [136], [101], [115]

and the references therein. These papers offer a large variety of ingenious ideas, such

as virtual inductors (in [28]), internal models that learn the relevant frequencies of the

ripple current and inject a compensating current (in [167]), injecting a compensating

current based on a phase locked loop (in [152]), for the output voltage variations of

controlled rectifiers (in [20, 168]), and the concept of stacked switched capacitors (in

[23, 107, 101]). The circuits are entitled as “power filters”, “active capacitors” or “ripple

eliminators’ in these literatures. We refer to [61, 136] for nice surveys of this area. In

this line of research, the virtual infinite capacitor (VIC) concept has been introduced

in [163], [162]. It is a circuit which is able to eliminate random low-frequency voltage

fluctuations [163, 162, 81]. Different from a usual capacitor whose dependence of the

voltage V on the charge Q(t) =
∫ t

0 i(σ)dσ is linear, the idea is to create a nonlinear

capacitor where the plot of voltage as a function of charge has a flat segment. In this

segment, the dynamic capacitance is infinite due to its definitions C = dQ
dV (see Fig. 2.1).

We think that the VIC circuit is relatively simple (hence cheap and small) that should

suppress unpredictable (random) voltage fluctuations. Indeed, the VIC does not “learn”

the harmonic content of the disturbance current, like an internal model would, it makes

no a priori assumptions about the current. It acts according to the curve in Fig. 2.1 no

matter what the current is. It could be useful in the DC-link voltage stabilisations.

The abstract concept of VIC has potentially many approximate realisations as

an electronic circuit. The realisation proposed in [163] is a canonical switching cell, as

defined in [73], also known as a bidirectional (or reversible) buck converter, as shown

in Fig. 2.2 (without the sensors, control circuitry and drivers). Very similar circuits

have been used for power filtering (without introducing the VIC concept) in [152], [167],

[20] and a less similar, but still related circuit appears in [114]. We will use a slight

modification of the basic circuit from Fig. 2.2 which facilitates soft switching (to explain
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Figure 2.1: Q − V characteristics of a VIC. The useful operating range is where Q ∈
[Qmin, Qmax].

Figure 2.2: The approximate realisation of the VIC, showing only the main circuit
elements without showing the sensing and control circuits. The terminals for VS are
only for sensing. q and q̃ are binary signals coming from the controller, that determine
the ON or OFF status of the switches.

later).

We briefly describe how the VIC works using the simplified circuit in Fig. 2.2.

This description is general, it holds regardless of the control algorithm used. It is clear

from Fig. 2.1 that the operation of the VIC can be divided into three regions. The

first region, where Q ∈ [0, Qmin], is mostly used for the power up process. The easiest

strategy is to use the buck converter in continuous conduction mode with constant duty

cycle D, so that while C is charged to the voltage Vref , the capacitor Cs is charged to

the voltage Vs,min = DVref . Vs,min is the lowest voltage at which the converter can work

efficiently in boost mode to transfer energy from the capacitor Cs to the capacitor C,
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when the latter is near the voltage Vref . The value Vs,min is chosen by the designer of

the VIC, which is of the order of Vref/4 (so that D is of the order of 0.25). We now

recognize that Qmin is the charge Q that causes Vs to reach Vs,min. It is easy to check

that the dynamic capacitance of the VIC in the first region is dQ/dV = C +D2Cs.

The designer of the VIC has to choose a maximum allowed value of Vs, denoted by

Vs,max, which must be less than Vref for the converter to work. The charge Q that causes

Vs to reach Vs,max is denoted Qmax. The second region, where Q ∈ [Qmin, Qmax] (and

hence Vs ∈ [Vs,min, Vs,max]), is the normal operating range of the VIC. In this region, the

charge Q will vary while the voltage on V will remain constant at Vref . The third region

(where Q > Qmax) means the capacitor Cs is overcharged and it should be avoided by

opening both switches, so that only capacitor C is connected to the terminals.

There must be an additional control mechanism in place to prevent the VIC from

leaving the normal operating range described above. The VIC controller cannot do this,

since all it does is to ensure that the VIC behaves according to Fig. 2.1. This additional

control mechanism consists of a charge controller and a power source (or power sink)

that can be controlled, to some extent, by the charge controller. The charge controller

gets the measurement of Vs from the VIC, which is an indication of the charge Q stored

in the VIC. Indeed, it was shown in [163, Sect. 3] that

Vs =

√
2V

Cs
Q+ β , β = V 2

s,min − 2
QminV

Cs
.

If the charge controller senses that Q is too low or too high, it will “order” the power

source to inject more (or less) average power onto the DC bus, as the need may be, to

ensure that Q stays within the normal range. Such a control mechanism exists on any

DC bus, also if we have a conventional capacitor on the bus (instead of the VIC). In the

latter case, the charge controller is the usual voltage controller, since voltage and charge

are now proportional to each other. The design and stability analysis of the charge

controller has been discussed in detail in [163, Sect. 3]. We shall rely on this design

from [163] without repeating it here.

The delicate issue is the control of the VIC in the normal operating range (the

other two regions are sort of trivial). In this chapter we propose a control algorithm

for the VIC and modify the circuit realisation in Fig. 2.2 [163] to enable soft switching,

hoping to reduce the power loss during operations.

With the proposed control strategy, we further demonstrate its performance with

hardware experiment. The experiment is conducted without considering the charge

control mechanism. Hence, the VIC will sometimes run out of the normal operating
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range. However, it is enough to demonstrate the ripple suppression performance of VIC

controller during the period when it is within the normal operating range. We connect

an auto-transformer in series with a DC voltage supply, in order to directly inject the

sinusoidal ripples to the VIC. The aim of the control is to eliminate the ripple and extract

the DC voltage when VIC is within the normal operation range.

2.2 Control of the VIC

We propose a novel feedback control algorithm for the VIC operating in the normal op-

erating range Q ∈ [Qmin, Qmax], that is based on two controllers, one for buck operation

and the other for boost operation of the bidirectional DC/DC converter. In each of these

two modes of operation, the controller operates only one of the two switches.

We improve the circuit from Fig. 2.2 to Fig. 2.4. The role of the body diodes

visible in Fig. 2.2 is taken over by the diodes D1 and D2 in Fig. 2.4. For ease of

understanding, the control algorithm for the circuit (Fig. 2.2) will be explained.

2.2.1 Voltage control

When the current ip = i − iC > 0 (i.e., it is flowing from the DC bus to the internal

capacitor Cs), the converter operates in buck mode, and Vs increases. At this stage,

only the upper switch is controlled; the lower switch is always OFF, with its body diode

acting as the freewheeling diode. Conversely, when ip < 0, the converter operates in

boost mode and the upper switch is always OFF. However, we do not really measure ip.

Instead, we compute a reference value for it, denoted i∗p (as explained below), and the

decision whether to operate the converter in buck or boost mode depends on the sign of

i∗p.

We shall regard the system to be controlled in the voltage loop as being just the

capacitor C, described by

CV̇ = i− ip , (2.1)

where we regard ip as a variable that we can control, at least in the sense of its average

over a switching cycle, which we can force to be equal to the reference signal i∗p. And i

is the disturbance signal (since it depends entirely on the external power source and the

loads on the DC bus).

We measure V and i and, in order to eliminate the influence of the high frequency

noise, we low-pass filter them with transfer function F. We do this because at any rate,

our controller cannot do anything against high frequency noise, but this noise can corrupt

22



the data on which our controller is working. It is preferable to use a transfer function

of the type F(s) = ø1ø2
(s+ø1)(s+ø2) , where ø1 > 0 and ø2 > 0 are the corner frequencies,

of the order of several thousand rad/sec, but strictly less than the switching frequency,

because we want the filter to attenuate the noise due to the switching. We indicate by

the subscript f the filtered signals, such as Vf and if .

We propose a PI controller to regulate the filtered voltage deviation e = Vref−Vf .

The PI controller determines the desired average current i∗p and it is described by i∗p(t) =

if (t) − kP e(t) − kI
∫ t

0 e(σ)dσ, where kP > 0 and kI > 0 are the controller’s adjustable

parameters. From (2.1) we have

−Cė = CV̇f = if − ipf = if − i∗p + [i∗p − ipf ]

whence

Cë+ kP ė+ kIe =
d

dt
[ipf − i∗p] . (2.2)

We see that this is a stable (second order) linear system with disturbance input

d = ipf − i∗p. If the current control (described further below) works correctly, the average

of ip over the current switching cycle is equal to the current sample of i∗p, and if the

switching frequency is higher than ø1, ø2, then ipf ≈ i∗p, so that d is very small. Its

main frequencies are the frequencies of i and the harmonics of the switching frequency.

From (2.2), the transfer function from d to e is H(s) = s
Cs2+kP s+kI

. It is obviously

vanishing at very small as well as at very high frequencies. We can place its corner

frequencies wherever we want, by choosing suitable kP and kI . These should be tuned

experimentally, to minimize the peak values of e in the specific application of the VIC.

2.2.2 Current control

As mentioned before, we operate the VIC converter in DCM. The inductor current

waveforms are shown in Fig. 2.3. q and q̃ are binary signals that turn the switches ON.

qB and q̃B are binary signals (introduced only for our computations) that are equal to

1 if and only if |is| is decreasing (and the current is flowing through one of the body

diodes), as shown in Fig. 2.3. T denotes switching period. q∗B and q̃B
∗ denote the

averages of qB and of q̃B over one switching period. Similarly, q∗ and q̃∗ are the average

of q and q̃ within one switching cycle, i.e. the duty cycle of the corresponding switches.

When i∗p > 0, the converter is in buck mode, so that q̃ = 0. Assuming Vs is nearly

23



(a)in buck process

(b)in boost process

Figure 2.3: Waveform of inductor current is in DCM.

constant in a switching cycle, we have

ispeak =
V − Vs
L

q∗T, when q = 1;

q∗BT =
−ispeakL
−Vs

=
V − Vs
Vs

q∗T, when q = 0.

Qpulse denotes the charge flowing through ip per cycle:

Qpulse =

∫ q∗T

0
isdt =

1

2
q∗Tispeak =

V − Vs
2L

q∗2T 2.

Thus the average current ip per cycle and duty cycle q∗ are

i∗p =
Qpulse
T

=
V − Vs

2L
q∗2T,

q∗ =

√
2Li∗p

(V − Vs)T
.

24



When i∗p < 0, the converter is in boost mode, so that q = 0.

ispeak =
−Vsq̃∗T

L
, when q̃ = 1;

q̃B
∗T =

−Lispeak
V − Vs

=
Vs

V − Vs
q̃∗T, when q̃ = 0.

We have

Qpulse =

∫ q̃∗T+q̃B
∗T

q̃∗T
isdt =

−V 2
s T

2

2L(V − Vs)
q̃∗

2
.

Thus the average current i∗p and duty cycle q̃∗ are

i∗p =
Qpulse
T

=
−V 2

s T

2L(V − Vs)
q̃∗

2
,

q̃∗ =

√
2L(V − Vs)i∗p

V 2
s T

.

Looking at all three regions of operation from Fig. 2.1, the current control of the

VIC can be summarized as follows: When Vs ∈ [0, Vs,min],q
∗ =

Vs,min
Vref

,

q̃∗ = 1− q∗.

When Vs ∈ [Vs,min, Vs,max], q
∗ =

√
2Li∗p

(V−Vs)T

q̃∗ = 0
if i∗p > 0 ,

q
∗ = 0

q̃∗ =
√

2L(V−Vs)|i∗p|
V 2
s T

if i∗p < 0 .

When Vs > Vs,max, q
∗ = 0,

q̃∗ = 0.
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2.2.3 Soft switching

If we use the circuit as shown in Fig. 2.2, when both switches are OFF, there is a

resonant phenomenon, the voltage across the parasitic capacitors of the switches would

keep oscillating. At the very beginning of next PWM cycle when one of the switches

turns ON, the voltage drop across its parasitic capacitor would be some random value

between the peak and valley of the oscillation. Thus the switching loss and the current

varies randomly, introducing more harmonics frequencies to the system. Some researches

propose the quasi-resonant switching method to tackle this problem, which is to trigger

the switch when the minimum drain to source voltage of the MOSFET is detected.

In this way, smallest power loss can be achieved in every switching cycle, i.e., valley

switching. However, the frequency will vary and it has been claimed that this leads to

higher losses for small loads, see [9], [143], [74].

Figure 2.4: The realisation of the VIC working in DCM with soft switching, with two
snubber circuits and additional diodes. The capacitors Cp1 and Cp2 in this figure repre-
sent the parasitic capacitances of the MOSFET transistors, while Db1 and Db2 are their
body diodes.

The modification of Fig. 2.4 with respect to Fig. 2.2 are: two snubber circuits

(composed of Dsn, Rsn and Csn) have been added in order to insure low voltage on

the switches at the moment when they switch OFF. Thus we have nearly zero voltage

switching (ZVS) when switching OFF. The capacitor Csn discharges slowly via Rsn while

the switch is ON.

In Fig. 2.4, Db1 and Db2 are the body diodes of the MOSFET switches S1 and S2.
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The capacitors Cp1 and Cp2 represent the parasitic capacitances of S1 and S2, which in

reality are nonlinear. For simplicity, in the simulation, we use the energy related effective

output capacitance, which is the fixed capacitance that gives the same stored energy as

Coss while the drain to source voltage is rising from 0 V to 390 V. D3 and D4 have been

added to block the oscillations between L and Cp1, Cp2 that would be rather strong

when both switches are OFF, radiating energy and disturbing nearby devices. Instead

we now have similar oscillations between L and the much smaller parasitic capacitances

of D3 and D4. However, these oscillations carry much less energy than they would if

we did not have D3 and D4. The voltages across the switches are more or less constant

when both switches are OFF, as shown in Fig. 2.5, the general view of voltage at point

y (i.e., the point between the diodes D3 and D4). At the instance when turning any

switch ON, the current across the switch will not be zero, owing to Csn discharging via

Rsn, but it is negligible. Current is takes time to grow, so that we have almost zero

current switching (ZCS) when switching ON. See Fig. 2.6 for the general view of the

differences between hard and soft switching for VIC.

Figure 2.5: The general view of voltage at point y.
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Figure 2.6: The general view of the differences between hard and soft switching for VIC.
VDS represents the drain to source voltage of the MOSFETs. iD shows the current across
the diodes D3 and D4.

Figure 2.7: The application of the VIC as a filtering capacitor for a two-phase interleaved
PFC supplying a load. The VIC controller, the charge controller and the sensors and
drivers are not shown.

2.3 Simulation studies with PFC

Before applying the VIC to the wind turbine system, we firstly verify its performance

by applying it in the simple two phase interleave power factor compensator (PFC) (see
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Table 2.1: Simulation parameters for VIC.
Symbol Value Unit Symbol Value Unit

ug 340 sin (2πfgt) V C 10 µF

fg 50 Hz Cs 47 µF

Cin 100 nF Vref 390 V

R 320 Ω Lb1, Lb2 150 µH

Vs,min 100 V L 120 µH

Vs,max 380 V kP 0.3142 -

Vsref 277.85 V kI 394.7842 -

Cp1, Cp2 158 pF Csn 1 nF

Rsn 500 Ω ø1/2π 5 kHz

ø2/2π 1 kHz

Figure 2.8: Output voltage (left) and filtered output voltage (right), filtered by a low-
pass filter with corner frequency 2kHz. The low-frequency ripple amplitude is about
0.3V.

Fig. 2.7). The output filtering capacitor in PFC is replaced by VIC, with a load taking

475W at 390V. The two-phase-interleaved boost converter in the PFC operates under

critical conduction mode (CRM), which means it starts the next switching cycle at the

moment the current falls to zero. The ON time of the PFC switch is controlled by the

charge controller, which is as in [163]. The ON time of the master phase is updated every

half grid cycle and the ON time of the slave phase is adjusted instantly according to the

phase lag between the master and slave phase. The phase lag is tuned by a PI controller

to make them exactly out of phase. The parameter settings are are shown in table

2.1, which are based on the datasheets of the diode RFN2L6S, the MOSFET transistor

CoolMosTM C7 IPZ60R040C7 and the 2-phase-interleaved power factor correction kit

29



Figure 2.9: The inductor current is (left) and a strong zoom-in figure (right) at a moment
when the converter works in buck mode.

Figure 2.10: Strong zoom-in of the voltages at point u, y and v in boost operation (left)
and in buck operation (right), where the red, blue and black lines represent the voltages
at point u, y and v, respectively. See Fig. 2.4 for the positions of u, y and v.

TMDSILPFCKIT. The reference value for Vs is given by V 2
sref

= 1
2(V 2

s,min+V 2
s,max), and

the charge controller tries to bring the average of V 2
s to V 2

sref
. The sampling frequency

and the switching frequency are both set to be 50 kHz. Fig. 2.8 shows the output

voltage and the filtered output voltage V . It is filtered by a low pass filter with corner

frequency of 2 kHz, aiming to check the ripple suppression performance of VIC without

considering the influence of the fast switching. Fig. 2.9 shows the inductor current

is and its magnifying figure, which indicating that the VIC is operating in the DCM

mode. Fig. 2.10 shows the voltages at point u, y and v (see Fig. 2.4) in boost and

buck operations, which is consistent with what we expected in Fig. 2.5. Fig. 2.11 shows

current i which flows into VIC. It is filtered by a second order low pass filter with corner
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Figure 2.11: The filtered VIC current i, filtered by a second order low-pass filter with
corner frequencies 5kHz and 1kHz.

Figure 2.12: The voltage on the capacitor Cs.

Figure 2.13: The input current to PFC (ig).
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freqiencies of 5 kHz and 1 kHz, which aims to attenuate the noise due to the switching.

Fig. 2.12 shows the performance of voltage Vs. It is clear that the voltage of capacitor

Cs varies while the output voltage V stays constant. Fig. 2.13 shows the input current

to the PFC, which shows no visible distortions under the proper coordination between

VIC controller, charge controller and the PFC controllers.

If we use a conventional capacitor to achieve a similar reduction of the low-

frequency ripple as shown in Fig. 2.8 (right), for the dominant frequency f = 100 Hz in

i, we will need to use an equivalent capacitor with capacitance approximately being

Ceq =
ipeak−peak

2× π × f × Vpeak−peak
= 7.2mF ,

which is about 156 times larger than C + Cs.

2.4 Experimental validation for VIC controller

We build up the experiment platform and conduct the experiment to verify the operation

performance of VIC. The experiment is conducted in a simple and straightforward way

without considering the ‘charge controller’. It means that the VIC will sometimes operate

exceed its desired operating range. However, during the small period of time when it is

within the operating range, it is enough for us to validate the performance of the VIC

controller. Then, the consistencies between the experiment and corresponding simulation

performance will be presented and discussed.

2.4.1 Experiment set up

Fig. 2.14 and Fig. 2.15 show the experiment circuit and the photo of the whole experi-

ment system respectively. The task of VIC is to remove the sinusoidal voltage provided

by the auto-transformer. Note that it can suppress random fluctuations, whereas, the

periodical fluctuations is applied here for easy realisation in hardware experiment. The

diode D in Fig. 2.14 prevents the current flowing back to DC voltage source for protec-

tion purpose. The resistor Rp serves as short circuit protection in case of wrong switch

operation. To avoid the frequent transitions between different process, the transitions

between three processes are realised by state machine (see Fig. 2.16). At the moment of

transition, both switches in VIC are turned OFF for one switching period as the short

circuit protection.

By changing the DC voltage, the VIC may operate in different situations. When

VDC is small, the VIC will stay in power up process. Then as the voltage VDC increase
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Figure 2.14: Circuit of VIC experiment to suppress the periodical voltage.

Figure 2.15: Photo of the whole experimental system. See Fig. 2.14 for Rload and Rp.

to certain level, the VIC will start to transit between the power up process and normal

operation process periodically. If we keep increasing the VDC , the VIC will start to

operate between normal operation process and protection process.

In simulations, when VDC is approximately 214.7 V, it will transit from power

up process gradually to the protection process. During this transition, it will stay in

the normal operation process for a few seconds and then it will operate in both normal

operation stage and protection stage. This ‘boundary’ voltage is 214.3 V in experiment.

The experiment parameters and electronic components set up are shown in Table

2.2 and Table 2.3. The control algorithms are embedded into an off-the-shelf control card
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Figure 2.16: Overview of the control logic with the state machine.

Table 2.2: Experiment parameters set up.
Parameters Setting Unit

Vin VDC + 42.5 sin (ωgt) V

ωg 100π rad/s

Vref 200 V

Vs,min 60 V

V ′s,min 40 V

Vs,max 180 V

Vsref 93.4 V

TMDSDOCKH52C1. A 12 × 16 cm four-layer printed circuit borad (PCB) is designed

to implement VIC (see Fig. 2.17 and Appendix A). Electrolytic capacitors are chosen

for the capacitor C and Cs, with the voltage rating of 500V . The experiment is set up

according to the circuit in Fig. 2.14.

The voltage V , Vs and current i, is are sensed with low pass filter in the ex-

periment. See Fig. 2.18 for the schematic diagram of the sensing circuits. We choose

different resistors and capacitors for the sensing circuit of current i, is and voltage V ,

Vs. The schematic diagram for the complete PCB design is attached in Appendix A in

Page. 148.

In the current sensor, we adopt the ’floating ground’ for current sensing and
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Table 2.3: electronic device configurations.
Symbol Value Unit

C 10 µF

Cs 40 µF

RLoad 1000 Ω

L 120 µH

Rp 100 Ω

Rsn 500 Ω

Csn 1 nF

Cp1 158 pF

Cp2 158 pF

Figure 2.17: Photo of VIC and its connections.

computation, which is denoted as ‘F GND’ in Fig. 2.18. The current sensor operates

through sensing the voltage drop across the resistors R1, and then computing the current

via Ohm’s Law. We filter the signal by two 1st-order RC filters, aiming to extract the

clear average signals for computation. The corner frequency of these two filters are

chosen to be 1 kHz and 5 kHz. Since the sign of the current can be altered in our

experiment, we applied a floating 2.5 V voltage reference to the non-inverting input of

the op-amp (denoted as F 2.5V in Fig. 2.18). In this way, the current flowing in two

directions will leads to larger or smaller than 2.5 V at the sensor output Vi. C3 is a small

capacitor to filter the high frequency noise. The sensing output Vi can be expressed as

Vi = ii,is · 2R1 ·
−R4

R2 +R3
·

R2+R3
2R2R3C1

s+ R2+R3
2R2R3C1

·
1

R4C2

s+ 1
R4C2

+ 2.5V, (2.3)
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Figure 2.18: Schematic diagram of the current (i, is) and voltage (V , Vs) sensing circuit.

where ii,is is the current flowing through the resistor R1 and it is what we are going to

sense. That is, the current ii,is can be obtained by

ii,is = −(R2 +R3)

2R1R4
· (Vi − 2.5), (2.4)

The selection of resistors R2, R3, R4 and capacitors C1 and C2 should satisfy

R2 +R3

2R2R3C1
≈ 2π · 5000, (2.5)

1

R4C2
≈ 2π · 1000. (2.6)

The choices of resistors and capacitors to sense current i and is are listed in Table 2.4

and Table 2.5 respectively.

In the voltage sensor, one 1st-order RC filter is used to get rid of the high fre-

quency noise in voltage signals. The corner frequency of this low pass filter is set to be

around 5 kHz. Note that the voltage at the point ‘Vsense’ is the actual voltage we are

interested. However, in this circuit, we sense the voltage at the point ‘F GND’ instead.

Due to the small R1 (50 mΩ) and the small average current flowing through R1 (within 3
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Table 2.4: Resistor and capacitors in i sensing circuit.
Symbol Value Unit

R1 0.05 Ω

R2 2 kΩ

R3 2 kΩ

R4 40.2 kΩ

C1 15 nF

C2 3.9 nF

C3 0.1 µF

Table 2.5: Resistor and capacitors in is sensing circuit.
Symbol Value Unit

R1 0.05 Ω

R2 3 kΩ

R3 3 kΩ

R4 40.2 kΩ

C1 12 nF

C2 3.9 nF

C3 0.1 µF

A), the voltage differences between the point ‘Vsense’, ‘V ′sense’ and ‘F GND’ are within

1 V, which is negligible in comparison with the operating voltage level (up to a few

hundred volts). It means the accuracy of voltage sensing will not be influenced. The

diode D1 is the zener diode with nominal zener voltage of 5 V to protect the op-amp,

and the capacitor C5 is a small capacitor to filter the high frequency noise. The sensing

output Vv can be expressed as

Vv = VV,Vs ·
R6

R5
· R7 +R8

R8
·

1
R6C4

s+ 1
R6C4

, (2.7)

where VV,Vs is the voltage at the point ‘F GND’. That is, the voltage can be obtained

by

VV,Vs =
R5R8

R6(R7 +R8)
· Vv. (2.8)

The selection of resistors and capacitors should satisfy

1

R6C4
≈ 2π · 5000. (2.9)

See Table 2.6 for the selections of resistors and capacitors to sense the voltage V and Vs.
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Table 2.6: Resistors and capacitors in V and Vs sensing circuits.
Symbol Value Unit

R5 510 kΩ

R6 3.3 kΩ

R7 8.2 kΩ

R8 10 kΩ

C4 10 nF

C5 0.1 µF

2.4.2 Experiment hazards and safety issues

We have capacitors in our circuit, which will start discharging after the power to the

PCB is cut off. It may takes tens of milliseconds. That is, we cannot touch the PCB

immediately at the moment of turning power off. Also, the operating voltage range of

this experiment is supposed to be up to a few hundred volts, which is largely over the

safety voltage level to humans and places the experiment operators under the risks of

dangerous electrical shocks. Thence, we deem it compulsory to take some measures to

secure the safe experiment operations.

Figure 2.19: The photo of the safety box panel.

A safety box is designed to house the VIC. The safety box panel and the circuit

design for the safety box are show in Fig. 2.19 and Fig. 2.20 respectively. We can

only energise the live line (230 V AC output) when we close the box lid, turn on the

main switch (Switch A in Fig. 2.20) and press the RESET button (Switch E in Fig.

2.20). The magnetic open-lid switch (Switch C in Fig. 2.20) is installed to cut off the
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power supply once we open the box, which prevents us from touching the PCB when

the high voltage is on. Since it takes a short while to open the box, it automatically

prevent us from touching the PCB during the discharging time of the capacitors. We

can also manually stop the power by pressing the STOP button (Switch D in Fig. 2.20).

Switch B is mechanically connected to the reed of the magnetic latching relay (Relay

B in Fig. 2.20). Besides, if over voltage or over current is detected on PCB, a signal

can be sent from the digital signal processor (DSP) to the safety box to trigger relay

A for protection. Panel light (Light D in Fig. 2.20) will be on once the safety box is

plugged into the socket and the manual switch is turned on. The lit light A, B and C

indicate that the 5 V, 12 V DC output and 230 V AC output is energised respectively.

The 5 V DC output is only used for the digital signals (i.e. for DSP) while the 12 V is

only used for analogue signals (op amps, drivers, etc.). The digital signals are isolated

from the analogue signals by the signal isolators (Part No. ISO7320, SI8431AB), which

largely reduces the influences from each other. We will not lose the information in the

DSP when we cut off the live line, since the 5 V and 12 V DC output is still on, which

facilitates the data storing, transferring and debugging.

2.4.3 Simulation and experiment results

In this section, by changing VDC , we show the performance of VIC operating in four

different situations, i.e., power up process, power up – normal operation process, normal

operation process, and normal operation – protection process. See Fig. 2.21 – Fig. 2.24

for the simulation and experiment results in these four situations. The simulations are

conducted under the same settings as that in experiments.

During the VIC’s normal operation region (see Fig. 2.23), Vbound are 214.7 V

and 214.3 V in simulation and experiment respectively. In simulations, the 85 V voltage

ripple is confined into DC voltage by VIC. The high frequency ripple in the DC voltage

is about 1.5 V in simulations while it is about 7 V in the experiment. The difference may

be due to some real scenarios which cannot be fully considered in the simulation, such

as the EMI, the device tolerance, etc. During the protection stage (see Fig. 2.24), the

voltage Vs becomes flat, which means that the capacitor Cs is disconnected. It effectively

protects the Cs from being overcharged.

It is clear that the VIC performance meets our expectations. No visible low

frequency ripples appear in either simulation or experiment. The experiment results are

highly consistent with simulations.
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Figure 2.20: The circuit of the protection scheme of the safety box.
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(a)

(b)

Figure 2.21: Control performance in power up process in simulation (a) and experiment
(b). Vin is set to be 180 + 42.5sin(100πt). In the experiment, the green, pink, brown,
blue signals are is(A), Vin(V ), V (V ), Vs(V ), respectively.
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(a)

(b)

Figure 2.22: Control performance in power up – normal operation in simulation (a) and
experiment (b). Vin is set to be 210 + 42.5sin(100πt). In the experiment, the green,
pink, brown, blue signals are is(A), Vin(V ), V (V ), Vs(V ), respectively.
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(a)

(b)

Figure 2.23: Control performance in normal operation process in simulation (a) and
experiment (b). Vin is set to be Vbound + 42.5sin(100πt). In the experiment, the green,
pink, brown, blue signals are is(A), Vin(V ), V (V ), Vs(V ), respectively.
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(a)

(b)

Figure 2.24: Control performance in normal operation – protection process in simulation
(a) and experiment (b). Vin is set to be 230 + 42.5sin(100πt). In the experiment, the
green, pink, brown, blue signals are is(A), Vin(V ), V (V ), Vs(V ), respectively.
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2.5 Conclusions

We proposed a control algorithm to control the VIC, which included a close-loop voltage

control and an open-loop current control based on the average model of the VIC. We

also proposed an improved realisation of the VIC to achieve soft switching. We firstly

verified the designed control system by applying it in a PFC circuit as the output filter

capacitor. The simulation results implied that VIC provided outstanding performance

in voltage ripple suppression. Then to further validate the designed control system, we

experimentally tested the VIC in a simple and straightforward way. We created a 50

Hz, 85 Vpeak−peak sinusoidal ripple through the auto-transformer and fed it to the VIC

together with a DC voltage. The VIC was expected to remove this sinusoidal voltage

and extract the DC voltage at its output terminal. Our experiment results showed

outstanding ripple suppression performances of VIC, which were highly consistent with

the corresponding simulation results. The experiment tests demonstrated the possibility

to substitute the DC-link capacitor with VIC in wind power integration system and use

VIC in other industrial systems.
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Chapter 3

The Parallel Virtual Infinite

Capacitor Applied to DC-Link

Voltage Filtering for Wind

Turbine

The VIC proposed in Chapter 2 provides the possibility to replace the fragile and ex-

pensive DC-link capacitor for voltage filtering. However, the DC-link voltage usually

includes ripples in two distinct frequency ranges while the VIC mainly aims to filter

the ripple in one frequency range. Hence, in this chapter, we further develop the VIC

into a parallel virtual infinite capacitor (PVIC) for the wind turbine, aiming to suppress

voltage variations in a wider frequency range than a usual VIC. We also design a new

snubber circuit to further reduce the energy loss. The PVIC is composed of two VICs

which is connected to the same DC link and share one capacitor, with one tuned to low

frequency (LF) and the other tuned to high frequency (HF). The LF-VIC is controlled

by a sliding mode controller (SMC) to regulate the LF component of the voltage to its

reference value, and maintain its state of charge (SoC) within the desired range by a PI

controller. The HF-VIC is controlled by another SMC to limit the HF ripples and also

to keep its SoC within a reasonable operating interval. Then we use the PVIC to replace

a DC-link capacitor in wind power integration system and run the simulations under

different grid conditions with turbulent wind input. The simulation results show that

the PVIC provides better voltage stabilisation performance than a DC-link capacitor

with the same capacitance. See these results also in our paper [85, 86].
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3.1 Introduction

The energy generated from wind has occupied an increasing proportion of the total

energy generated worldwide, and the wind power will continue to be an important source

for electric power. At the end of 2017, the cumulative installed wind turbine capacity was

over 539 GW, which can cover over 5% of the electric power demand of the world. Wind

power capacity is expected to rise to 840 GW in 2020 [158, 46]. Doubly fed induction

generators (DFIG) have been widely used for wind turbines with power ratings of 1.5-

MW and above since 1996 [112].

A DFIG wind turbine is quite vulnerable to grid faults because the DFIG stator

is directly connected to the grid. Grid faults may cause voltage variations at the DFIG

terminals, which may lead to low or high currents in rotor windings causing the DC-link

voltage to drop, preventing the converters from working, or to rise too high, which may

damage the capacitors and IGBTs [98, 161]. During grid faults, the DC-link voltage

should be maintained at the normal level to enable the converters to apply the voltage

ride through algorithm, especially to guarantee the control performance of the rotor side

converter. Even without grid faults, DC-link voltage fluctuations need to be limited

to guarantee accurate power regulation [161]. Some electronic circuits used for active

ripple suppression on the DC link of wind turbine have been proposed (see [62, 104]

and the references therein). Fig. 3.1 shows the configuration of a DFIG driven by

a 1.5-MW wind turbine connected to the power grid via back-to-back converters and

transformers. Typically, the rotor side converter is controlled to maximize wind power

extraction, and the grid side converter is controlled to stabilise the DC-link voltage. In

Chapter 2, we have propose the VIC as the alternative to the DC-link capacitor in the

grid integration system of the wind turbines.

However, when we compute the output impedance of a VIC (as is done, for

instance, in [81]), we find that it is high for frequencies near zero (as it should), it has a

region where it is very low (as desired), but it grows for higher frequencies. The region of

low impedance depends on the control algorithm. The DC-link voltage filtering in wind

power integration system is this kind of application where there are two main sources of

ripple, in two distinct frequency range. The DC-link voltage ripple can originate from

variations of wind speed (low frequency), grid imbalance (twice the grid frequency) and

switching ripple from the main converters (relatively high frequency). To deal with such

situations, we introduce here the PVIC concept.

The PVIC is composed of two VICs, one for low-frequency (LF) and one for high

frequency (HF), which share a common capacitor. We also propose a new soft switching
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Figure 3.1: Configuration of the grid-connected doubly fed induction generator (DFIG)
wind turbine system.

topology (see Fig. 3.2) to be used for both the LF-VIC and the HF-VIC, which of course

improves the efficiency compared with earlier designs (Fig. 2.4). The operation of this

new circuit will be explained in Section 3.2. For the LF-VIC, we design a sliding mode

controller (SMC) to regulate the DC-link voltage in the frequency range of this VIC.

A proportional-integral (PI) controller is used to maintain the charge in this VIC in

its normal operating range and realise the ‘plug-and-play’ feature of the PVIC. Another

SMC is designed for the HF-VIC to suppress the high-frequency component of the ripple

voltage and at the same time to keep the state of charge (SoC) of this VIC within the

normal operating range. Note that sliding mode controllers are robust and appropriate

for nonlinear variable structure systems [39, 106, 147, 148] such as power converters

[139, 138, 150, 8, 45].

In this chapter, the PVIC is applied to replace the DC-link capacitor for DC-

link voltage filtering of a 1.5-MW DFIG wind turbine system. We use a grid-connected

DFIG model [96, 97], driven by the popular WindPACT (WP) 1.5-MW wind turbine

[72, 129, 91] under turbulent wind generated by NREL Turbsim [70]. We have replaced

the DC-link capacitor seen in Fig. 3.1 with a PVIC with the same total capacitance

and we compare the performance of the DC-link capacitor with that of the PVIC in
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Figure 3.2: The proposed new VIC circuit, Db, denotes a body diode of a MOSFET
switch.

stabilizing the DC-link voltage. The comparisons under different grid faults demonstrate

the capability of the PVIC in handling unpredictable voltage fluctuations. In order to

introduce disturbances to the DC link, we have simulated faults at the infinite bus.

The simulations indicate that the PVIC is more effective in suppressing the voltage

fluctuations than the equivalent DC-link capacitor (i.e., a DC-link capacitor with the

same capacitance), regardless if there are grid disturbances or not.

The structure of this chapter is as follows. In Section 3.2, we briefly explain the

operation principle and control of the VIC and especially the soft switching version from

Figure 3.2. In Section 3.3, we present our simulation results for the DC-link voltage

filtering performance of the PVIC. We compare the performance of the PVIC with that

of the equivalent (in capacitance) DC-link capacitor.

3.2 The PVIC and its control

To improve efficiency, we use a new soft switching circuit shown in Fig. 3.2, where the

two snubber capacitors Csn are small. This is an improvement of the circuit appearing

49



in Fig. 2.4. The upper switching unit is composed of the S1, S3, Csn, D1 and D3, in

which S1 is synchronized with S3. The lower switching unit is similar. The inductors

are not coupled.

We take the upper switching unit (see Fig. 3.2) as an example to explain the

soft switching mechanism. Actually, this is soft switching only in discontinuous conduc-

tion mode (DCM), while in continuous conduction mode (CCM) it is only zero voltage

switching-off. Immediately after S1 and S3 are turned off, the voltage on the left side

of Csn will remain close to V without dropping abruptly because Csn takes time to get

charged via D1 and D3 until VCsn reaches V , which implies zero voltage switching-off of

S1 and S3. The main current will flow via D6, decreasing at a slope of −Vs/L, until one

of the following two events occurs: either the current reaches zero and then remains zero

for some time (DCM) or the switches are controlled to turn on again. Immediately after

S1 and S3 are turned on, the voltage on the right side of Csn will suddenly jump to

V + VCsn ≈ 2V . Then Csn starts to release energy through the switches and the upper

inductor L to charge Cs, until VCsn reaches nearly zero or the switches are controlled

to turn off. This discharging period of Csn is relatively short because the time constant
√
LCsn is small. Hence practically all the energy that was stored in Csn is saved into

Cs. However, if the inductor current at the moment of switching-on is not zero, we do

not have zero current switch-on. After switch-on and after Csn is emptied, the inductor

current (flowing through the switches and the diodes D1 and D3) grows, at a slope of

(V − Vs)/L. Of course, the rising current will stop once the switches are turned off,

which closes the whole cycle. The story for the lower switching unit is similar.

Fig. 3.3 shows the circuit realisation of a PVIC, which replaces the DC-link

capacitor. qL, q̃L ∈ {0, 1} are binary signals and q̃L = 1 − qL. The switches S1L

and S3L are on if qL = 1. The switches S2L and S4L are on if q̃L = 1. The binary

signals qH and q̃H are defined in a similar way. The capacitor CsH is smaller than the

capacitor CsL . The remaining components in the HF-VIC are same as in the LF-VIC.

The control of PVIC is attained by the LF-VIC controller and HF-VIC controller. The

former regulates low-frequency components of the voltage V to the neighbourhood of its

reference while the latter suppresses the high-frequency ripples of the voltage V . During

the power up process (see the left segment in Figure 2.1), a constant duty cycle Dpow up

and a constant PWM switching frequency fpow up are applied to both VICs. During

the protection region of operation (the right segment in Figure 2.1), all the switches are

turned off to avoid the overcharge of CsL and CsH . The transitions between the three

processes are controlled using a state machine, which was detailed in our paper [83].

Next we discuss the control algorithm in the normal operation range.
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Figure 3.3: The PVIC in place of a DC-link capacitor.

The low-frequency signals (Vlf , ilf ) and high-frequency signals (Vhf , ihf ) are

acquired by passing V and i through a low pass filter with the corner frequency fl:

Vlf = 2πfl
s + 2πfl

V,

Vhf = V − Vlf ,

ilf = 2πfl
s + 2πfl

i,

ihf = i− ilf .

(3.1)

According to Fig. 3.3, we have

iC = CV̇ = i− qLisL − qHisH . (3.2)

Considering (3.1), we can rewrite (3.2) as

C
(
V̇lf + V̇hf

)
= ilf + ihf − qL

(
isLL + isLH

)
− qH

(
isHL + isHH

)
, (3.3)
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where isLL , isLH , isHL , and isHH are defined by

isLL =
2πfl

s + 2πfl
isL ,

isLH = isL − isLL ,

isHL =
2πfl

s + 2πfl
isH ,

isHH = isH − isHL .

(3.4)

Multiplying both sides of (2) with 2πfl
s + 2πfl

, we get

CV̇lf = ilf − qLisLL − qHisHL . (3.5)

Subtracting (3.5) from (3.2), we get

CV̇hf = ihf − qHisHH − qLisLH .

Then the state equations of the PVIC can be written as:

CV̇lf = ilf − qLisLL − qHisHL ,

CV̇hf = ihf − qHisHH − qLisLH ,

LLi̇sL = qL(Vlf + Vhf )− VsL ,

LH i̇sH = qH(Vhf + Vlf )− VsH ,

CsL V̇sL = isL ,

CsH V̇sH = isH .

(3.6)

These state equations are considered only in the operating range, which is Ω

defined by:

Ω =



isL ∈ [−ismaxL , ismaxL ],

isH ∈ [−ismaxH , ismaxH ],

VsL ∈ [VsminL , VsmaxL ],

VsH ∈ [VsminH , VsmaxH ],

Vlf > VminL ,∣∣Vhf ∣∣ < VmaxH .

(3.7)
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Note that 0 < VsminL < VsmaxL < VminL < Vref < VmaxL and 0 < VmaxH <

VsminH < VsmaxH . For subsequent analysis, we set the following lower and upper bounds:

V ∈ [0, VmaxL + VmaxH ],

ilf ∈ [−imaxL , imaxL ],

ihf ∈ [−imaxH , imaxH ],

isHL ∈ [−ismaxHL , ismaxHL ],

isHH ∈ [−ismaxHH , ismaxHH ],

isLL ∈ [−ismaxLL , ismaxLL ],

isLH ∈ [−ismaxLH , ismaxLH ].

(3.8)

3.2.1 Control of the LF-VIC

The LF-VIC controller is composed of a sliding mode voltage controller and a PI charge

controller. Their control objectives are to control the low-frequency component of the

voltage to its expected reference in normal operation process and, restrain the LF-VIC’s

SoC within its normal operating range, respectively.

Voltage Control of the LF-VIC

We use a SMC to regulate the low-frequency component of V . We employ a sliding

function with the states x =
[
Vlf isL VsL

]T
and disturbance ilf , based on ([163],

Section 6):

SL(x) =(Vref − Vlf ) + k1

∫ t

0
(Vref − Vlf )dτ

− k2(Vref ilf − VsLisL),

(3.9)

where we set k1 > 0. The sliding surface ΓL is the set of all the possible x ∈ Ω for which

SL(x) = 0. (3.10)

Note that the energy stored in the two inductors of the PVIC can be roughly

written as Vref ilf + Vref ihf − VsLisL − VsH isH . The nonlinear term Vref ilf − VsLisL in

(3.9) represents the energy in LL. The remaining part Vref ihf−VsH isH , which represents

the energy in LH , is included in the HF-VIC controller. This will be discussed in Section
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3.2.2. The absolute values of k1 and k2 should be small enough to diminish deviation

between Vlf and Vref when x is controlled to be within ΓL.

To reduce chattering effects and limit operating frequencies within a controllable

range, we use the hysteresis-modulation (HM) sliding mode control [139] to determine

the binary switching signals qL and q̃L:
qL =


1, if SL < −ε,

0, if SL > ε,

previous state, if SL ∈ [−ε, ε].

q̃L = 1− qL,

(3.11)

where ε is a small positive number. In the stability analysis later, we assume ε = 0 for

simplicity but without loss of generality.

The SMC is designed according to the following steps. Firstly, the hitting con-

dition should be satisfied to ensure that the state trajectory is guided to the sliding

surface. After that, when the states are within a small vicinity of the sliding surface, the

existence condition needs to be satisfied to maintain the states within the neighbourhood

of the sliding surface and always direct the states towards the desired surface [138, 39].

In this chapter, we describe the hitting condition by

SL(x) · ṠL(x) < 0 for all x ∈ Ω\ΓL, (3.12)

where

ṠL(x) =− V̇lf + k1(Vref − Vlf )

− k2(Vref i̇lf − VsL i̇sL − V̇sLisL).
(3.13)

Combining (3.6) and (3.13), we get

ṠL(x) =−
ilf − qLisLL − qHisHL

C
+ k1(Vref − Vlf )

+ k2(
qL(Vlf + Vhf )VsL − V 2

sL

LL
+
i2sL
CsL
− Vref i̇lf ).

(3.14)
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When SL(x) > 0 for all x ∈ Ω\ΓL, qL = 0. To satisfy (3.12), we require that

ṠL =−
ilf − qHisHL

C
+ k1(Vref − Vlf )

+ k2(−
V 2
sL

LL
+
i2sL
CsL
− Vref i̇lf ) < 0.

(3.15)

Here, i̇lf is set to be i̇lf ∈ [−i̇maxL , i̇maxL ]. Note that it is hard to limit a current

derivative term in reality. This limit is allowed to be violated under some circumstances

such as the abrupt current change due to some faults. However it will be brought back

by the control schemes. A sufficient condition for (3.15) is

ṠLmax ≤ k1(Vref − VminL) + k2(−
V 2
sminL
LL

+
i2smaxL
CsL

+Vref i̇maxL) +
imaxL+ismaxHL

C < 0.
(3.16)

When SL(x) < 0 for all x ∈ Ω\ΓL, qL = 1. To satisfy (3.12), we have

ṠL =−
ilf − qHisHL − isLL

C
+ k1(Vref − Vlf )

+ k2(
(Vlf + Vhf )VsL − V 2

sL

LL
+
i2sL
CsL
− Vref i̇lf ) > 0.

(3.17)

A sufficient condition for (3.17) is

ṠLmin ≥ k1(Vref − VmaxL)

+ k2(
VsmaxL (VminL − VmaxH ) − V 2

smaxL
LL

− Vref i̇maxL) − imaxL + ismaxLL + ismaxHL
C > 0.

(3.18)

From (3.16) and (3.18) we set

k1 > 0, k2 > 0,

0 < i̇maxL < minFLb,

FLb =

{
V 2
sminL
LLVref

− i2smaxL
CsLVref

,
VsmaxL

(VminL − VsmaxL
− VmaxH )

LLVref

}
,

(3.19)

where FLb is derived from

−
V 2
sminL

LL
+
i2smaxL
CsL

+ Vref i̇maxL < 0 (3.20)
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and
VsmaxL(VminL − VmaxH )− V 2

smaxL

LL
− Vref i̇maxL > 0. (3.21)

Note that it is reasonable to have inequalities (3.20) and (3.21) since LL � CsL �
ismaxL < VsminL < Vref � i̇maxL and LL � VmaxH � VsmaxL < VminL < Vref � i̇maxL .

Then the existing condition for this SMC islimSL(x)→SL(x0)+ ṠL(x) < 0,

limSL(x)→SL(x0)− ṠL(x) > 0,
for all x0 ∈ ΓL. (3.22)

From (3.10), we have

ilf =
Vref − Vlf + k1

∫ t
0 (Vref − Vlf )dτ + k2VsLisL
k2Vref

, (3.23)

based on which the inequalities (3.15) and (3.17) can be written as

ṠL =−
Vref − Vlf + k1

∫ t
0 (Vref − Vlf )dτ + k2VsLisL
Ck2Vref

+
qHisHL
C

+ k1(Vref − Vlf )

+ k2(−
V 2
sL

LL
+
i2sL
CsL
− Vref i̇lf ) < 0,

(3.24)

and

ṠL =−
Vref − Vlf + k1

∫ t
0 (Vref − Vlf )dτ + k2VsLisL
Ck2Vref

+
qHisHL
C

+
isLL
C

+ k1(Vref − Vlf )

+ k2(
(Vlf + Vhf )VsL − V 2

sL

LL
+
i2sL
CsL
− Vref i̇lf ) > 0.

(3.25)

Since Ck2Vref > 0, (3.24) and (3.25) can be written as

− k1

∫ t

0
(Vref − Vlf )dτ − k2(VsLisL − qHisHLVref )

+ k1k2(CV 2
ref − CVrefVlf )

+ k2
2(
−CVrefV 2

sL

LL
+
CVref i

2
sL

CsL
− CV 2

ref i̇lf ) < Vref − Vlf ,

(3.26)
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and

− k1

∫ t

0
(Vref − Vlf )dτ + k2(isLLVref − isLVsL + qHisHLVref )

+ k2
2(
CVrefVsL(Vlf + Vhf − VsL)

LL
+
CVref i

2
sL

CsL
− CV 2

ref i̇lf )

+ k1k2(CV 2
ref − CVrefVlf ) > Vref − Vlf .

(3.27)

The parameters k1 and k2 should be chosen to fulfill the inequalities (3.15), (3.17),

(3.26), and (3.27) to satisfy both the hitting condition and existing condition, which are

the sufficient conditions to attain the successful control. The details about the selection

of k1 and k2 will be discussed in Section 3.2.3.

Charge Control of the LF-VIC

In the application of grid connected DFIG system, a charge control scheme is developed

to regulate the LF-VIC’s state of charge (VsL) by coupling a PI controller with the

controller of grid side converter. Since the charge controller is required to operate more

slowly than the voltage controller, the average of VsL (i.e., VsLavg) is controlled, which

is acquired by passing VsL through a low pass filter with the corner frequency fc (see

Fig. 3.4). In the voltage control of DC-link capacitor, the voltage V is fed back to the

controller of grid side converter. Herein, the voltage V ∗ rather than V is injected. V ∗

is the estimated value of V obtained from the LF-VIC’s state of charge through a PI

controller:

V ∗ = Vref − kP (VsrefL − VsLavg)− kI
∫ t

0
(VsrefL − VsLavg)dτ.

In this way, the control scheme of the grid side converter is not violated, realising

a ‘plug-and-play’ pattern for the PVIC.
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Figure 3.4: Charge control scheme of the LF-VIC. The estimated voltage V ∗ replaces

the measurement of the DC-link voltage for the grid side converter.

3.2.2 Control of the HF-VIC

For the control of HF-VIC, both voltage control and charge control are implemented by

a SMC whose sliding function is

SH(x) = (0− Vhf )− k3(Vref ihf − VsH isH )

+ k4(VsrefH − VsHavg).
(3.28)

The sliding surface ΓH is the set of all the possible x =
[
Vhf isH VsH

]T
∈ Ω

for which

SH(x) = 0. (3.29)

The expression Vref ihf − VsH isH appearing in (3.28) represents the power stored

in LH , which is included in the HF-VIC controller. VsrefH −VsHavg is the charge control

term in this sliding function. As with the charge control of the LF-VIC, the average

of VsH (i.e., VsHavg) is regulated to realise a much slower response of the charge control

than the voltage control. VsHavg is obtained by passing VsH through a low pass filter

with the corner frequency fc. The absolute values of the parameters k3 and k4 should

be very small to guarantee the accuracy of the control.

The hysteresis-modulation (HM) sliding mode control is also applied to the HF-
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VIC, using the same ε as in (3.11):
qH =


1, if SH < −ε,

0, if SH > ε,

previous state, if SH ∈ [−ε, ε];

q̃H = 1− qH .

The hitting condition is described as

SH(x) · ṠH(x) < 0

for all x ∈ Ω\ΓH . Here V̇sHavg is limited as V̇sHavg ∈ [−V̇sHavgmax , V̇sHavgmax ], where

V̇sHavgmax should be small due to the slow change of VsHavg . Similarly as in Section 3.2.1,

when SH(x) > 0 and SH(x) < 0, we have

ṠH(x) =
−ihf − qLisLH

C
− k3

(
Vref i̇hf −

i2sH
CsH

+
V 2
sH

LH

)
− k4V̇sHavg < 0 (3.30)

and

ṠH(x) =
−ihf − isHH − qLisLH

C

−k3

(
−
VsH (Vhf + Vlf )

LH
+
V 2
sH

LH
+ Vref i̇hf −

i2sH
CsH

)
− k4V̇sHavg > 0,

(3.31)

respectively. Here, i̇hf is limited as i̇hf ∈ [−i̇maxH , i̇maxH ], that is, the sufficient condi-

tions for (3.30) and (3.31) are

ṠLmax ≤k3(
i2smaxH
CsH

+ Vref i̇maxH −
V 2
sminH

LH
)

+ k4V̇sHavgmax +
imaxH + ismaxLH

C
< 0,

(3.32)

and

ṠLmin ≥− k3

(
VsmaxH (VmaxH − VminL) + V 2

smaxH

LH
+ Vref i̇maxH

)
− k4V̇sHavgmax −

imaxH + ismaxHH + ismaxLH
C

> 0.

(3.33)
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To fulfil (3.32) and (3.33), we set
k3 > 0, k4 < 0,

0 < i̇maxH < min FHb,

FHb = {
V 2
sminH
LHVref

− i2smaxH
CsHVref

,−VsmaxH (VmaxH−VminL )+V 2
smaxH

LHVref
},

(3.34)

where FHb is derived from

i2smaxH
CsH

+ Vref i̇maxH −
V 2
sminH

LH
< 0 (3.35)

and
VsmaxH (VmaxH − VminL) + V 2

smaxH

LH
+ Vref i̇maxH < 0. (3.36)

To fulfil the inequalities (3.35) and (3.36), we set LH � CsH � ismaxH <

VsminH < Vref � i̇maxH and LH � VmaxH � VsmaxH < VminL < Vref � i̇maxH .

The existing condition for this SMC islimSH(x)→SH(x0)+ ṠH(x) < 0,

limSH(x)→SH(x0)− ṠH(x) > 0,
for all x0 ∈ ΓH . (3.37)

Similarly as in Section 3.2.1, we get

− k3(VsH isH + qLVref isLH )− k4(VsrefH − VsHavg)

− k3k4CVref V̇sHavg + k2
3CVref (Vref i̇hf +

i2sH
CsH

−
V 2
sH

LH
) < −Vhf ,

(3.38)

and

k3(isHH Vref − qLisLH Vref − VsH isH )

+ k2
3CVref (Vref i̇hf +

i2sH
CsH

+
(Vhf + Vlf − VsH )VsH

LH
)

− k4(VsrefH − VsHavg)− k3k4CVref V̇sHavg > −Vhf .

(3.39)

The parameters k3 and k4 should be chosen to satisfy the inequalities (3.30),

(3.31), (3.38) and (3.39), so that the state trajectory will converge and stabilise at the

sliding surface ΓH . The details about the selection of k3 and k4 will be discussed in

Section 3.2.3.
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3.2.3 Parameter selection

In order to limit the deviation between V and its reference Vref , the absolute values of the

parameters k1, k2, k3 and k4 should be small. We apply the interior-point optimization

algorithm to find the boundaries of these four parameters, which are embedded in the

nonlinear programming solver ‘fmincon’ in Matlab (MathWorks).

The optimization for LF-VIC controller parameters is conducted to minimize

|k1| + |k2| under the inequality constraints (3.7), (3.8), (3.15), (3.17), (3.19), (3.26),

(3.27), and equality constraint (3.10). Similarly, the objective function for parameter

optimization of the HF-VIC controller is |k3|+|k4|, with the inequalities constraints (3.7),

(3.8), (3.30), (3.31), (3.34), (3.38), (3.39), and equality constraint (3.29). The results of

these optimizations provide the boundaries for k1, k2, k3 and k4 to ensure the successful

control of both LF-VIC controller and HF-VIC controller.

The parameters’ initial values are all set to be zero. The related operating bound-

aries are listed in Table 3.1. The optimal boundaries for the parameters k1~k4 are

k1min = 2.66× 10−7,

k2min = 5.77× 10−6,

k3min = 2.55× 10−7,

k4max = −1.01× 10−4.

Table 3.1: Operating boundaries

.

Parameters Values Parameters Values

VsmaxL 920 V VsmaxH 920 V

ismaxL 50 A ismaxH 200 A

ismaxHL 50 A ismaxLH 200 A

ismaxLL 50 A ismaxHH 200 A

imaxL 100 A imaxH 500 A

VminL 1140 V V̇sHavgmax 100 V/s

VmaxH 10 V VsHavgmax 770 V

VmaxL 1160 V i̇maxL 2.76× 106 A/s

VsHavgmin 570 V i̇maxH 2.75× 106 A/s
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3.3 Simulation studies

The simulations are conducted using a grid-connected DFIG model [96, 97] driven by

the WP 1.5-MW wind turbine model [129, 72, 91]. The parameters of the DFIG are

listed in Table 3.2. The hub height of wind turbine is 84 m. The rated wind speed is

about 12 m/s. The blade length is 33.25 m and the maximum blade chord is 8% of blade

radius [120]. Note that the grid frequency in the simulations is set to be 60 Hz due to

the default setting of the WP wind turbine model.

Table 3.2: Parameters of the 1.5-MW doubly fed induction generator (DFIG) model (in
p.u. units) [96, 97].

DFIG Parameters Values

Frequency 60 Hz

Pole pairs 3

Magnetizing inductance 2.9 p.u.

Stator resistance 0.023 p.u.

Stator inductance 0.18 p.u.

Rotor type Wound

Rotor resistance 0.016 p.u.

Rotor inductance 0.16 p.u.

Inertia 0.685 p.u.

The NREL FAST (Fatigue, Aerodynamics, Structures, and Turbulence) code [72]

is used to simulate dynamic responses of the turbine. FAST takes aerodynamics, control

and electrical (servo) dynamics, and structural (elastic) dynamics of the turbine into

account. FAST is interfaced with Matlab/Simulink through a Simulink S-Function block.

During simulations, this block calls the FAST Dynamic Library, which has integrated

all the FAST modules [72] and is compiled as a dynamic-link-library (DLL).

NREL TurbSim [70] is utilised to generate stochastic, full-field, and turbulent

wind flows for simulation studies. The International Electro-technical Commission (IEC)

Kaimal spectral model [24, 25] in Turbsim is applied to generate the wind condition as

shown in Fig. 3.5(a), with the category A (most turbulent) IEC NTM (normal turbulence

model). The mean hub-height longitudinal wind speed is 12 m/s. Note that the average

sampling frequency of the LF-VIC controller is smaller than that of HF-VIC controller

in the simulations, which are approximately 45 kHz and 100 kHz, respectively.

The voltage filtering performances of two configurations are compared: a 15 mF

DC-link capacitor and a PVIC as in Fig. 3.3, where the total capacitance of C, CsL and

CsH is 15 mF. Tables 3.3 and 3.4 list the parameters of the electronic components in
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(a) The turbulent wind input.

(b) DC-link voltage V stabilised by DC-link capacitor and
PVIC.

(c) State of charge of the LF-VIC (i.e., VsL).

(d) State of charge of the HF-VIC (i.e., VsH ).

Figure 3.5: Wind input and performances of PVIC under normal grid operation.

PVIC and control parameters of PVIC, respectively.

Firstly the simulation is conducted without grid disturbance under the turbulent

wind input (see Fig. 3.5). Fig. 3.5(a) and Fig. 3.5(b) demonstrate the turbulent wind
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Table 3.3: Parameters of the electronic components in PVIC (see Fig. 3.3).
Components in PVIC Configuration

C 7 mF

CsL 6 mF

CsH 2 mF

Csn 1 nF

LL 10 µH

LH 10 µH

Table 3.4: Control parameters of the PVIC.
Parameters Values Parameters Values

Vref 1150 V ε 0.5

VsrefL 670.5 V VsrefH 670.5 V

k1 5× 10−5 k2 6× 10−6

k3 2.5× 10−5 k4 −2.5× 10−2

Dpow up 0.3 fpow up 30 kHz

kP 0.0169 kI 0.0225

fl 120 Hz fc 60 Hz

input and the DC-link voltage stabilised by DC-link capacitor and PVIC. Fig. 3.5(c)

and Fig. 3.5(d) illustrate the SoC of PVIC (i.e., VsL and VsH ). It is clear that when

there is no grid disturbance, both configurations can stabilise the DC-link voltage V

to its reference, and PVIC reduces about 30% of the voltage fluctuations compared

with the equivalent DC-link capacitor (see Fig. 3.5(b)), which is mainly achieved by

HF-VIC controller to suppress the high-frequency ripple due to the fast switching of

two converters. The SoC of the LF-VIC and HF-VIC are successfully controlled to the

vicinity of their references by the charge control schemes explained in Section 3.2.

Then the simulations are conducted under four types of grid disturbances with

the same turbulent wind input (Fig. 3.5(a)). The first case is the frequency variation.

In reality, the frequency, as a key factor to judge the power quality, is allowed to vary

within a very narrow range during normal operation. Here, we test the performance of

the PVIC and a DC-link capacitor under a one-second large sinusoidal grid frequency

variation with an amplitude of 1 Hz and a period of 0.5 s. Fig. 3.6(a) and Fig. 3.6(c)

show this grid condition and the performances of PVIC and DC-link capacitor. Note

that the Vlf and Vhf of the DC-link voltage are obtained according to (3.1).

The second type of the tested grid disturbances is the balanced three-phase volt-

age sag and swell. This is one of the most common power disturbances, which is usually
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caused by abrupt reduction or increase in loads. The grid voltage is altered four times

by ±0.15 p.u. and each change is kept for 15 grid cycles (250 ms) (see Fig. 3.6(b) and

Fig. 3.6(d)). Note that the amplitude of grid voltage (phase-to-phase) is 120 kV (see

Fig. 3.1).

The third case of the disturbance test is the grid frequency harmonics. In re-

ality, a small range of frequency harmonics due to the nonlinear loads, transformer

magnetisation nonlinearities, rectification, etc. is allowed in the power system, which

may introduce the high-frequency ripple to DC-link voltage. We inject a combination of

a negative-sequence 1st order frequency harmonic (with the magnitude of 0.1 p.u.) and

negative-sequence 3rd order frequency harmonic (with the magnitude of 0.1 p.u. and

phase shift of 35◦), lasting for 1 s. Fig. 3.7(a) and Fig. 3.7(c) show this grid condition

and the voltage filtering performance.

Finally we combine the above frequency variation and frequency harmonic dis-

turbances as the fourth case. That is, both high-frequency and low-frequency ripples

are introduced to the DC-link voltage. The grid condition and the voltage filtering

performance are shown in Fig. 3.7(b) and Fig. 3.7(d).

In Table 3.5, we summarise the ripple suppression performance of the PVIC and

DC-link capacitor with the same total capacitance under different grid conditions in Fig.

3.6 and Fig. 3.7. Note that when no grid disturbance occurs, there is no low frequency

variations, thence no information about Vlf (peak-peak) is provided in Table 3.5. It

is clear that the PVIC reduces the total voltage variation by approximately 85% in

comparison with the equivalent DC-link capacitor during these grid disturbances. This

is because the oscillations in the DC-link voltage are transferred into the capacitors CsL
and CsH of the PVIC. The same conclusion can be obtained under other grid conditions,

such as unbalanced voltage sag and swell, the phase shift in voltage, different frequency

harmonic injections, frequency steps variations, or the combinations of some of these

faults.
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Table 3.5: Performance comparisons between the DC-link capacitor and PVIC.
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(a) (b)

(c) (d)

Figure 3.6: (a) shows frequency variation and three-phase grid voltage and current; (b)
describes the grid voltage magnitude variation and three-phase grid voltage and current;
(c) illustrates voltage filtering performance (V , Vlf , Vhf ) of DC-link capacitor and PVIC,
and PVIC’s state of charge (VsL , VsH ) under the grid conditions of (a); (d) exhibits the
voltage filtering performance (V , Vlf , Vhf ) of DC-link capacitor and PVIC, and PVIC’s
state of charge (VsL , VsH ) under the grid conditions of (b).
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(a) (b)

(c) (d)

Figure 3.7: (a) shows the three-phase grid voltage and current when there is negative
sequence 1st order frequency harmonic (with magnitude of 0.1 p.u.) and negative se-
quence 3rd order frequency harmonic (with magnitude of 0.1 p.u. and phase shift of 35◦)
injected; (b) demonstrates the frequency variation, three-phase grid voltage and current
when the situations in Fig. 3.6(a) and (a) both occur; (c) describes voltage filtering
performance (V , Vlf , Vhf ) of DC-link capacitor and PVIC, and PVIC’s state of charge
(VsL , VsH ) under the grid conditions of (a); (d) displays voltage filtering performance
(V , Vlf , Vhf ) of the DC-link capacitor and PVIC, and PVIC’s state of charge (VsL , VsH )
of under the grid conditions of (b).
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3.4 Conclusions

We have introduced the concept of parallel virtual infinite capacitor (PVIC), which re-

ferred to a low-frequency (LF) virtual infinite capacitor (VIC) and a high-frequency

(HF) VIC working on a common DC link and sharing one capacitor. It could suppress

voltage ripple in a wider frequency band than what one VIC could achieve. The low fre-

quency ripple was regulated by a sliding mode controller (SMC), and a PI controller was

applied to maintain the LF-VIC within its operating range. Another SMC was applied

to suppress high-frequency fluctuations while at the same time keeping the HF-VIC’s

state of charge within the normal range. The PVIC has been applied to replace the

DC-link capacitor between two back-to-back converters in a grid-connected DFIG-based

wind turbine system. The simulations were conducted under different grid conditions

with turbulent wind input. The results indicated that the PVIC provided outstanding

ripple suppression performance regardless of the low-frequency and high-frequency fluc-

tuations, individually or together. In comparison with an equivalent DC-link capacitor,

the PVIC reduced the DC-link voltage ripple by about 30% during normal grid opera-

tion, and by approximately 85% during the tested grid disturbances, which implies that

PVIC is a better replacement for the conventional DC-link capacitor.
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Chapter 4

Feasibility Studies of a

Converter-free Grid-connected

Hydrostatic Wind Turbine

In Chapter 3, the PVIC removes the bulky, vulnerable and expensive DC-link capacitor

between two power converters in wind turbine grid integration system. However, the

power converters are also fragile and expensive. Besides, the power converters decouple

the doubly fed induction generator (DFIG) and the grid, so that the DFIG in wind

power plant can neither provide the direct inertia support nor participate in the grid

frequency regulations. Due to the increasing penetration of wind power generation, it

imposes great challenges to the frequency regulation in the modern power system.

Hence, in this chapter, we look into the hydrostatic wind turbine (HWT) which

completely remove the power converters and DC-link capacitor in the grid integration.

We investigate the feasibility of frequency regulation by a HWT. By controlling the

energy extraction and energy storage of the HWT, the ‘continuously variable gearbox

ratio’ can be realised to maintain the constant generator speed, which mimics the fre-

quency regulation process of a conventional thermal plant. It is connected to a syn-

chronous generator (SG) and then directly to the grid, without power converters in-

between. To test the performances of the control scheme, the HWT is connected to a

5-bus grid model and operates with different frequency events under turbulent wind.

The simulation results indicate that the HWT provides a promising solution for modern

power system frequency regulation. These results are drafted into a paper [87].
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4.1 Introduction

With the growing demands for the low-carbon emission around the world, the engineers

are strongly encouraged to utilise the alternatives to fossil fuels in industrial applications,

and the researchers pay more and more attentions to the development of the renewable

energies, such as wind energy. The wind energy is deemed as one of the most important

green energies over the world and has been widely applied in power generations. By

the end of 2017, the cumulative installed wind turbine capacity was over 539 GW,

and it is anticipated to be 840 GW in 2020 [46, 158]. In some EU countries such as

Denmark, Portugal, Ireland and Germany, the wind power penetration rate reached

over 20% in 2017 [46]. Compared with the conventional thermal power plants, it is more

difficult for wind farm to provide the frequency regulation, because of the uncontrollable

nature of wind. Once the power supply cannot balance the load demand, the frequency

will vary at a rate related to the system inertia. However, due to the existence of

power converters, the generator speed is decoupled from the system frequency in wind

farms, which cannot provide direct inertia response to the grid. Hence, the growth

in wind power penetration leads to the reduction in system inertia, thus bringing great

challenges and concerns for system stability. In some countries such as UK and Denmark,

the frequency support by the wind power has already been required in the grid codes

[32, 92]. Many research works have been oriented to investigate the frequency control by

wind turbines, aiming to take over part of the responsibilities in frequency regulation in

the future. The general frequency regulation for wind farms includes the inertia support

[154, 99], primary frequency control [15] and the secondary automatic generation control

(AGC) [22], just as what thermal power plants do. The doubly fed induction generators

(DFIGs) are commonly applied in wind industries. Some researches propose the concept

of emulated inertia response, which is to release the kinematic energy stored in DFIG

rotor for the grid when system frequency drops [44, 35]. However, compared to the

inertia response by the conventional synchronous generator, the indirect inertia support

requires more complicated control schemes. Moreover, using wind turbines for frequency

regulation usually forces wind turbine to operate at a de-rating situation, in order to

reserves abundant power to manage the frequency variations [5, 15, 153]. It is usually

achieved by redesigning the power control loop in rotor-side converter and deviating

the blade pitch angles from the optimal position to ‘de-rate’ the power extraction [22,

155]. However, the de-rating operation violates the maximum power point tracking

(MPPT) rules, which leads to the concern of energy waste and the economically trade-

offs between the revenues from energy and regulation markets. Moreover, the accuracy
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of the regulation is influenced by the pitch response time, the turbulent wind and the

amount of reserved wind power, thus resulting in low efficiency and poor reliability [80].

In a word, though the frequency regulation by wind power system is of highly necessity

for modern power market, the existing methods still suffers from complicated algorithms,

energy waste, and accuracy concerns.

The energy storage system (ESS) acts as an alternative to support frequency

regulations for wind turbines. There are various types of energy storage technologies,

such as battery energy storage (BESS), pump hydro energy storage (PHES), pneumatic

energy storage (PES), etc. BESS is a popular technology due to its fast response and

accurate regulation [135, 95]. However, high cost, high flammability, and vulnerable

power electronics devices become the main obstacles for its widespread use [50]. PHES

is to pump or release water between lower and higher reservoirs, which is a readily

available mature technique in industries. However, the slow response and geographical

requirements limit its extensive application [65, 166]. As for PES, the compressed air

energy storage (CAES) technology can be applied on very large scales, which regulates

the energy by pressurising or de-pressurising the air in a sealed underground cavern. But

it requires extra aboveground devices and it is highly geological structure reliance [50].

Another commonly applied PES technology is the compressed gas hydraulic accumulator.

It removes the geological dependency. However, for DFIG wind trubine, extra devices

and energy transition during operation may result in low energy efficiency [50]. That is,

there is some disadvantages for the energy storage system assembling to the wind power

system, which impedes its widespread applications.

Hydrostatic wind turbine (HWT) may offer a better solution. In HWT, the orig-

inal gearbox drivetrain between the wind turbine rotor shaft and generator rotor shaft

is replaced by the hydrostatic transmission (HST) which is equipped with a hydraulic

accumulator (see Fig. 4.1). It enables the continuously variable transmission ratio, so

that the HWT is connected to a synchronous generator (SG) rather than the commonly

applied DFIG, thus achieving the converter-free connection, like a conventional thermal

plant. The SG is able to directly provide inertia support to the grid. With proper con-

trol, the HWT can also provide the primary and secondary frequency regulation to the

grid, with easily-assembled energy storage devices to reserve the power. Furthermore,

HST introduces a new design dimension which offers a more reliable transmission system

in HWT by removing fragile gearbox with the reduced nacelle weight [42, 105]. As a

matter of fact, the uncontrollable characteristic of the wind brings huge burdens to the

wind turbine gearbox drivetrain under wind gusts, which is considered as one of the

major causes to the premature failure of the wind turbine [42, 128, 105]. Particularly in
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the offshore case, the faster offshore wind speed and severe weather conditions increase

the risk of gearbox failure. Thus the introduction of the HST includes the removal of

the power converters and the gearbox, which can cut down the maintenance cost for

wind power integration, especially in offshore case. In addition, the damping effect is

inherently provided by the fluid in the HST which reduces the stress to the generator

[42].

In the present chapter, we focus on the offshore HWT. It is composed of a closed-

loop oil circuit (connecting a pump and a motor), and an open-loop sea water circuit

(connecting a pump-motor, a hydraulic accumulator, and a relief valve) (see Fig. 4.1).

The current researches on HWTs mainly focus on the modelling and power extraction

[144, 77, 38]. In the present chapter, we investigate the feasibility to provide frequency

support by the HWT through the coordinated control strategy on energy extraction

and energy storage, aiming to deliver the required amount of power to the grid system

in all wind conditions. We integrate the HWT model with a 5-bus grid model and the

simulation results indicate that the proposed control scheme provides excellent frequency

regulation performance.

This chapter is structured as follows: in Section 4.2, we introduce the system

structures with its mathematical models. In Section 4.3, we expatiate the coordinated

control scheme. In Section 4.4, we conduct the simulations. Finally, Section 4.5 concludes

this chapter.

4.2 System modelling

Previous research [144] has transformed the gearbox in NREL 5-MW monopile wind

turbine model within FAST code [72, 129, 71] into the rigid connection between wind

turbine rotor and pump. The mathematical models of the hydrostatic transmission

system (Fig. 4.1) is introduced in this section following [144, 77, 38].

4.2.1 Variable displacement pump

The wind turbine rotor transforms the wind energy into the rotary motion then the

variable displacement pump converts the mechanical power of rotor shaft to the hydraulic

power in the high pressure oil line [77]. The model of the pump is defined by the net

generated volumetric flow rate Qpump and the transmitted torque τpump:

Qpump = Dpωr − Cspppump, (4.1)
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Figure 4.1: Structure diagram of a 5-MW hydrostatic wind turbine.

τpump = (1 + Cfp)Dpppump +Bpωr, (4.2)

where Dp, ωr, Csp, ppump, Cfp and Bp represent the pump volumetric displacement,

wind turbine rotor speed, laminar leakage coefficient, the pressure difference across the

pump, the Coulomb friction coefficient and the viscous damping coefficient of pump

respectively.

The dynamics of the pump actuator is modelled as

Ḋp =
1

Tp
· (D∗p −Dp), (4.3)

where D∗p represents the command of the pump volumetric displacement and Tp repre-

sents the time constant.

4.2.2 Fixed displacement motor

The fixed displacement motor transforms the hydraulic power from the high pressure oil

line to the kinematic energy of the generator rotor shaft, whose model is similar to the

pump with only difference being the energy conversion direction. The net volumetric

flow rate Qmotor and transmitted torque of the motor τmotor are described as

Qmotor = Dmωg + Csmpmotor, (4.4)

τmotor = (1 + Cfm)Dmpmotor −Bmωg, (4.5)
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where Dm, ωg, Csm, pmotor, Cfm and Bm represent the motor volumetric displacement,

generator rotor speed, the laminar leakage coefficient, the pressure difference across the

motor, the Coulomb friction coefficient and the viscous damping coefficient of motor

respectively.

4.2.3 Oil line

The power transmission of the hydraulic pipeline is modelled by a linear state-space with

assumption of constant pressure in low pressure line [77, 144]. The inputs to the pipeline

are the flow rates of pump and motor. Its outputs are the pressure across the pump and

motor:

ẋl = Alxl +
[
Bl1 Bl2

]Qpump
Qmotor

 , (4.6)

ppump
pmotor

 =

Cl1
Cl2

xl (4.7)

Note that the state vector xl in (4.6) and (4.7) does not have a physical interpre-

tation. The frequency domain transfer functions describing the input-output behavior

of a circular hydraulics line filled with viscous compressible fluid were derived in [134].

To simulate the line dynamics in time domain, the transcendental frequency domain

transfer functions must be approximated by rational and proper transfer functions. To

derive the approximate transfer functions describing the dynamics of the pressure and

volumetric flow at the upstream and downstream side of the pipeline, the modal method

is one of the best methods which is the very accurate, convenient and numerically stable.

It approximates each transfer function by the sum of a finite number of first and second

order modes and a constant term, with the second order modes given by couples of

complex conjugated poles [64]. The impedance model of the hydraulic line is used con-

sidering the causality of the HST drivetrain system [77]. The equation (4.6) is derived

based on [90] which employed the modal method to obtain the state-space representation

of the impedance line model with the number of modes selected to be 10. The pressure

transients along the line (using trigonometric basis functions) are approximated as [90]

P (x) =
n∑
j=0

pj(t) cos

(
jπx

L

)

where x is the coordinate along the hydraulic line, n is the number of modes considered

for the hydraulic line, pj is the Ritz coefficient and L is the line length. Then they used
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the Ritz method to derive pj [90]. The state vector of the impedance line model is

xl =
[
p0 r1 p1 · · · rn pn

]T
where ṙi (i = 1, 2, . . . , n) is the linear combination of pi, Qpump and Qmotor.

4.2.4 Wind turbine rotor shaft dynamics

The rotational dynamics of the wind turbine rotor shaft is modelled as:

ω̇r =
1

Jr + Jp
· [τaero(ωr, β, vwind)− τpump], (4.8)

where Jr and Jp are the rotational inertias of the wind turbine rotor and pump, and

τaero is the aerodynamic torque, which depends on the rotor speed ωr, blade pitch angle

β and the rotor effective wind speed vwind.

4.2.5 Variable displacement pump-motor

The fixed displacement motor and variable displacement pump-motor are both con-

nected to the generator rotor shaft. The pump-motor keeps converting energy between

kinematic and hydraulic energy, aiming to provides the desired power to the grid. The

simplified model of pump-motor are expressed in the flow rate Qpm and transmitted

torque τpm [38]:

Qpm = ηQpmDpmωg, (4.9)

τpm = ητpmDpmppm, (4.10)

where Dpm and ppm represent the volumetric displacement of pump-motor and the pres-

sure difference across the pump-motor, respectively. ηQpm, ητpm represent the volumetric

and mechanical efficiencies. Note that the sign of Dpm indicates the directions of the

transmitted torque τpm and flow rate Qpm, where positive sign implies the pump-motor

is in pump motion.

The dynamics of pump-motor actuator is modelled as

Ḋpm =
1

Tpm
· (D∗pm −Dpm), (4.11)

where D∗pm is the command of the pump-motor displacement and Tpm is the time con-

stant.
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4.2.6 Generator rotor shaft dynamics

The rotary motion of the generator rotor shaft is modelled as:

ω̇g =
1

Jm + Jpm + Jg
· [τmotor − (τpm + τg)]. (4.12)

Jm, Jpm, Jg represents the rotational inertias of motor, pump-motor and generator. τg

is the electrical torque of the generator.

4.2.7 Relief valve

The relief valve is installed to protect the accumulator from being overcharged. It is

actually a controllable variable-area hydraulic orifice, created by a cylindrical sharp-

edged spool and a variable-area slot in a sleeve. The flow rate Qrv is defined as:

Qrv = CDA

√
2

ρsw

prv
4
√
p2
rv + p2

cr

, (4.13)

in which prv = ppm. CD and ρsw represent the flow discharge coefficient and the density of

the seawater. pcr is the minimum pressure for turbulent flow, when the block transitions

from laminar to turbulent regime with pcr = ρsw
2 · (

Recrν
CD·2Rori )

2. A is the cross-section

area of the orifice. Recr, ν and Rori are critical Reynolds number, seawater kinematic

viscosity and the radius of the orifice, respectively.

77



4.2.8 Hydraulic accumulator

The accumulator here is a fixed volume cylindrical container, in which a piston segre-

gates the sea water from the inside pressurised gas. To simplify the performance of the

accumulator, the adiabatic index is chosen to be 1, indicating an isothermal process.

Thence, we have

V0 = Vhyd + Vgas, (4.14)

pa =
p0V0

Vgas
=

p0V0

V0 −
∫

∆Qadτ
, (4.15)

where V0, Vhyd and Vgas are the total volume of the accumulator, the seawater volume

and gas volume in the accumulator. p0 is the pressure in the accumulator when Vhyd = 0

and pa is the pressure across the accumulator. Note that

pa = ppm (4.16)

due to the physical connection between pump-motor and accumulator. The dynamics

of the sea water volume in the accumulator is modelled as

V̇hyd = ∆Qa, (4.17)

where

Qa = Qpm −Qrv. (4.18)

The accumulator’s state-of-charge (SoC) is defined as

SoC =
Vhyd
V0

, (4.19)

and the energy stored in accumulator Ea is expressed as

Ea =

∫ t

0
Paccdτ = p0V0ln

V0

Vgas
= p0V0ln

1

1− SoC
, (4.20)

where Pacc is the power flow of the accumulator.
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4.3 Control design

The wind turbine operation is divided into 4 regions according to the wind speed. When

the wind is below cut-in speed (region 1) or above the cut-out speed (region 4), the wind

turbine doesn’t work. When the wind is above the cut-in speed and below rated speed

(region 2), the blade pitch keeps at fine position and torque controller works to maximize

the power extraction. When the wind speed is above the rated speed and below cut-out

speed (region 3), the pitch controller is activated to maintain rated wind turbine rotor

speed, and operates together with torque controller to achieve rated power extraction.

For conventional wind turbine, the torque control is usually achieved by the rotor-side-

converter controller to regulates the electrical torque of the generator (usually DFIG),

while the torque control in HWT is achieved by regulating the motor displacement rather

than the electrical torque of generator, which indirectly adjusts the pump torque through

the oil line to extract desired wind power. Like [144], the boundary speeds for these four

region divisions in the present chapter are 3 m/s (cut-in speed), 11.4 m/s (rated speed)

and 25 m/s (cut-out speed) respectively.

Fig. 4.2 shows the interaction between the HWT system and controllers. There

are 7 controllers in this HWT system, namely, pump torque controller, accumulator

state-of-charge controller, wind turbine pitch controller, pump-motor torque controller,

relief valve controller, frequency (active power) controller, and excitation controller. The

details of these controllers and the their interactions are expatiated in this section.
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4.3.1 Wind turbine pitch control

The extractable wind power is defined as

Pextract =
1

2
Cp(β, λ)ρπR2v3

wind, (4.21)

where ρ is the air density, R is the wind turbine blade length, vwind is the rotor effective

wind speed. The power coefficient Cp only depends on the pitch angle β and the tip

speed ratio λ [69]. The definition of the tip speed ratio λ is

λ =
ωrR

vwind
. (4.22)

Usually in region 2 the pitch angle is forced to zero. When we have the opti-

mal wind turbine rotor speed ω∗r , the tip speed ratio reaches its optimal point λ∗, thus

achieving maximum power coefficient Cp and realising the maximum power point track-

ing (MPPT) operation. Due to (4.22), the optimal wind turbine rotor speed ω∗r linearly

depends on the rotor effective wind speed vwind. By utilizing the LIDAR simulator,

vwind can be estimated, based on which the optimal wind turbine rotor speed ω∗r can be

obtained. The details about the LIDAR wind preview are expatiated in Section 4.3.1.

In our scheme, we would still like to maintain MPPT operation in region 2 and

store the excessive power in the accumulator. However, once the accumulator is full, the

wind turbine is forced to operate at the sub-optimal point, ensuring the balance between

generation and the load demand. It can be achieved by deviating the blade pitch angle

from its original position to reduce the power extraction while the wind turbine rotor

speed is maintained as what it is under MPPT operations. According to (4.21), the

power coefficient will deviate from its optimal point, thus extracting less wind power.

That is, the pitch control should be activated in both region 2 and region 3, in order

to regulate the power extraction based on the SoC of the accumulator in all operation

regions.

See (4.23) for the computed optimal wind turbine rotor speed, which is a tab-

ulated function incorporating 5 control regions and serves as the reference for pitch

controller.
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ω∗r =



12.1, vwp >= 11.4;

11.68 +
12.1− 11.68

11.4− 10.2
(vwp − 10.2), vwp ∈ [10.2, 11.4);

8.96 +
11.68− 8.96

10.2− 7.8
(vwp − 7.8), vwp ∈ [7.8, 10.2);

6.87 +
8.96− 6.87

7.8− 4
(vwp − 4), vwp ∈ [4, 7.8);

0, vwp < 4,

(4.23)

where vwp represents the previewed rotor effective wind by LIDAR. ω∗r is expressed in

revolutions per minute (rpm) and vwp is in meters per second (m/s). The control region

division is based on torque control region division in [71]. From the top to bottom in

(4.23) are region 3, region 2.5, region 2, region 1.5 and region 1 respectively, where region

1.5 and region 2.5 are created for smooth transition between region 1, 2, 3.

A gain-scheduled PI controller with antiwindup (AW) compensator from [77, 144]

is applied for wind turbine rotor speed regulation. The parameter Kppit and KIpit are

set as

Kppit = − 1.6167

1 + β
6.302336

and KIpit = − 0.6929

1 + β
6.302336

,

with antiwindup back-calculation coefficient 0.5 [144]. β represents the blade pitch angles

in degree.

LIDAR wind preview

In our scheme, Light and Detection Ranging (LIDAR) simulator is installed to the wind

turbine nacelle, which mainly contribute to the wind turbine pitch control (See Fig.

4.2). The wind turbine-mounted LIDAR is able to provides a method for remote wind

measurement and it has been proved to potentially improve the pitch control performance

in may research applications and field works [51, 100, 125, 29, 36, 144]. LIDAR simulator

emits the laser wave to the atmosphere and the laser wave is then scattered by aerosol

particles, which is partially returned to the LIDAR. By making use of the Doppler shift

of the returned radiations, we are able to estimate and compute the remote wind speed

[51]. The frequency shift δν can be written as

|δν| = 2VLOS
c

ν =
2VLOS
λ

,

where c is the light speed (3×108 m/s), ν and λ are the laser frequency and wavelength.

VLOS represents the component of target speed along the line-of-sight [51].
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Similar to [144, 125, 124], the scanning trajectory of LIDAR in our simulations

is to scan 8 points in each measurement circle for 5 circles in total (see Fig. 4.3). The

half opening angle is 16.7◦ with distance between 63 m (0.5 times of blade diameter)

and 189 m (1.5 times of blade diameter).

Figure 4.3: LIDAR scan trajectory. This figure is taken from [125].

4.3.2 Pump torque control

An H∞ loopshaping torque controller is designed to govern the pump torque through

adjusting the pump volumetric displacement Dp. The system equations are (4.3), (4.8),

(4.6), (4.7) and (4.12), which can be linearised at the operating point (ω̄r, v̄wind, β̄):

˙̂xτc = Aτcx̂τc + BτcD̂
∗
p + Bτcdd̂, (4.24)

τ̂pump = Cτcx̂τc +DτcD̂
∗
p, (4.25)

in which x̂τc = xτc − x̄τc =
[
ω̂r D̂p x̂l ω̂g

]T
, D̂∗p = Dp∗ − D̄p, d̂ = d − d̄ =[

v̂wind τ̂g τ̂pm

]T
, and τ̂pump = τpump − τ̄pump. The operating points are selected to be

ω̄r = 10.3 rpm, v̄wind = 9 m/s and β̄ = 0◦.
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In (4.24) and (4.25), the matrices Aτc, Bτc, Bτcd, Cτc and Dτc are derived as

Aτc =



∂τaero
∂ωr

−Bp
Jr+Jp

−(1+Cfp)Cl1x̄l

Jr+Jp
A13 0

0 − 1
Tp

0 0

Bl1D̄p Bl1ω̄r A33 Bl2Dm

0 0 A43
−Bm

Jm+Jpm+Jg


where A33 = Al − CspBl1Cl1 + CsmBl2Cl2,

A13 =
−(1 + Cfp)Cl1D̄p

Jr + Jp
, A43 =

(1 + Cfm)DmCl1
Jm + Jpm + Jg

;

Bτc =
[
0 1

Tp
0 0

]T
;

Bτcd =



∂τaero
∂vwind
Jr+Jp

0 0

0 0 0

0 0 0

0 − 1
Jm+Jpm+Jg

− 1
Jm+Jpm+Jg

 ;

Cτc =
[
Bp (1 + Cfp)Cl1x̄l (1 + Cfp)Cl1D̄p 0

]
;

and

Dτc =
[
0
]
.

The system from pump displacement command D∗p to pump torque τpump are

denoted as a 24-order plant Gm with its state-space realisation (Aτc, Bτc, Cτc, Dτc).

The Hankel singular value of the plant Gm is shown in Fig. 4.4. From this figure, we

can safely discard the last 8 states whose Hankel singular values are small and reduce

the plant order to 16. It can be achieved by matching DC-gain method using Matlab

command balred. See Fig. 4.5 for the bode diagrams of the plant Gm and the reduced-

order plant Gmr. It is clear that the reduced-order system Gmr matches Gm very well

at low frequency (< 73 Hz).

For this linear time-invariant system Gmr, the H∞ loopshaping controller Kτ is

computed by the Matlab controller synthesis tool loopsyn. The desired shape of the open-

loop system frequency response is firstly specified and then the loopsyn computes the

stabilising controller which best approximates the specified loop shape. It demonstrates

the basic idea of the ‘loop shaping’ frequency domain controller design mechanism. That

is, by applying loopsyn, the singular value plot of the open-loop transfer function GmrKτ
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Figure 4.5: Bode diagram for the plant Gm and the reduced-order plant Gmr.

will match the singular value plot of the specified desired open-loop shape Gd with the

accuracy γ in the sense that:

σ(Gmr(jω)Kτ (jω)) ≤ 1

γ
σ(Gd(jω)) for all ω > ω0, and,

σ(Gmr(jω)Kτ (jω)) ≤ γσ(Gd(jω)) for all ω > ω0,

where ω0 is the crossover frequency of the singular value plot.

The design procedure of this H∞ loopshaping controller Kτ under the Matlab

command loopsyn is mainly divided into three steps: Firstly, to get the pre-compensator
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Wpre by loop shaping, then to design the optimal controller K∞ for the plant Gs with

robust stability guaranteed, and finally the H∞ loopshaping controller can be acquired

from Wpre and K∞ (see Fig. 4.6) [94].

Figure 4.6: The design procedure of the H∞ loopshaping controller.

Loop shaping is to apply a state-space construction method (see Theorem 3.1

in [78]) for rational matrix greatest common divisors (GCD’s) to compute a stable

minimum-phase squaring-down pre-compensator Wpre for the reduced-order plant Gmr,

such that the shape plant Gs = WpreGmr is square and is a greatest common right divi-

sor (GCRD) of the reduced-order plant Gmr [78, 34]. We demonstrate the reduced-order

plant Gmr is a continuous LTI system. It is a full rank matrix and have a state-space

realisation (not necessarily minimum)

Gmr
s
=

 Amr Bmr

Cmr Dmr

 , (4.26)

and it has no finite zeros on jω-axis. In this way, the singular values of the desired shape

Gd should be highly in consistent with the singular values of Gs in the frequency range

of (0,∞). That is

σ(Gd) ≈ σ(Gs) for all ω ∈ (0,∞).

Then it is required to find out an optimal controller K∞ to maximize the stability

margin and stabilise the shape plant Gs [49, 48] at the same time. We defined M̃s and

Ñs as the normalized coprime factors of shape plant Gs, such that

Gs = M̃−1
s Ñs,
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Figure 4.7: Perturbed plant Gs∆.

M̃sM̃
∗
s + ÑsÑ

∗
s = I .

The perturbed plant Gs∆ is written as

Gs∆ = (M̃s + ∆Ms)
−1(Ñs + ∆Ns),

where ∆Ms and ∆Ns are stable unknown transfer functions representing the uncertainties

(see Fig. 4.7). They should satisfy∥∥∥∥[∆Ms ∆Ns

]∥∥∥∥
∞
< ε,

where ε is the stability margin and ε > 0. Note that ε = 1
γ . Then, the synthesis

stabilising controller K is designed to stabilise all such Gs∆ for a given ε [149]. That is∥∥∥∥∥∥∥
 I

K

 (I −Gs∆K )−1 M̃−1
s

∥∥∥∥∥∥∥
∞

≤ ε−1.

The optimal controller K∞ is achieved when ε = εmax, where

ε2max = 1−
∥∥∥∥[M̃s Ñs

]∥∥∥∥2

H

.

‖·‖H represents the Hankel norm and εmax is the maximum stability margin.

Finally the H∞ loopshaping torque controller Kτ is defined as

Kτ = Wpre ·K∞.
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Figure 4.8: Singular value plots of open loop transfer function GmrKτ and desired loop
shape Gd.

Here, the desired open-loop system frequency response is specified as

Gd =
35000

(s+ 10−12)(s+ 1000)
, (4.27)

where the gain is high at low frequency indicating low tracking error in the steady state

with gain crossover frequency of 35 rad/s. The roll-off at high frequency is−40 dB/decade

which imply the good robustness and fast tracking performance.

Fig. 4.8 represents the singular value plot of the open loop transfer function

GmrKτ and its desired loop shape Gd. It shows that with the control of Kτ , the open

loop transfer function GmrKτ tracks the desired loop shape Gd very well. Fig. 4.9

shows the closed-loop step response which has no overshoot with a settling time of

0.1127 second. The settling time here is defined as the time it takes for y(t)− yfinal to

fall below 2% of its peak value, where y(t) and yfinal represent the system response at

time t and the steady-state response. The stability margin ε is 0.6954, the phase margin

is 61.03◦, and the crossover frequency ω0 is 30 rad/s.

4.3.3 Accumulator state-of-charge control

As mentioned in Section 4.3.1, blade pitch angles will deviate from its original position

once the accumulator is full. The pitch controller will maintain the wind turbine rotor

speed ωr according to (4.23) and the change in pump torque will lead to the change in

blade pitch angles. Hence we regulate the pitch angle by redefining the pump torque

reference according to accumulator’s SoC. Then the pitch angle will be automatically

tuned to its desired position via proper pitch control.
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Figure 4.9: Closed-loop step response of the H∞ loopshaping controller Kτ .

Here, the SoC of the accumulator is preserved at a relatively high level to retain

enough power in case of the high load demand under low wind speed. The HWT extracts

more power than what required by the grid to charge the accumulator when wind is

abundant, and reduce the power extraction if the accumulator is under the risk of being

overcharged. It means that the SoC of the accumulator serves as a feedback to adjust

the power extraction, namely, adjusting the reference of pump torque τ∗pump.

The NREL 5-MW conventional gearbox-equipped wind turbine provides the rela-

tionship between generator torque and turbine rotor speed under MPPT operation [71].

It can be modified and mapped from the generator-rotor-shaft side to the wind-turbine-

rotor-shaft side, which reflects the relationship between pump torque under MPPT op-

eration τpMAX and the wind turbine rotor speed ωr (see (4.28)).

τpMAX(ωr) =



Pwr0

ωr
ωr >= 1.267;

K0ω
2
r +

Pwr0
ωr
−K0ω

2
r

1.267− 1.255
(ωr − 1.255) ωr ∈ [1.255, 1.267);

K0ω
2
r ωr ∈ [0.940, 1.255);

K0ω
2
r

0.940− 0.724
· (ωr − 0.724) ωr ∈ [0.724, 0.940);

0 ωr < 0.724,

(4.28)

Note that the region division is provided by [71], which is in accordance with

(4.23). Pwr0 represents the rated rotor power in Watt. Wind turbine rotor speed ωr is

radian per second (rad/s), τpMAX is in Newton meter (Nm) and K0 is a constant. Then
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the available power Pwravail can be calculated as

Pwravail = τpMAX · ωr. (4.29)

The accumulator’s SoC indicates how much the pump torque should be deviated

from τpMAX , which is marked as ∆τ∗pump in Fig. 4.2. We apply a PI controller to

compute how much the power extraction ∆Pwr and parameter ∆K should be deviated

from the available power Pwravail and the constant K0. The difference SoC∗ − SoC is

denoted as ∆SoC where SoC∗ is a constant:

∆Pwr = KpSoC∆SoC +KISoC

∫
∆SoCdτ. (4.30)

KpSoC and KISoC are the proportional and integral gain of the PI controller, and

∆K = K0
∆Pwr

Pwravail
. (4.31)

Note that the SoC is in the range of [0, 90%] due to the compressible limit of

the gas. Once the SoC is over 85%, the accumulator starts to store in less energy than

requested. When SoC reaches its upper limit 90%, the accumulator completely stop

working until it is requested to release energy. Similarly, when SoC is dropped down

below 5%, the accumulator will start to release less energy than requested. When SoC

reaches zero, the accumulator completely stop working until it is requested to store

energy. We need guarantee the relatively smooth transition when we have to exclude

the operation of accumulator. It will inevitably lead to a small period of variation in

grid frequency due to the unbalance between power generation and load demand, but

the frequency will be brought back to normal once the accumulator’s SoC returns to

[5%, 85%]. We have designed a proper controller to maintain the SoC within the range

[5%, 85%].

By substituting the Pwr0 and K0 in (4.28) with ∆Pwr and ∆K, we get the

90



expression of ∆τ∗pump:

∆τ∗pump(ωr) =



∆Pwr

ωr
ωr >= 1.267;

∆Kω2
r +

∆Pwr
ωr
−∆Kω2

r

1.267− 1.255
(ωr − 1.255) ωr ∈ [1.255, 1.267);

∆Kω2
r ωr ∈ [0.940, 1.255);

∆Kω2
r

0.940− 0.724
· (ωr − 0.724) ωr ∈ [0.724, 0.940);

0 ωr < 0.724.

(4.32)

Then the commanded torque τ∗pump becomes

τ∗pump(ωr) = τpMAX(ωr) + ∆τ∗pump(ωr). (4.33)

Note that the range for ∆τ∗pump(ωr) is set to be [−τpMAX(ωr), 0.1τpMAX(ωr)].

4.3.4 Pump-motor torque control

A PID pump-motor torque controller is designed to regulate the pump-motor torque

τpm by adjusting the volumetric displacement of pump-motor Dpm. The system transfer

function can be computed from (4.9), (4.10), (4.11), (4.14), (4.15) and (4.18) as

τpm(s) =
ητpmp0V0D

∗
pm

(Tpms+ 1)(V0 − ωgηQpmD∗pm · 1
Tpms2+s

+ 1
sQrv)

, (4.34)

where the system input, output and disturbance are D∗pm, τpm and Qrv respectively.

The control structure is shown in Fig. 4.2. A PID controller with a first order filter on

derivative term is utilised:

D∗pm(s) = (KpDpm +
KIDpm

s
+
KDDpm

s

Tfs+ 1
)∆τpm, (4.35)

where ∆τpm = τ∗pm − τpm. The parameters KpDpm , KIDpm
, KDDpm

are the proportional,

integral and derivative gain of the PID controller and Tf is the filter coefficient. They

are listed in Table 4.1. See Fig.4.10 for the close-loop step response of the PID pump-

motor controller. It is clear that there is small overshoot (3.6%) with fast settling time

of 0.0979 seconds. Again, the settling time here is set to be the time when the variation

of system response starts to stay within 2% of the maximum difference.
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Figure 4.10: Close-loop step response of the PID pump-motor controller.

4.3.5 Relief valve protection control

In an emergency such as abrupt lost of loads, the grid requests a sudden reduction in

power generation in order to limit the frequency rise. Thence, a large amount of power

has to be stored in the accumulator in a short time, since the response of pitch regulation

is not fast enough to reduce the power extraction due to its mechanical response speed.

In this case, the accumulator is placed at the risk of being overcharged, which can be

protected by a relief valve. It starts operation when the hydraulic volume Vhyd in the

accumulator reaches 80% of the accumulator total volume V0. When Vhyd reaches 85%

of V0, the relief valve is opened to its maximum.

The relief valve orifice area A = πR2
ori is controlled according to a tabulated

function:

Rori =
Rmin, SoC <= 0.8;

Rmax, SoC >= 0.85;

Rmin +
SoC − 0.8

0.85− 0.8
(Rmax −Rmin), otherwise;

The unit for Rori, Rmin and Rmax is meter (m).

4.3.6 Excitation control

The excitation control is to regulate the terminal voltage of the synchronous generator,

and provide the excitation for the synchronous generator at the same time [131]. Since

the output reactive power is highly related to the terminal voltage of a synchronous
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generator, the reactive power will be regulated at the same time by the excitation control.

Different from the conventional wind turbine (WT), the HWT system is connected to

the synchronous generator (SG) rather than DFIG, that is, we regulate the reactive

power via excitation control rather than the converter control in the conventional WT

grid connection system.

Figure 4.11: Three-phase equivalent circuit of a synchronous generator with the exci-
tation control scheme. RF and LF are the resistance and leakage inductance in field
winding.

See Fig. 4.11 for the three-phase equivalent circuit of a synchronous generator

with its excitation control scheme. The RMS internal induced voltage EA,B,C is

EA,B,C =
√

2πNcφω (4.36)

where Nc represents the turns of the stator windings, ω represents the rotational speed

and φ is the magnetic flux induced by the field current iF . From the equivalent circuit

(Fig. 4.11), we can easily obtain that

VΦA,ΦB,ΦC = EA,B,C − jXsA,sB,sC · iA,B,C −RA,B,C · iA,B,C , (4.37)

where VΦA,ΦB,ΦC and iA,B,C are the generator terminal phase voltage and current.

RA,B,C and XsA,sB,sC are the resistance and reactance in the stator phase A, B and

C. Note that the reactance including the self-inductance and armature reactance.

From Fig. 4.11 and Equation (4.36), it is clear that by tuning the field voltage

VF , we are able to control the field current iF , thus inducing the desired magnetic flux φ
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for the desired induced voltage EA,B,C . Then according to (4.37), the desired generator

terminal phase voltage VΦA,ΦB,ΦC can be obtained.

Though there are many methods proposed for the terminal voltage regulation

[11, 122, 13, 164, 79], in this chapter the voltage regulator is selected to be a simple

PI controller from [131, 30]. It is achieved from a ready-to-use block called ‘Excitation

System’ provided in the Simscape library in Matlab/Simulink. The transfer function

from EF to VF (‘exciter’ block in Fig. 4.11) is simplified as [30]:

VF
EF

=
1

Ke + Tes
,

where Ke and Te are the gain and time constant. The terminal voltage reference VTref

(see Fig. 4.11) is selected to be

VTref = 0.05 ·
∫ τ

0
(Qref −Q)dτ. (4.38)

where VTref is expressed in p.u. with respect to the base value setting to be 730 V

(line-to-line) and Qref and Q are also expressed in p.u. with respect to the base value

of 5 MVar.

4.3.7 Frequency (active power) control

According to (4.12), τpm is a key term to stabilise the generator speed (or system fre-

quency) under uncontrollable wind fluctuations and load variations. Hence, we need

to compute a reference pump-motor torque τ∗pm to compensate the difference between

motor torque and electrical torque, which represents the difference between extracted

power and grid request. Then, by proper pump-motor torque control, the real torque

will be regulated to track this reference, thus stabilising the system frequency. A PI

controller is applied to calculate the required power for the grid:

Pcmd = DcmdPavail +Kpfc∆f +KIfc

∫
∆fdt, (4.39)

where Dcmd is the power de-rating coefficient from the system operator. It can be ad-

justed due to the wind forecast or load forecast every few hours. We take it as a constant

for simplicity in our simulations. ∆f is the normalised frequency difference between 1

p.u. (60 Hz) and actual system frequency. Kpfc and KIfc are the proportional and

integral gain of the PI controller. Then, the pump-motor torque reference is expressed
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as:

τ∗pm = τmotor −
Pcmd
ωg

. (4.40)

It serves as the reference for the PID pump-motor torque controller.

4.4 Simulation studies

G

G

G

Figure 4.12: Single line diagram of the grid model.

In this section, a 500-second simulation is conducted to test the performances of

the control scheme with variable load demand under turbulent wind. NREL Turbism

[70] is utilised to generate stochastic, full-field, and turbulent wind flows for simulation

studies. The International Electro-technical Commission (IEC) Kaimal spectral NTM

(normal turbulence model) in Turbsim is applied to generate the wind condition, with

most turbulent characteristics (category A). The mean hub-height longitudinal wind

speed is 11.4 m/s and the height of the reference wind turbine is 90 m. The grid

frequency is set to be 60 Hz in the simulations due to the default setting from the NREL

wind turbine model. Fig. 4.13 shows the turbulent wind, the rotor effective wind speed

which is computed by FAST AeroDyn, and its estimations by LIDAR respectively, which

implies LIDAR estimated wind tracks the low frequency trajectory of the rotor effective

wind speed very well.

In the 5-bus grid model (see Fig. 4.12), the power outputs of generator-2 and

generator-3 keep unchanged at 10 MW and 1 MW, to balance the constant load-2 and

load-3 which are 10 MVA and 1 MVA respectively. The variation in Load-1 demand

should be within the generator rating, namely 5 MVA. We alter load-1 demand every

100 seconds within the range of [2.5, 4.5] MW to demonstrate the control performance of

the HWT (see Fig. 4.14). Table 4.1 shows the parameters of the system and controllers.

Fig. 4.15-4.21 show the simulation results of the proposed coordinated control strategy.

Fig. 4.15 shows the wind turbine rotor speed in revolution per minute (rpm) together

with its reference ω∗r , which is computed from the previewed wind (see Fig. 4.13) by
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Table 4.1: System and control parameters.
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Figure 4.13: Turbulent wind, rotor effective wind and LIDAR wind preview.
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Figure 4.14: Load-1 demand variations.
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Figure 4.15: Wind turbine rotor speed.

LIDAR due to (4.23). The results indicate that actual wind turbine rotor speed ωr

roughly follows its reference ω∗r by proper pitch control. The tracking performances of

the H∞ loopshaping pump torque controller and PID pump-motor torque controller are

both excellent, which are shown in Fig. 4.16 and Fig. 4.17 respectively. Fig. 4.18
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Figure 4.16: Pump torque and its reference.

shows the state-of-charge of the accumulator. It is controlled to stay at a relatively high

level (70%) without exceeding its limit (90%). The fluctuation is mainly due to the

wind conditions. Fig. 4.19 shows the output reactive power, which keeps at zero due

to the effective excitation control. Fig. 4.20 shows the generator-1 power output, load-

1 demand, wind turbine power extraction, and power flow in the accumulator. With

proper coordination between the power extraction and power storage, the power output

matches the load demand very well, indicating the effective regulation performance of

the frequency (active power) controller in case of load variation with turbulent wind, see

system frequency response in Fig. 4.21.
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Figure 4.17: Pump-motor torque and its reference.

We now do a test to increase the frequency regulation capability of HWT. We

double the size of the accumulator, and increase the power rating of the generator by 20%

(from 5 MW to 6 MW), while keeping the turbine’s mechanical configuration unchanged

(i.e. 5 MW). The increased capacity of generator corresponds to the energy stored in the
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Figure 4.18: State-of-charge (SoC) of the accumulator.

Figure 4.19: Reactive power output of the generator-1.
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Figure 4.20: Power extraction of wind turbine, power output of generator-1, load-1
demand and power flow of the accumulator.

accumulator. We use the same wind input (see Fig. 4.13) and the same load-1 demand

(see Fig. 4.14) as before for simulation test. We cut off generator-3 (whose capacity is

1 MW) during 320 – 380 seconds. To balance the load, HWT is required to output 5.5

MW during this period.
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Figure 4.21: System frequency response in Hz.

Fig. 4.22 shows the state-of-charge of the accumulator. There is a clear reduction

in SoC during 320 – 380 seconds. The released energy is used to feed the load of

generator-3 (Sload−3). Fig. 4.23 shows the power output of generator-1, generator-2,

generator-3 (PGenerator−1, PGenerator−2, PGenerator−3) and load-1 demand (Sload−1). It is

clear that during 320 – 380 seconds, generator-1 produces more power when generator-3

is lost. Fig. 4.24 shows that the system frequency is maintained at 60Hz when generator-

3 is lost.
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Figure 4.22: State-of-charge (SoC) of the extended hydraulic accumulator.
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Figure 4.23: power output of generator-1, generator-2, generator-3, and load-1 demand
with extended hydraulic accumulator.

Figure 4.24: System frequency response in Hz with extended hydraulic accumulator.
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4.5 Conclusions

In this chapter, we investigated the feasibility of the grid integration of a converter-free

hydrostatic wind turbine (HWT) with frequency support capability. The ‘continuously

variable gearbox ratio’ was realised by hydrostatic transmission (HST) with the pro-

posed control strategy and the generator speed was controlled to stay constant. This

HWT was connected to the synchronous generator and then directly to the grid without

power converters, just like a conventional thermal plant. In this way, it could provide

direct inertia support to the system and participate in the grid frequency regulations.

The simulations indicated that the proposed coordinated control scheme provided excel-

lent performances under turbulent wind with variable loads, showing that the HWT is

a promising solution for the offshore wind power integration.
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Chapter 5

Power Generation Control of a

Hydrostatic Wind Turbine

Implemented by Model-free

Adaptive Control Scheme

It has been shown in Chapter 4 that the HWT provides the possibility to remove the

fragile and expensive power converters and gearbox, which reduces the maintenance cost

in offshore wind power integration system. In this chapter, we will try to further reduce

the maintenance cost by applying the advanced model-free adaptive control (MFAC)

to achieve better performances in terms of tracking and disturbance rejection in power

generations. This aims to extend the fatigue life and improve the operation efficiency.

First an MFAC torque controller is designed to regulate the pump torque in

HWT. Then an MFAC pitch controller is designed to regulate the wind turbine blade

pitch angles, aiming to stabilise the rotor speed of HWT. The performance of the MFAC

torque controller is compared to that of the H∞ loopshaping torque controller designed

in Section 4.3.2, and the performance of MFAC pitch controller is compared to the

gain-scheduling PI pitch controller designed in [77] and the gain-scheduling PI pitch

controller with anti-windup designed in [144]. The simulation results indicate that the

MFAC torque and pitch controller provide better tracking and disturbance rejection

performances, which enhances the power quality and reduces the fatigue loads. All

these results imply that MFAC is a promising algorithms for power generation control

of the HWT. These results have been drafted to a paper [84].
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5.1 Introduction

Generally, the power generation control for conventional wind turbine includes the torque

control and pitch control, which is divided into 4 operation regions. When wind speed is

above the cut-in speed and below rated speed (i.e. the wind turbine rotor start operating

with speed lower than its rating), the wind turbine operates in region 2 to optimise the

power capture. Then, if the wind speed is above the rated speed and below cut-out

speed (i.e. the wind turbine rotor speed reaches its rating), the wind turbine operates

in region 3 and the power extraction should be maintained at its rating. When wind

turbine operates in region 1 (below cut-in speed) and region 4 (above cut-out speed), no

power will be generated [69, 71]. Similar to the conventional wind turbine, we are only

interested in regions 2 and 3 for the torque and pitch control of the HWT.

Firstly, we summarise some of the existing torque control schemes for HWT here.

In [37], the displacement of the motor was controlled by a PI controller to track the

command of pressure difference across the pump, which is computed from the command

of pump torque. However, the PI controller did not provide good tracking performance

under turbulent wind. In [118], the PI/PID controller was applied to adjust the displace-

ment of motor, aiming to minimise the torque tracking error like [37] (denoted as Kω2

law in [118]) or directly optimise the tip-speed ratio (denoted as DTSRT law in [118]).

The comparisons are made between these two control schemes, and the effect of the

feed-forward schemes are discussed for both control laws. The results indicate that the

Kω2 law performs better than the DTSRT law and that the feed-forward scheme did

not provides a distinct advantage under real wind conditions. In [151], model predictive

control (MPC) was applied to track the optimal tip-speed ratio, however, it only pro-

vided good tracking performance in a limited range of wind speed due to the selection of

operating point for plant linearisation. In [144], aH∞ loopshaping controller was applied

to regulate the motor displacement (similar to Section 4.3.2 where pump displacement is

adjusted), which provided outstanding performance. Again, it required the plant lineari-

sation at a certain operating point. Moreover, it is a high-order controller which may not

be easily-implemented in industries. In [126], support vector regression (SVR), a model-

free control law, was proposed for the HWT torque control. It was applied to predict

the optimal reaction torque of the HWT, so that the maximum-power-point-tracking

(MPPT) operation could be achieved. However, it is a statistical learning algorithm

which requires a large amount of data for training.

Then we listed some of the researches in terms of the pitch control schemes for

HWT. A standard PI pitch controller was designed with anti-windup to cancel the neg-

104



ative angle brought by the integrator in [37]. A pure gain-scheduling integral controller

(denoted as I-controller) was proposed to directly regulate the aerodynamic power, in

which the pitch angle served as the scheduling parameters [130]. The gain-scheduling

PI controller was utilised to stabilise the wind turbine rotor speed with pitch angle em-

ployed as the scheduling parameter [77]. Besides, the anti-windup scheme was added to

the gain-scheduling PI pitch controller for HWT pitch control [144, 159]. A LPV pitch

controller was proposed based on the LIDAR wind preview [144] and it was compared

with the gain-scheduling PI controller designed in [77]. The results showed that the LPV

with anti-windup provides much better performance than the gain-scheduling PI con-

troller in both rotor speed stabilisation and tower vibration reduction [144]. However,

all of these controllers are designed based on the single-DOF linearised models without

considering the interaction with other dynamics such as the tower vibration or blade

flap oscillations, which may affect control performances in realistic scenarios.

In this chapter, we will employ the model-free adaptive control (MFAC) method

to realise torque control and pitch control for the HWT, in order to overcome the dis-

advantages of the above controllers and improve the control performance. The MFAC

is a novel dynamic linearisation method based on real-time system input and output

measurement data without the need to establish a mathematical model of the system

plant, which improves the robustness to modeling errors caused by the selection of oper-

ation points. Besides, it is an easily-applicable control scheme, with low computational

burden and strong robustness [57]. The application of MFAC controller in power control

systems has already been investigated in some literature, such as the applications of

the power control system stabilizer [88], AC/DC microgrid [165], and wind turbine load

control [89]. In this chapter, we will apply the MFAC controller to both torque control

and pitch control for the HWT. The simulation results indicate that the MFAC con-

trollers can provide much better performance than the H∞ torque controller in Section

4.3.2 and the gain-scheduling pitch controller in [77] and [144], which proves to be a

promising algorithm for the HWT power generation control.

This chapter is structured as follows: in Section 5.2, we briefly introduce the

system structures with its mathematical models. Note that the modeling only used for

providing the input and output data without participating the MFAC controller design.

In Section 5.3, we expatiate the MFAC algorithms and the design procedure. In Section

5.4, we conduct the simulations and compare the performances of MFAC controller to

some of the existing controllers. Finally, Section 5.5 concludes this chapter.
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5.2 System modelling for I/O data generation

Different from the HWT system model explained in section 4.2 (Fig. 4.1), in this chapter,

we simplify the HST drivetrain to focus only on the power generation control. Note that

the model explained in this section is only used for providing the input and output data,

which is not applied for the MFAC controller design. As shown in Fig. 5.1, the simplified

HST drivetrain configuration is composed of a variable displacement pump and a fixed

displacement motor, with a close-loop oil line in-between. The HWT simulation model

is constructed based on the NREL 5-MW monopile gearbox-equipped wind turbine.

G
Oil line

Pump Motor

Generator

Figure 5.1: Simplified HST drivetrain configuration in a 5-MW HWT with their con-
nections.

Equation (4.1) – (4.7) describe the mathematical model of the HST in Fig. 5.1,

and the dynamics of the wind turbine rotor shaft are described as (4.8). The pitch

actuator is modelled as

β̇ =
1

Tβ
· (β∗ − β), (5.1)

where β∗ and β are the command and actual blade pitch angles in degree respectively,

and Tβ is the time constant. The power captured by wind turbine can be expressed as

[69]

P =
1

2
ρairπR

2v3
windCp(λ, β), (5.2)

where ρair is the air density, R is the blade length and vwind is the wind speed. Cp is

the power coefficient, which is a function of tip-speed-ratio λ and pitch angle β. The

tip-speed ratio is defined as

λ =
ωrR

vwind
. (5.3)

Thence according to (4.8), (5.2) and (5.3), by properly controlling the pump torque

τpump and pitch angle β, we are able to capture the desired amount of power from wind.
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5.3 Control algorithms

In this section, we firstly expatiate the general theory of the model-free adaptive control

(MFAC) scheme for a discrete-time single-input-single-output (SISO) nonlinear systems

[57, 60, 58, 59], and then we explain its control design procedure and control structure

applied for both pump torque control and pitch control in the HWT system.

The discrete-time SISO nonlinear system is written as

y(k + 1) = f(y(k), ..., y(k − ny), u(k), ..., u(k − nu)), (5.4)

where y(·) is the system output signal and u(·) is the system input signals. ny and nu are

the orders for system output and input respectively, and f(· · · ) represents the nonlinear

system plant.

Assumption 1 [59]: The partial derivatives of f(· · · ) with respect to the variables

u(k), ..., u(k−L+ 1) are continuous, where L is the linearisation length constant (LLC)

for the discrete-time nonlinear system.

Assumption 2 [59]: The system (5.4) is generalised Lipschitz, that is

∣∣∆y(k + 1)
∣∣ ≤ b∥∥∆UL(k)

∥∥ ,
in which b is a positive constant,

∆UL(k)=UL(k)−UL(k−1),

∆y(k)=y(k)−y(k−1),

and

UL(k)=[u(k), ..., u(k−L+1)]T .

The first assumption explicates the condition for the control design of a nonlinear

system, and the second one introduces an upper bound for the system output changing

rate. We select the partial form dynamic linearisation (PFDL) model [59] to design a

MFAC controller. Based on these two assumptions (Assumption 1 and 2 ), the PFDL

model of the SISO nonlinear system can be defined (see Theorem 1 below).

Theorem 1 [59]: There must exist a time-varying parameter vector φφφL(k) for a nonlinear

system (5.4) which satisfies the Assumption 1 and Assumption 2, with UL(k) 6= 0

for all k, such that the system (5.4) can be written as the following equivalent PFDL
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description:

∆y(k + 1) = φφφTL(k)∆UL(k), (5.5)

where the vector φφφL(k) = [φ1(k), ..., φL(k)]T is bounded at any time k. See [57, 59] for

the proof of this theorem.

The parameter vector φφφL(k) in Theorem 1 is called the pseudo gradient (PG)

vector. From Theorem 1, it is clear that through estimating this time-varying PG vector,

we are able to establish an equivalent linearised model (PFDL model) for the SISO

nonlinear system (5.4). Then, the procedures to estimate the PG vector are explained

below.

Firstly, the index function for the PG estimation is defined as

J(φ̂φφL(k)) =

∣∣∣∣y(k)− y(k − 1)− φ̂φφ
T

L(k)∆UL(k − 1)

∣∣∣∣2
+ µ

∥∥∥φ̂φφL(k)− φ̂φφL(k − 1)
∥∥∥2
,

(5.6)

in which µ is a weighting factor and µ > 0. φ̂φφL(k) denotes the estimation of PG vector

φφφL(k) at time k. We can estimate the PG vector through optimising the index function

by setting
∂J(φφφL(k))

∂φφφL(k)
= 0. (5.7)

That is, combining (5.5), (5.6) and (5.7), the PG estimation can be written as

φ̂φφL(k) = φ̂φφL(k − 1) + η∆UL(k − 1)

· y(k)− y(k − 1)− φ̂φφ
T

L(k − 1)∆UL(k − 1)

µ+
∥∥∆UL(k − 1)

∥∥2 ,
(5.8)

where η is the step-size constant and η ∈ (0, 2).

The procedure to design the control law is similar to the PG estimation. The

index function for the control input is selected to be

J(u(k))=
∣∣y∗(k+1)−y(k+1)

∣∣2+λ
∣∣u(k)−u(k−1)

∣∣2, (5.9)

where y∗(·) is the desired reference signal. λ is the weighting constant and λ > 0. We

set
∂J(u(k))

∂u(k)
= 0 (5.10)
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to find out the optimal control law u(k). By considering (5.5), (5.9) and (5.10), we have

u(k) = u(k − 1) +
ρ1φ1(k)(y∗(k + 1)− y(k))

λ+
∣∣φ1(k)

∣∣2
−
φ1(k)

L∑
i=2

ρiφi(k)∆u(k − i+ 1)

λ+
∣∣φ1(k)

∣∣2
(5.11)

where i = 1, ..., L, and ρi ∈ (0, 1] is a step-size vector to make (5.11) more general.

Then considering (5.8) and (5.11), the MAFC scheme can be summarised [59] as

follows:
φ̂φφL(k) = φ̂φφL(k − 1) + η∆UL(k − 1)

· y(k)− y(k − 1)− φ̂φφ
T

L(k − 1)∆UL(k − 1)

µ+
∥∥∆UL(k − 1)

∥∥2 ,
(5.12)

φ̂φφL(k) = φ̂φφL(1), if



∥∥∥φ̂φφL(k)
∥∥∥ ≤ ε, or

sign(φ̂1(k)) 6= sign(φ̂1(1)), or∥∥∆UL(k−1)
∥∥ ≤ ε,

(5.13)

and

u(k) = u(k − 1) +
ρ1φ̂1(k)(y∗(k + 1)− y(k))

λ+
∣∣∣φ̂1(k)

∣∣∣2

−
φ̂1(k)

L∑
i=2

ρiφ̂i(k)∆u(k − i+ 1)

λ+
∣∣∣φ̂1(k)

∣∣∣2 ,

(5.14)

where µ > 0, λ > 0, η ∈ (0, 2). ε is a small positive constant and φ̂φφL(1) is the initial

of φ̂φφL(k). The reset mechanism (5.13) is added for a strong tracking capability for the

time-varying parameter. From (5.12) – (5.14), it is clear that the control law u(k) only

depends on the system input and output measurements, which implies model free.

Considering the stability analysis of the MFAC scheme, we have Theorem 2 which

is deducted based on Assumption 3. Its proof is detailed in [59].

Assumption 3 [59]: The sign of the first element in PG vector φφφL(k) is assumed to

be unchanged for all k with
∥∥∆UL(k)

∥∥ 6= 0. That is, φ1(k)>ε> 0 (or φ1(k)<−ε< 0),

where ε is a small positive constant.

Theorem 2 [59]: If the nonlinear system (5.4) satisfies the Assumption 1, 2, 3 and it is

controlled by the MFAC algorithm (5.12) – (5.14), there exists a constant λmin>0, such
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that for any λ>λmin, the system output tracking error converges to zero asymptotically,

and system y(k) and u(k) are bounded for all k, which indicates close-loop system BIBO

stable.

Based on the MFAC scheme (5.12) –(5.14), the characteristics of the HWT system

including the effect of tower vibration, blade flap oscillations, and turbulent wind, etc.,

are all integrated into the estimated pseudo gradient (PG). Since Theorem 2 indicates

a monotonic change between system output and control input, extra damping terms are

required for adjustment of the closed-loop system dynamics to meet the performance

specifications in the desired control bandwidth of the HWT power generation system.

Besides, the step-size vector ρρρ serves as the proportional gain of the closed-loop system

(see (5.14)), where larger step-size vector contributes to the faster dynamic response.

However, without damping effect, increasing proportional gain may lead to the undesir-

able overshoot, oscillations or even unstable dynamics. Hence, to have a good dynamic

response in the desired control bandwidth, it is of great significance to have the extra

damping term. Hence, we cascade the MFAC scheme mentioned above (Equation (5.12)

– (5.14)) with a proportional term (PDD in Fig. 5.2) to improve the dynamic response

of the system. The proportional term PDD serves as a damping gain which suppresses

the oscillations in the system output y. The newly established MFAC controller (see

Fig. 5.2) is able to provide good dynamic performance without sacrificing the rising

time. Note that the damping gain PDD should be properly selected to ensure the system

from u∗ to y satisfies Assumption 1 and Assumption 2. In the following context, this

cascading control scheme is referred as ‘MFAC controller’ as shown in Fig. 5.2.

Figure 5.2: MFAC scheme block diagram. Note that in the following of this chapter,
‘MFAC controller’ is referred to the control scheme in this figure, which includes the
MFAC scheme (5.12) – (5.14) together with a constant damping gain PDD.
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5.4 Simulation studies

In this section, we utilise the MFAC algorithm to design the torque controller and pitch

controller of the HWT system. The system parameters are shown in Table 5.1. The

MFAC torque controller is to minimise the tracking error between the pump torque

command τ∗pump and pump torque τpump via regulating the pump volumetric displace-

ment command D∗p. The performance of MFAC torque controller is compared to the

H∞ loopshaping torque controller designed in Section 4.3.2. See Fig. 5.3 for the block

diagram of the torque control scheme. Then, a MFAC pitch controller is designed to

stabilise the wind turbine rotor speed ωr at its rating in region 3. It is implemented

through regulating the blade pitch angle command β∗. Note that the pitch angle is

forced to 0◦ in region 2. We compare the performance of the MFAC pitch controller

with the gain-scheduling PI controller in [77] and the gain scheduling PI controller with

anti-windup (PIAW) in [144]. See Fig. 5.4 for the block diagram of pitch control scheme.

The block diagram of the gain-scheduling PI controller and PIAW controller are shown

in Fig. 5.5. The selection of the gain-scheduling PI parameters (Kpgs and Kigs) and

anti-windup coefficient (Kaw) follows [77] and [144]:

Kpgs = − 1.6167

1 + β
6.302336

, Kigs = − 0.6929

1 + β
6.302336

, Kaw = 0.5.

The control parameters for the MFAC torque and pitch controllers are listed in Table

5.2. Note that the grid frequency is set to be 60 Hz due to the default setting of the

NREL wind turbine model.

Table 5.1: Parameters for HWT system [77].

Symbol Value Unit Symbol Value Unit

Csp 7.1× 10−11 m3/(s·Pa) Cfp 0.02 -

Csm 7.0× 10−11 m3/(s·Pa) Cfm 0.02 -

Dm 4.1609× 10−4 m3/rad Bp 50000 Nms

Jr 38759236 kgm2 Bm 2.5 Nms

Jp 3680 kgm2 Tp 0.1 sec

ωg 60 Hz Tβ 0.5 sec

ρair 1.225 kg/m3 R 61.5 m
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Figure 5.3: Torque control scheme.

Figure 5.4: Pitch control scheme.
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Figure 5.5: Control block diagram of gain-scheduling PI controller and gain-scheduling

PI controller with anti-windup (PIAW).

Table 5.2: parameters for MFAC pump torque controller and MFAC blade pitch con-

troller.

Symbol Value Symbol Value

Pump torque control

λ 6.6× 1013 ρ1,2,3 0.8424

φφφL(1) [107 107 107]T η 1

µ 1 PDD 15

Blade pitch control

λ 0.1 ρ1,2,3 1.3867× 10−5

φφφL(1) [0.13 0.13 0.13]T η 1

µ 1 PDD −60

The simulations are conducted for 300 seconds under turbulent wind with mean

speeds of 8 m/s, 11.4 m/s (rated speed) and 18 m/s respectively. The International

Electro-technical Commission (IEC) Kaimal spectral NTM (normal turbulence model)

[24, 25] in NREL Turbsim [70] is utilised to generate stochastic, full-field, and turbulent

wind flows, with most turbulent characteristics (category A). See Fig. 5.6 for the these

turbulent wind inputs.
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(a)Mean wind speed 8 m/s

(b)Mean wind speed 11.4 m/s

(c)Mean wind speed 18 m/s

Figure 5.6: Turbulent wind inputs generated by NREL Turbsim with different mean
wind speeds.
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5.4.1 Torque control performances

Generally, the pump torque command τ∗pump in region 2 is proportional to the square

of the wind turbine rotor speed ωr, which instructs the wind turbine to maintain the

optimal tip-speed ratio, realising MPPT operation [71]. It means that the optimal tip-

speed ratio is achieved based on accurate regulation of pump torque, and the accuracy

of the regulation will directly influences the amount of power captured from the wind.

When wind turbine operates in region 3, the power extraction is more relevant to the

pitch angle regulation due to its slow dynamic response. However, good torque control

in region 3 can be used to minimise the oscillation in pump torque, which increase

the life expectancy of HWT and reduce the maintenance cost. The performance of

MFAC torque controller and the pre-proposed H∞ torque control (see Section 4.3.2) are

compared through the root-mean-square (RMS) value of the tracking error:

RMSτ =

√
1

300

∫ 300

0
(τ∗pump − τpump)2dt. (5.15)

We run the torque control simulations under 3 wind inputs displayed in Fig. 5.6.

The tracking performances of both the MFAC controller and the H∞ controller under

3 different wind inputs are shown in Fig. 5.7, 5.8 and 5.9, respectively. The RMS of

tracking error, the average power extraction, and the performance comparisons of two

controllers are shown in Table 5.3. Note that we do not provide the power extraction

comparison when mean wind speed is 18 m/s, since under this wind input, the wind

turbine operates in region 3 and power extraction is more relevant to the pitch control.

From Fig. 5.7 – Fig. 5.9, it is clear that MFAC controller shows higher tracking

accuracy with less oscillations than the H∞ controller. Moreover, the performance of

the MFAC controller has no conspicuous differences under different wind speeds, while

there is visible degradation in the performance of H∞ controller as the mean wind speed

rises. It is because the H∞ loopshaping controller is designed based on the model which

is linearised at wind speed of 9 m/s (see Section 4.3.2). Thence, as the mean wind speed

moves away from 9 m/s, the H∞ controller inevitably suffers from the performance

degradation. However, the MFAC scheme is a model-free algorithm which dynamically

estimates the plant merely exploiting the real-time input and output data. Thus, there is

no obvious difference in the performance of MFAC controller under different wind inputs.

From Table 5.3, it is clear that the RMSτ of the MFAC controller is much smaller

than that of the H∞ controller. Besides, more power is captured in region 2 by the

MFAC controller than the H∞ controller due to its outstanding tracking performance.
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In addition, due to the high order of the H∞ controller (16 orders here), it is not easily-

applicable in industries, thus the MFAC controller potentially provides a better solution.

Table 5.3: Pump torque control performance implemented by the H∞ controller and the
MFAC controller. For average wind speed of 11.4 m/s and 18 m/s, the pitch controller
is implemented by the gain-scheduling PI controller with anti-windup (see [144]). The
comparison is calculated according to MFAC−H∞

H∞ .

Wind H∞ controller MFAC controller Comparison (%)

RMSτ (kN·m)

8 m/s 7.0494 5.7104 −18.99

11.4 m/s 6.1889 3.9770 −35.74

18 m/s 12.202 2.5719 −78.92

Power (MW)

8 m/s 1.2173 1.2190 +0.14

11.4 m/s 3.8541 3.8829 +0.75

18 m/s 4.7141 4.7142 —
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(a)MFAC controller

(b)H∞ controller

Figure 5.7: Pump torque control performance under turbulent wind with mean speed of
8 m/s.
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(a)MFAC controller

(b)H∞ controller

Figure 5.8: Pump torque control performance under turbulent wind with mean speed of
11.4 m/s.
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(a)MFAC controller

(b)H∞ controller

Figure 5.9: Pump torque control performance under turbulent wind with mean speed of
18 m/s.
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5.4.2 Pitch control performances

As the wind speed rises over 11.4 m/s (rated speed), the wind turbine rotor speed ωr

gradually increases to its rating ω∗r . During this period, the wind turbine transits its

operation region from region 2 to region 3 and the pitch control is enabled to guarantee

the steady power extraction, which ends the MPPT operation. A proper control needs

to be designed to ensure the smooth transitions with minimal over-speed in ωr from

region 2 to 3 and small variations in ωr in region 3 regardless of turbulent wind inputs.

We also expect the variations in power extraction to be small. Hence, we calculate

the root-mean-square value of the wind turbine rotor speed (RMSωr) to evaluate the

performance by different pitch control schemes:

RMSωr =

√
1

300

∫ 300

0
(ω∗r − ωr)2dt. (5.16)

We also estimate the damage-equivalent load (DEL) under different pitch control schemes.

The DEL is estimated by the NREL MLife code based on the tower base side-side and

fore-aft moment [54, 53]. It is a Matlab-based tool to provide load analysis [54, 53]. The

details of the estimation theory will be explained in Appendix B.

We firstly run the simulations under mean wind speed of 11.4 m/s. The perfor-

mances of MFAC controller, gain-scheduling PI controller [77] and gain-scheduling PI

controller with anti-windup (PIAW) [144] are displayed in Fig. 5.10. The anti-windup

compensation for gain-scheduling PI controller is designed to mitigate the undesirable

system response due to the pitch saturation and cancel the undesirable negative angles

brought by the integrator [144]. It is clear that every time the wind turbine transit

from region 2 to region 3, the MFAC controller provides fastest rotor speed stabilisation

performance without significant deviations from its reference. Fig. 5.11 shows the tower

base moment (i.e., the moment caused by side-side and fore-aft forces) in kN·m and the

tower up deflection relative to the undeflected position in side-side and fore-aft direction

in meters under mean wind speed of 11.4 m/s. Taking an overall view of these results,

the MFAC controller provides much better performance during the transitions between

region 2 and region 3, with less fatigue load exerted on the wind turbine.

Then the simulation is conducted under mean wind speed of 18 m/s. The wind

turbine operates only in region 3 with no pitch saturation. That is, the performance of

PIAW controller is exactly the same as gain-scheduling PI controller. Hence, the per-

formance comparisons are made only between gain-scheduling PI controller and MFAC

controller. See Fig. 5.12 for the responses of pitch angle, rotor speed and power ex-
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Figure 5.10: Wind turbine blade pitch angle (deg), rotor speed (rpm) and power extrac-
tion (MW) under mean wind speed of 11.4 m/s.

tractions under gain-scheduling PI controller and MFAC controller. It is clear that the

power extraction by MFAC controller is more steady, and the variation in rotor speed by

MFAC controller is much smaller in comparison with the gain-scheduling PI controller,

which implies better disturbance rejection performance. Fig. 5.13 shows the tower base

moment (i.e., the moment caused by side-side and fore-aft forces) in kN·m and the tower

up deflection relative to the undeflected position in side-side and fore-aft direction in

meters under mean wind speed of 18 m/s. By taking an overall assessment of these
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results, the MFAC controller proves to be a better solution for HWT pitch control with

more effective rotor speed stabilisation performance and less fatigue loads exerted on

the wind turbine.

Table 5.4 shows the rotor speed RMS, power extraction, DELs in side-side di-

rection and DELs in fore-aft direction under the gain-scheduling PI controller, PIAW

controller and MFAC controller with mean wind input of 11.4 m/s and 18 m/s. Note

that the calculation of the RMSωr under mean wind speed of 11.4 m/s only considers the

period when wind turbine is in region 3, that is, the period when pitch angle β 6= 0◦. The

procedure to estimate the DEL are detailed in Appendix B. The parameters to estimate

the DEL are selected to be 20 for the ultimate load factor (ULF) [93], 60 for number of

range bins nR [137], and 1 Hz for the DEL frequency [54]. The definitions for these pa-

rameters are explained in Appendix B. From Table 5.4, it is clear that MFAC controller

provides much smaller rotor speed variations and more steady power extraction than

the gain-scheduling PI controller and PIAW controller, which implies the better dis-

turbance rejection performance. Besides, more power is extracted by MFAC controller

which improves the operation efficiency. Moreover, by taking overall consideration of

the performance, the total fatigue loads exerted on the wind turbine tower under the

MFAC controller is considered to be smaller. That is, the MFAC proves to be a better

algorithm to implement HWT pitch control than the gain-scheduling PI controller in

[77] and PIAW controller in [144].
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(a)Tower base moment and tower top deflection in side-side direction.

(b)Tower base moment and tower top deflection in fore-aft direction.

Figure 5.11: Tower base moment and tower up deflection (relative to the undeflected
position) in side-side and fore-aft direction under mean wind speed of 11.4 m/s.
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Figure 5.12: Wind turbine blade pitch angle (deg), rotor speed (rpm) and power extrac-
tion (MW) under mean wind speed of 18 m/s.
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(a)Tower base moment and tower top deflection in side-side direction.

(b)Tower base moment and tower top deflection in fore-aft direction.

Figure 5.13: Tower base moment and tower up deflection (relative to the undeflected
position) in side-side and fore-aft directions under mean wind speed of 18 m/s.
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Table 5.4: Wind turbine blade pitch control performance implemented by the gain-
scheduling PI, PIAW and MFAC controller. The pump torque control is implemented
by H∞ controller explained in Section 4.3.2. The comparison is calculated according to
MFAC−PI

PI / MFAC−PIAW
PIAW . Note that the performances of PIAW under 18 m/s are exactly

the same with that of gain-scheduling PI controller since no pitch saturation occurs.

Wind

(m/s)

Gain-

scheduling PI
PIAW

MFAC

controller

Comparison(%)

(PIAW/MFAC)

RMSωr (rpm)
11.4 1.5009 0.4495 0.4486 −70.11/− 0.2

18 0.4487 — 0.2206 −50.60/− 50.60

Power (MW)
11.4 3.8446 3.8541 3.8791 +0.90/+ 0.65

18 4.7141 — 4.7160 +0.04/+ 0.04

DEL(side-side)

(MN·m)

11.4 3.34 2.57 1.56 −53.29/− 39.30

18 4.64 — 3.60 −22.41/− 22.41

DEL(fore-aft)

(MN·m)

11.4 14.40 4.76 5.58 −61.25/+ 17.23

18 5.73 — 5.66 −1.220/− 1.220

DEL(total)

(MN·m)

11.4 17.74 7.33 7.14 −59.75/− 2.59

18 10.37 — 9.26 −10.70/− 10.70

5.5 Conclusions

In this chapter, the model-free adaptive control (MFAC) scheme was used for the power

generation control of a monopile offshore hydrostatic wind turbine (HWT). It was de-

signed for both pump torque control and the blade pitch control. In simulation studies,

the MFAC torque controller was compared with the H∞ loopshaping torque controller

designed in Section 4.3.2. The MFAC pitch controller was compared with the gain-

scheduling PI controller developed in [77] and the gain-scheduling PI controller with

anti-windup developed in [144]. The results indicated that the MFAC torque controller

provided much better tracking performance than the H∞ controller with fast response

and little oscillations, and that the MFAC pitch controller showed better rotor speed

stabilisation capabilities and more smooth transition between operation region 2 and 3

with less fatigue loads acting on the wind turbine tower. All these showed that MFAC

is a promising algorithm for the power generation control of the HWT.
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Chapter 6

Conclusions and Future Work

This thesis studied the control of the offshore wind turbine and its grid integrations

aiming to reduce the maintenance costs by eliminating the fragile and expensive com-

ponents (e.g. DC-link capacitor, power converters and gearbox) in wind turbines. We

considered two types of the wind turbines, namely the conventional gearbox-equipped

wind turbine and the hydrostatic wind turbine (HWT). Chapter 2 and 3 investigated the

better alternative for the DC-link capacitor in the grid integration of the conventional

gearbox-equipped offshore wind turbine. Chapter 4 and 5 considered the grid integration

and power generation control of the offshore HWT.

6.1 Conclusions

In Chapter 2, we investigated the possibility of using the virtual infinite capacitor (VIC)

as an alternative for the DC-link capacitor. It is actually a power electronics circuits

which functions as a large capacitor for low frequency voltage filtering. We designed a

control algorithm for the VIC. We also improved the circuit realisation of the VIC in [163]

to realise soft switching. Before we applied the VIC to the wind turbines, we verified

it in the simple power factor compensator (PFC) circuit as the output filter capacitor

through simulations. The simulation results indicated that the VIC provided outstanding

voltage filtering performance. Then we experimentally validated it by directly injecting

the DC voltage together with a 50 Hz sinusoidal voltage ripple to the VIC for ripple

suppressions. The experiment results showed that the ripple could be greatly eliminated

and the performances of VIC in experiment are highly consistent with the corresponding

simulation results. This chapter demonstrated the possibility to use VIC to substitute

the fragile DC-link capacitor in wind power integration system and to use it in other
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industrial systems.

The proposed VIC in Chapter 2 mainly filtered the ripple in the one frequency

range, but the DC-link voltage usually included ripples in two distinct frequency range

which were required to be removed. Then in Chapter 3, we proposed the concept of the

parallel virtual infinite capacitor (PVIC) with new snubber circuit designs. It referred

to a low-frequency (LF) virtual infinite capacitor (VIC) and a high-frequency (HF)

VIC working on a common DC link and sharing one capacitor, in order to suppress

the voltage ripples in a wider frequency band than what one VIC could achieve. It

was applied to substitute the DC-link capacitor in the grid integration of a DFIG-

based offshore wind turbine (WindPACT 1.5-MW wind turbine). The simulations were

conducted under different grid conditions with turbulent wind input. The results showed

that the PVIC provided outstanding ripple suppression performance regardless of the

LF and HF fluctuations, individually or together. In comparison with an equivalent

DC-link capacitor, the PVIC reduced the DC-link voltage ripple by about 30% during

normal grid operation, and by approximately 85% during the tested grid disturbances.

This demonstrated that PVIC has much better performance than the equivalent DC-link

capacitor.

The proposed PVIC in Chapter 3 removed the bulky, vulnerable and expensive

DC-link capacitor between two power converters in the wind power integration system.

However, the power converters are also fragile and expensive. Besides, the existence of

power converters hinders the direct inertia support from the generator to the grid, which

imposes great challenges to the modern power system. Hence, in Chapter 4, we investi-

gated the feasibility of the grid integration of a converter-free offshore hydrostatic wind

turbine (HWT) with frequency support capability. The ‘continuously variable gearbox

ratio’ was realised by HST with the proposed control strategy and the generator speed

was controlled to stay constant. This HWT was connected to the synchronous generator

and then directly to the grid without power converters, just like a conventional thermal

plant. In this way, it could provide direct inertia support to the system and partic-

ipate in the grid frequency regulations. The simulations indicated that the proposed

coordinated control scheme provided excellent frequency regulation performances under

turbulent wind with variable loads, showing that the HWT is a promising solution for

the offshore wind power integration.

The HWT proposed in Chapter 4 removed the fragile power converters and gear-

box, which offered the reduced maintenance cost for the offshore wind power system. In

Chapter 5, we investigated to further cut down the maintenance cost and improve the

system performance by designing the power generation control of HWT with a novel
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model-free adaptive control (MFAC) scheme. The MFAC scheme was applied for both

the torque control and pitch control. In simulation studies, the performance of the MFAC

torque controller was compared to theH∞ loopshaping torque controller designed in Sec-

tion 4.3.2. And the performance of the MFAC pitch control scheme was compared to the

gain-scheduling PI controller designed in [77] and gain-scheduling PI controller with anti-

windup designed in [144]. The results indicated that the MFAC torque control scheme

provided much better tracking performance than H∞ controller with fast response and

little oscillations. The MFAC pitch control scheme showed better disturbance rejection

performance and more smooth transition between operation regions 2 and 3 with less

fatigue loads to the wind turbine tower in comparison with gain-scheduling PI controller

and gain-scheduling PI controller with anti-windup (PIAW). Hence, MFAC proved to

be a promising algorithm for the power generation control of the HWT.

6.2 Future work

Below are the recommendations for future studies:

� A tidal turbine (or several small ones) can be coupled to the existing converter-free

HWT structure to form a new generation unit, which fully takes advantages of the

HST. The design aims to maintain the state of charge (SoC) of the accumulator

in case of wind shortage.

� A few generation units can be centralised via HST to drive one large generator,

which can improve the wind energy utilisation efficiency.

� The power generation and grid integration for the floating offshore HWTs can be

investigated.
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Appendix B: Fatigue estimations

— MLife

Fatigue estimations — MLife

We now introduce the detailed estimation theory for the short-term damage-equivalent

load (DEL), which is a constant-amplitude fatigue loads that occurs at a fixed load-mean

and frequency and produces the equivalent damage as the variable spectrum loads [53].

The loads are broken down into individual hysteresis cycles which is characterised by

load mean and load range. It is implemented by matching the local minima with local

maxima in time series. The i-th cycle load range LRFi is

LRFi = LRi

(
Lult −

∣∣∣LMF
∣∣∣

Lult −
∣∣LMi ∣∣

)
, (1)

where Lult is the ultimate design load of the component, LMF is the fixed load mean,

LMi is the i-th cycle load mean and LRi is the i-th cycle load range [53]. The ultimate

design load of the component Lult is the product of ultimate load factor (ULF) and the

maxima in time series.

The MLife will bin the individual cycle counts according to the load range. The

number of range bins nR is defined by users to compute the width of each bin ∆R:

∆R =
LRmax
nR

, (2)

where LRmax is the maximum load range in rainflow cycles across all input time series.

Note that it is also applicable to select the maximum width of each range bin ∆R
max and
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then compute the number of bins by

nR =

⌈
LRmax
∆R
max

⌉
, (3)

where d·e denotes the ceiling function. It maps the input to the least integer which

equals to or larger than the input.

The load bin k is defined as the ceiling function of the load range value LRFji over

the number of range bins nR for the i-th cycle in j-th time series:

k =

⌈
LRji
∆R

⌉
, (4)

and the value of the load range for bin k is defined as

LRk = (k − 0.5)∆R. (5)

Then, the binned short-term damage-equivalent load DELSTj is defined as

DELSTj =

(∑
k(n

F
jk(L

R
k )m)

nSTeqj

) 1
m

, (6)

in which

nSTeqj = feqTj . (7)

feq is the DEL frequency, Tj is the elapsed time of the time series j, nSTeqj is the total

equivalent fatigue counts for time series j, and nFjk is the total number of cycle counts

from time series j whose load range LRFi falls into bin k.
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