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Abstract

The effect of the discretionary set-up parameters scarHemyl initial scanner
position on the measurements of length performed with aediigiit interferometer
microscope was investigated. In both analyses, two referaraterials of nominal
lengths 40 and 20@m were considered. Random effects and mixed effects mod-
els were fitted to the data from two separate experimentsctBainand interval
estimates of variance components were provided.

Key WoRrbDs. Random effects ANOVA, linear mixed models, white light in-
terferometry, WLI, uncertainty, gauge capability anaysi

1 Introduction

Metrology has been recognised as one of the key enablingadémiies to support the
current efforts in micro and nano manufacturing [1]. Whight interferometer (WLI)
microscopy is one of the measurement methods giving thipatip In fact, it pro-
vides measurements of surface roughness and heights animthand nano scale. In
particular, WLI microscopes use a charge-coupled devi€dXCcamera to record the



intensity of bright and dark fringes for each pixel in thedielf view while the object

under observation is scanned perpendicularly to its ilhated surface with a vertical
movement of the interferometric objective (scanner eldjneihe extension of this
vertical movement is called scan length. Then, by applywii-n algorithms to the

recorded intensities, the topography of the inspectedseris constructed.

For the particular microscope under investigation, it guad from the manufacturer
manuals ([2], [3]), that two degrees of freedom are left ®dperator in setting up the
instrument for a measurement task. In fact, the scan lengdttee initial position of
the scanner element can be selected in an infinite numbermfienawhile complying
with the prescriptions of the manuals. For this reason ehes parameters were ex-
perimentally investigated in order to assess their coutiobs to the uncertainty of the
measurement results [4].

In these experiments, two purpose built measurands werdogatpas reference
materials [5]. A procedure was in fact developed to estalsiep heights in the micro
range by using certified gauge blocks of grade 1 [6] tracembéecordance with BS
4311-3 [7]. Two gauge blocks were used in preparing each lstgght. They were
wrung side by side onto a quartz optical parallel. The usénefttansparent optical
parallel allowed the quality of the wringing procedure todssessed by observing the
presence of interference colour fringes and bright spothewo wrung faces [8].

In the next section the contribution to the variability oktmeasurements results
due to the scan length is estimated, whereas the contnibdtie to the initial scanner
position is estimated in the subsequent section. Concaiasice drawn thereafter.

2 Scan length

2.1 Experimental set-up

The nominal lengths of the two selected reference mateiaisceforth also referred
to as step heights, were 40 and 20®. For a given scan length, each of them was
measured eight times. In total, five different scan lengtesevselected to exceed each
nominal length by 10%, 15%, 20%, 25% or 30%. These five valte2a gample drawn
from the infinite population of scan lengths that conformhwtie specifications pro-
vided in the instrument user manuals ([2] , [3]), namely thieival I = [10%, 30%).
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The overall number of measurements for each reference iadates equal to forty.

While performing the tests, the initial position of the secanwas set inside the
admissible range prescribed in the manuals ([2] , [3]), @uthfollowing any specific
experimental strategy. The contribution to the overallakaility of the test results due
to an unspecified scanner initial position is in fact not extee to affect significantly the
estimate of the variability in the measurement results actzwl for by the scan length.
The unspecified initial scanner position is instead expketdencrease the variability of
the error term in the model fitted to the data.

All the other hardware and software set-up parameters ahteesuring system were
kept constant during the experiment. The sequence of theureraents on each refer-
ence material was randomly selected from 40! permutatidgeover, all the results
were obtained from the same location on a reference maggrhlithout re-positioning
the stage to a pre-specified origin between the measurements

2.2 Results
Let h;;, be thek-th measurement resulk: (= 1,...,8) obtained using th¢th level
of scan length{ = 1,...,5) on thei-th reference material witlk,,.,,; step height

(@ = 1,2). Lets;;;, be the percentage deviation of thea step height fronk,;;,, namely:
Sijk = (Pnom,i — Mijk) /Pnom,i-

The notched box plot of Figure 1 (cf. [9]) shows only positsadues ofs;;;, due to
the fact that the experimental set-up investigated is notetid effect of a calibration
procedure (cf. [10]). In fact, while estimating the varidiiof a measurement system,
its bias ‘will have no influence and can be ignored’(sectich B2 in [11]). This as-
sumption holds unless there is a significant interactiowéen the bias and the spread
of the measurement results. The physical design of the megssystem investigated
does not however appear to justify such an interaction. &fbeg, no calibration is
performed in this study. Moreover, it appeared reasonabéssume that the calibra-
tion state was the same throughout the whole experimerttaitgcSuch an assumption
hinges on the reasonably stable environmental conditibtedaboratory and the short
time needed to carry out all the tests (some hours).

Figure 1 also displays that the medians of several pairsafgg are significantly
different. In fact, the width of the notches represents a @ssian-based asymptotic



confidence interval for the median calculated as describg®] i(cf. equation 7.3, ib.).
Therefore, if the notches about two medians do not overlagse two medians are
significantly different approximately at 95% significanegdl. This is for instance the
case of the pairs (10%,15%), (10%,20%), (20%,30%) for thp &eight 40um and
(109%,25%), (20%,30%) for the step height 20®. In addition, a descending pattern
while increasing the scan length is also apparent in Figu@nlthe basis of this analysis
of the experimental evidence it can be concluded that chgnifie scan length does
induce a significant bias on the measurement results.

No extreme data outlying from the majority of the measuremesults grouped by
scan length level is present in Figure 1. Moreover, theidistion of thes,;, appears
approximately symmetric around the median. It can also beewthat the spread of
the results does not show major differences for differeahdengths.

[Figure 1 about here.]

A random effects ANOVA model was fitted to the data in orderdtireate the con-
tribution to the overall variability of the measurementsuigs that is accounted for by
the scan lengthi,;;, was selected as response variahlg,, ; and¢, ; as the unobserv-
able random effects due to the random draw of the two referevaterials and the five
scan lengths from their respective populations. Namehglids:

hijh = s + hnomi +tsj+ee i=1,2 j=1,....5 k=1,...,8 (1)

where i, is the overall meanh,,,;'s andt, ;’'s are assumed to be normally inde-
pendent and identically distributed (NIID) random vareglvith mean zero and con-
stant variances; ando?, respectively, i.e.{huomi} ~ NIID (0,07) and{ts;} ~
NIID (0,0?). Thee,y is the random error of thieth measurement result obtained on
thei-th reference material using thih scan length. It arises from all the sources of
variability of the measurement results of tihén reference that are not due to the scan
length. Itis also assumed thgt;;x} ~ NIID (0,0?).

Moreover, by assuming that,,,, ;'s, ts ;'S ande;;;’s are all between themselves
independent, the variance of the genérig is then given by

V (hiji) = 0,21 + O’tz + 0 (2)



wheres?, o7 ando? are called variance components.

The parameters of the model, namelyo;, o; ando, were estimated using the
restricted (or residuals) maximum likelihood (REML) methas it is implemented in
thelme function from thenlme library for R[12]. This library is documented by its
main authors in [13]. The formulation of the model is dis@dyn Table 1, whereas
the estimates obtained are shown in Table 2 (model I). Thebeurof digits for the
estimates in that table is consistent with the resolutiothefmeasuring system in the
vertical direction 2.2 nm according to [3]).

[Table 1 about here.]
[Table 2 about here.]

The realisations of the residualg;, of this model, standardised usiagand dis-
played in Figure 2, exhibit however a mild pattern againstrin order of the mea-
surement results. To confirm such a qualitative observaivorseparate linear models
of the residuals, standardised usihgwere fitted against the sequence order, namely
éq = Bo+ b1 - xq + enewq With ¢ = 1,...,40, one for each reference material. The
estimation of5, and3; was performed using tHeList  function of the librarynime
[13]. The obtained estimatdsh, /3 ) were(—0.6266, 0.03056) and(—3.409, 0.05634)
for the 40 and 20@:m step height, respectively. Subsequently, after graphiaasess-
ing the assumption of normality of the,.,, ,'s in a normality plot, a 95% confidence
interval was calculated for thg,’s and theg,’s for the two reference materials, i.e.
B+ togrs.ss - 0 (ﬁl) wherel = 0,1 andt, 75,35 iS the97.5% quantile of the Student’s t
distribution (c.f. for instance [14]). This produced théeirvals(—1.067, —0.1858) and
(—5.046, —1.771) for the two (y's, (0.01183,0.04930) and (0.02976, 0.08292) for the
two f3;'s.

[Figure 2 about here.]

From this numerical evidence two conclusions are drawrst Rine effect of the test
sequence on the results is significant. In fact both the cende intervals fofs;’s do
not contain the origin. Second, the confidence intervalgHer3;’s have an overlap,
whereas those for th&’s have not. It is therefore argued that the effect of the matni
length on the measurements results is significantly affgainly the intercepts but not

5



the slope of the relationship between the measurementsesud the sequence of the
tests.

As a consequence of these observations, a second modelteds$dithe data where
the dependence of the measurement results on the test sequas introduced. In this
second model, the random effect due to the grouping faatpristight is considered as
affecting only the intercept of the model but not the rate ldiriging of the measure-
ments over the time (slope). This linear mixed effects masl&rmally described as
follows:

hmk:us+ﬁxljk—i—hnom,Z%—tsJ%—ewk Z:1,2 ]:1,,5 kzl,,g (3)

wherez;;, = 1,...,80 is the order in the sequence of tests and the syribotliicates

a parameter to be estimated. The assumptions underlyiragiegu. also hold in equa-
tion 3, therefore equation 2 is still valid for equation 3.eTarameters of the models
were estimated with the REML method using the functioe in a similar way as for
equation 1. The estimates are shown in Table 2 (model II)ynFequation 2, therefore,
it follows thatV (h;) = 12003.990 pm?.

Given a pre-specified step height in the range of the two galested (40 and 200
umy), the selection of the scan length in the range of the adbiessalues accounts for
about 60.84% (i.e100 - 0.3122/ (12003.990 — 109.562?)) of the variance of a series of
test measurements performed in quasi-repeatable camglitithe prefix quasi denotes
that the initial position of the scanner element was not kepistant, but selected in a
random fashion inside the admissible range as a generiatmpevould do after read-
ing the user manual. Approximate 95% confidence intervalghi® parameters of the
model were obtained using the approximate asymptoticaltynal distributions of the
REML estimates (cf. section 2.3 and 2.4.3 in [13]) so as it waslemented in the
functionintervals of the librarynime . Of particular interest in this study are the
95% confidence intervals152 um < oy < 0.640 pm and0.204 pm < o < 0.283 um.
Thus, while varying the scan length complying with the prggions of the instrument
manuals ([2] , [3]), the measurement results are differeabaut 95% significant level.
In fact, the approximate 95% confidence intervaldphas a strictly positive infimum.

The realisation of the residuals from the model of equatiaiid3not display any
violation of the assumed independence of the errors. Ingodat, when plotting them



against the run order, the pattern previously observedgurgi2 for the realised resid-
uals of the first model (equation 1) was not present anymolso & normality plot of
the realisation of the residuals did not display any denidhe assumed normality of
the errors. A graphical analysis of the realised residuaisus the fitted values did not
show any departure from the hypothesis of equal variandeeoétrors.

3 Scanner initial position

3.1 Experimental Set-up

Two different initial positions of the scanner were consatk each of them allowing
some fringes to be observable. The first position was seleattéhe highest point of
the scanner for which fringes were still visible (TOP). Tkee@nd position was selected
at the middle of the range between the highest and the lovweastspgfor which fringes
were visible (MID). The step heights were the same as in teeipus section, namely
40 and 20Qum. The scan length was kept at the constant level of 30% insexakthe
step heights throughout the whole experiment, that is 52&0¢:m for the 40 and 200
um step height, respectively.

In order to hinder the dependence of the measurementssesuthe sequence of
the tests as it appeared in the previous section, each adtihexperimental conditions,
i.e. (TOP, 40um), (MID, 40 pzm), (TOP, 200um), (MID, 200 um), were randomly
assigned to the run order. Each of the ten replicates of equdrienental condition was
identified by an integer from 1 to 40. Then one of the 40! peatiohs was randomly
selected to identify the sequence of the tests.

3.2 Results

The results of the experiment are shown in Figure 3, where thets; ;,'s and theh, ;;'s
are displayed in part (a),(b) and (c), (d), respectively.this context, the subscript
j indexes the initial position of the scanner elementH 1,2 for TOP and MID re-
spectively), whereas the other indices have the same nggasiin the investigation
concerning the scan length, with= 1,2 andk = 1, .. ., 10.

[Figure 3 about here.]
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Due to the relative position of the notches in Figure 3, whiets obtained withR using
the functionboxplot , it is argued that the initial scanner positionion is bolider
significant in affecting the measurement results for thedOstep height but not so for
the 200um. The distribution of the results around the median appaajpsoximately
symmetric, apart from the group MID for the 40n step height. Two results appear
lying far apart from the majority of the data in the group MiBtloe 200:m step height.
These two data were second and fourth in the run order. Adthowo explicit assignable
cause was found, it is believed that the occurence of an enaddsle contaminating
factor in the early operation of the measuring process isrtikely than the two data
being generated by the same process that generated thelatheT his statement is also
supported by the observation of some instability of the meag process shortly after
its start up. Consequently, two analyses of the data werdumed, with and without
these two data. The first of these produced a much larger astiaf the variability
accounted for by the initial scanner position. Howeverhimlight of the argumentation
above, only the analysis with the two outlying data remoge@ported in detail.

The interquantile ranges identified by the the lower and érigiiinges, i.e. the hor-
izontal line segments of the boxes, in part (a) and (b) of Fedy are (0.53%, 0.36%)
and (0.19%, 0.22%) for the (TOP, MID) groups of the 40 and 260step height re-
spectively. These two sub-figures with the y-axis in peragathighlight the impact on
the spread of the measurements results taken in repestaboitiditions due to quanti-
ties that may otherwise be underestimated (cf. section i8.]#1] for a definition of
repeatability conditions). In fact, the same interquaninges when expressed in units
of lengths, as in part (c) and (d) of Figure 3, amount to (0(R14) and (0.38, 0.43)m
for the 40 and 20Qim step height respectively. The variability of a series obmae-
ments results taken in repeatability conditions appeansc@ase with the step height
when expressed in unit of length, whereas the same vatiahipears to decrease when
expressed in percentage deviations from the nominal stghthdn both cases, when
fitting a model for drawing quantitative conclusions abdwg measuring process from
the experimental data, it is expected that some unequanaeiof the errors is to be
encountered. Similarly to the analysis of the scan lendph following random effect
model was first fitted to the data:

hiji = p + Ppom,i + tpj + €ijk (4)
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i=1,2 =12 k=1,....K, K, =10 K, =38

where , is the general mean, thg ;’s are the random effects on titg;;’s due to
the initial scanner position, witft, ;} ~ NIID (0, o—ﬁ), {hnom,i} ~ NIID (0, o—ﬁp)
and{e;jn} ~ NIID (0, o—f,e). As before, all these random variables were assumed to
be independent all between themselves. The model was fittdeetdata in the same
way as equation 1 was, using the REML method implementedarfuhctionime .
Due to the exclusion of the two outlying cases for the steghte200.m, the data
were unbalanced. However the functilbne produce sensible REML estimates also
with unbalanced data (cf. section 1.3.2 in [13]). The estamaf the parameters are
displayed in Table 2 (model Ill). Among the®, appears negligible.

The realisation of the residuals standardisedfyand grouped by step height are

shown in Figure 4.
[Figure 4 about here.]

In this figure, no effect of the test sequence on the realissiinals is visible. The
full randomisation in the assignment of the tests to the mdelomay have played a
part in counteracting this effect that was detected in tlevipus investigation (Fig-
ure 2). Moreover, as expected from the exploratory anabfstsgure 3, the variability
of the realised residuals appears to increase, when incgethe step height from 40 to
200m.

This variance dependence is even more evident in the bopfplogure 5, where the
same residuals are grouped by step height and initial scaasédion. It is also noticed
that the deviation of the medians of the groups from zero raggrsome concern. These
deviations can be due to random fluctuations of the reaisatf the residuals around
their expected value that is zero. But they can also be duent@ sinidentified lurking
source of variability that should be included in the modeb @kperimental evidence
was however found supporting this second possibility.

[Figure 5 about here.]

The uneven spread of the residuals highlighted in Figured45ais incompatible with
the assumed equal variance of the errors. Consequentlgoadenodel was fitted to
the data where the errors were modelled as having diffegerdnces in the two groups



of measurement results identified by the factor step hemgtmely:

2 _ 2 2
Ope;m = Onew * 5m

m = 40 pm, 200 um (5)

whereo,.,, > 0 and the unconstrained parametgy, .., are to be fitted to the data using
the REML optimisation method. Insteads .., is set to be equal to one. The fitting was
accomplished by using the functitme with one of the classesarFunc of thenlme
library for specifying variance models of the within-groaprors (cf. section 5.2 in
[13]). Among these, the classirldent  was selected due to the fact that in this study
the step height was represented as a random factor and nouasegical variable.

The two competing models fitting the data were assessed tigrigkelihood ratio
test (LRT) as it is implemented in the functi@mova.lme of the librarynime (cf.
section 5.2.2 in [13] for its usage in similar cases). Thenesulted inP, ;. = 1.84%.
This led to reject the null hypothesis that the simpler mdthed first) is as adequate as
the second in describing the data. The model with variantesoérrors depending from
the level of step height is therefore to be adopted.

The REML estimates obtained in this model are displayed biera (model 1V).
Therefore, from equation 5 it follows that,. 4,m» = 0.126 um and 6, 200 um =
0.252 pm.

In a similar manner as in equation 2, given the 40 and 2®0step heights, from
equation 4 and 5 under the specified assumption of indepeadems derived that

V (hijr) = 62+ 6% 40, andV (hyjy) = 62 + 67 It hence follows that
V (hijr) = 0.023 um? andV (hy;;) = 0.071 um?. Therefore, given the two refer-
ence materials, the selection of the initial scanner pwsiti the range of the admissible
values accounts for about 31.4% and 10.2% of the overalhnee of a series of test
measurements performed in repeatability conditions fedthand 20Q.m step height,
respectively. These figures support the common perceptairdegrees of freedom left

to the operator while configuring set-up parameters areasingly problematic when

e, 200 pm*

reducing the nominal size to be measured.

Approximate 95% confidence intervals for the parameterdhefnhodel were ob-
tained similarly as in the study of the scan length effect.ir®rest in this study are
the 95% confidence intervals0157um < o, < 0.459pm and0.088 um < Opew <
0.178 yum. The first interval has an infimum greater than zero. Theeetbe initial
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scanner position set according to the equipment user ma(jaal [3]) has a significant
effect on the measurement results. The upper bound of ttesval is about twenty
nine times its lower bound. This large amplitude hence sstggdat the precision of
the estimate can be substantially improved. The secondraitprovides an approxi-
mate 95% confidence region of the repeatability standardtienm of the process when
measuring a 4@m step height. Such a repeatability standard deviationtitotes a
best case scenario. In fact, its other punctual estimatetésreed as,,.,, - S900 um» With
1.187 < da00 um < 3.379 at an approximate confidence level of 95%.

As in the case of the scan length investigation, an exployatata analysis of the re-
alisation of the standardised residuals of the fitted moihdt exhibit major violation
of the assumed independence of the errors and of their earraondel that was adopted.
Moreover, a normality plot of the realised residuals did staiw significant departures
from the assumed normality of the errors, even when theuatsdvere grouped by step
height, by initial scanner position and by every distinaintination of step height and
initial scanner position.

4 Conclusions

This study has ascertained that the discretionary set@npers scan length and initial
scanner position have a significant effect on the measureshangths taken by a WLI
microscope in the micrometre range. These findings wereastggprespectively by a
mixed effects model and by a random effect model with vaeasfthe errors depending
on the size of the part.

When measuring parts in the micrometre range representdblhyo steps of nom-
inal height 40 and 20@m, the contribution to the variability of the results acctah
for by the scan length was equal to a standard deviationmgrigithe interval (0.152,
0.640] xm with approximated significance level of 95%. The punctssiheate of this
standard deviation was 0.3L2n.

In the experiment leading to these estimates, a dependétive measurements re-
sults on the run order was detected and quantitatively asddn resulting in an expected
0.015pm increment in the measurements every next test.

The contribution to the variability of the results from a safjuent separate exper-
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iment attributable to the initial scanner position wasraated by a standard deviation
spreading across the interval (0.0157, 0.4p8] with 95% approximate significance
level. The punctual estimate was 0.08%.

In this second experiment the repeatability standard tlewia.e. the standard de-
viation of the errors in the fitted model, appeared to be depeén the size of the part.
Its smallest value, estimated on the At step height, was 0.126m, spanning the
interval (0.088 , 0.178}m with 95% approximate confidence level.

This study shows practitioners the benefits of finding outddtimental and often
underestimated effects that lurking degrees of freedonetfup operations may have
on the variability of a measuring process.
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Figure 2: Standardised realisations of the residuals ohtbdel in equation 2 versus
the sequence of the tests.
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Figure 3: Initial scanner position: notched box plot of tkeeults as percentage devi-
ations from the nominals(;;, parts (a) and (b)) and as raw valués;{, parts (c) and

(d)).

18



40 um 200pm
2_
o
0 o © ©
= o
© o
S
2 1 ° °
) o ° 45
= o
o] e} O o
% 0_____0_0___0 ______ O _ | L___.1_____ Q _____ © _
5 (o] Oo
= o o 0 &
= o
% -1 — 00 O
n o
-2 - (o]
o
T T T T T T | T T T
0 10 20 30 40 0O 10 20 30 40

sequence

Figure 4: First model: realisations of the standardiseidveds against the test sequence
when grouped by the step height.
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Figure 5: Box plot of the realisations of the standardisesidugals grouped by step
height and initial scanner position.
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random.eff.Ime <- Ime(Results = 1,
data=exp.data,
random=list(Dummy.factor=pdBlocked(list(
pdident(" Nominal -1),

pdident( © Scan -1)))))

Table 1. Specification of the model of equation 2 witle in R.
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~

Scan length i 6 o 64 &
| pm 112717 — 109.996 0.324 0.291
Il pm 112.096 0.015 109.562 0.312 0.240

Initial position iy Ohp Op Ope  Onew d200 pm
11 pum 105.323 104.0173.965-107% 0.194 — —
\Y pm 105.326 104.021 0.085 — 0.126 2.003

adimensionless

Table 2: Estimates of the model parameters for the scanHemgt for the initial scanner
position.
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