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Control and Obstacle Collision Avoidance Method applied to
Human-Robot Interaction

Antonio C. Leite, Thiago B. Almeida-Antonio, Pål J. From, Fernando Lizarralde and Liu Hsu

Abstract— In this work, we present a control and obstacle
collision avoidance method for redundant robot manipulators
operating in partially structured environments in the presence
of humans. The control algorithm is based on the concept of
artificial potential fields and it uses the pseudo-inverse of the
Jacobian matrix with a weighting factor for the mechanical
joint limits, taking advantage of the robot redundancy for the
purpose of obstacle avoidance and control goal achievement.
The detection algorithm uses a depth sensor based on the
structured light to obtain a 2-1/2-D description of the sur-
roundings from a point cloud. Repulsive fields are created
around the detected obstacles, allowing for the robot to perform
the task of interest without collisions. A filtering methodology
based on geometric elements is presented to filter the RGB-D
scene captured by the depth sensor, eliminating the robot body
and the obstacles located outside its workspace. Experimental
results, obtained with a Motoman DIA10 robot and a Microsoft
KinectTM, illustrate the feasibility of the proposed scheme.

I. INTRODUCTION

Nowadays, one of the main challenges in the robotics area
consists of dealing with the interaction between humans and
robots, enabling them to work together in a natural, effective
and safe manner. In this sense, human-robot interaction
applications have been developed to establish different types
of cooperative, collaborative or coordinated behaviors. To
perform these interaction tasks, the robot must be aware of
its surrounding and move without jeopardizing the safety of
operators around it. Thus, the robot has to be able to avoid
collisions with any obstacles located within its workspace
and achieve the control goals simultaneously [1].

A number of motion planning and obstacle avoidance
methods have been proposed over the years with the purpose
of generating a collision-free path or trajectory among two or
more points of interest [2]. However, as the current proposal
is to develop technical resources necessary to foster the
interaction between robots and humans in a dynamic and
unstructured environment, the use of off-line techniques may
not be suitable since most of them consider that the modeling
of the robot and the task scenario are fully known and free
of uncertainties. An alternative solution consists of using
on-line or reactive techniques which are able to deal with
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the presence of unknown and dynamic objects as well as
uncertain environments [3].

A well-known obstacle avoidance approach, well suited for
dynamic environments, is based on the concept of artificial
potential fields, where attractive and repulsive virtual fields
are generated in the robot workspace and, thus, the robot end
effector can move towards a desired point, and at the same
time avoids colliding with obstacles in the environment [4],
[5]. Another interesting approach is to employ circulatory
fields, which act to circumvent the robot path around the
obstacles rather than just repel the robot, as is usual in the
potential fields [6]. Circulatory fields and potential fields can
also be combined in order to take the advantages of both
approaches [7]. In these works, the motions of the obstacles
are assumed to be known a priori, ignoring the need for
external sensing components or detection equipment.

An obstacle detection method based on the information
obtained from a Microsoft KinectTM is proposed in [8] for
collision avoidance in interaction tasks between humans and
robots. A calibration method for Kinect and a comparative
method to distinguish robots and obstacles, when they share
the same working place is presented in [9]. Following this
trend, some works devoted to the navigation problem of
mobile robots in indoor environments have been developed
by using the Kinect for obstacle detection instead of using
a detection approach based on 3D laser scanner or stereo
cameras [10], [11]. Still in the human-robot interaction
framework, some authors have used the Kinect to recognize
different body gestures and generate a visual interface or
assist in the execution of collaboration tasks, whose phases
are conducted by gestures and voice commands [12], [13].

In this work, we present a control and obstacle collision
avoidance method for redundant robot manipulators operat-
ing in human-populated environments. The control algorithm
is based on the concept of artificial potential fields and it uses
the pseudo-inverse of the Jacobian matrix with a weighting
factor for the mechanical joint limits, taking advantage of the
redundancy characteristic of the robot for obstacle avoidance
and control purposes. A depth sensor, based on the structure
light technology, is used to provide a 2-1/2-D geometrical
description of the environment from a RGB-D point cloud.
Repulsive fields are generated around the detected obstacles,
allowing the robot to perform the task of interest without
collisions and ensuring the safety of the operators. A filtering
methodology based on geometric elements is devised to filter
the point cloud, removing first the points related to the
robot joints and links, and after the points located outside
the robot workspace. Experimental results, obtained with
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a Motoman DIA10 robot and a natural interface device
Microsoft KinectTM, are presented to illustrate the feasibility
of the proposed scheme.

II. PROBLEM FORMULATION

Objective: In this work, we consider that a redundant robot
manipulator has to perform a particular task in a partially
structured environment, in the presence of humans working
and moving freely within the robot workspace (Fig. 1).

Task: The task of interest consists of moving the robot end
effector from an initial point P0 to a final point Pf , following
a reference trajectory r(t) and keeping a desired constant
orientation.

Assumption: Here, we assume that the task is previously
planned meaning that the reference trajectory r(t) is known,
free of singularities and generated by a trajectory planning
algorithm. We also assume that the geometrical description
of the working place is partially known.

Proposal: The geometrical description of the environment is
obtained by using a natural interface device (NID) equipped
with a depth sensor, which is mounted in front of the
robot. The depth sensor uses the structured light technology
registering the whole scene in the form of a 3D point cloud.
Thus, static and dynamic objects, including people, can be
properly identified and the robot can perform the task safely
without colliding with these obstacles.

Redundant Robot

NID

Operator

Trajectory 
r(t)

Robot Base

Tool

�xs

�ys

�zs

�xe

�ye

�ze

�x0

�y0

�z0

F0

Fe

Fs

P0

Pf

Fig. 1. Problem formulation for a simple human-robot interaction.

Since most of industrial robots have an internal velocity
control loop to directly drive the joints, a purely kinematic
control law based on speed commands can be implemented
to ensure the satisfactory performance for the robot motion
during the task execution [14].

III. KINEMATICS: MODELING AND CONTROL

Consider the kinematic control problem for a robot manip-
ulator with n degrees of mobility. In this context, when the
robot has high gear reduction ratios and low speeds or slow
accelerations are employed to perform the task, the robot
motion can be described simply by:

θ̇i=ui , i = 1, · · · ,n , (1)

where θi∈R
n and θ̇i∈R

n are the vectors of angular position
and angular velocity of the i-th joint respectively, ui∈R

n is
the velocity control signal applied to the motor driver of the
i-th joint and n is the number of joints.

From the kinematic modeling, the joint space variables
are related to the Cartesian space variables by means of
the following forward kinematics map and its differential
equation:

p = k(θ) , ṗ = Jp(θ) θ̇ , (2)

where k(θ) is an m-dimensional vector function, nonlinear in
general, Jp(θ)=(∂k/∂θ)∈R

3×n is the analytical Jacobian
of the position term, and p, ṗ∈R

3 denote the position and
the linear velocity of the robot end effector, expressed in the
base frame F0 respectively.

Now, consider that the orientation of the robot end ef-
fector can be represented by the unit quaternion q ∈H

1,
corresponding to the rotation matrix R∈ SO(3), describing
the orientation of the end-effector frame Fe with respect to
the base frame F0. The unit quaternion representation can
be given in terms of a four-dimensional vector q=[ qs qTv ]T,
where qs∈R is the scalar part and qv∈R

3 is the vector part,
subject to the unit norm constraint q2

s +qTv qv = 1. The so-
called quaternion propagation rule relates the time-derivative
of the unit quaternion q̇∈H with the angular velocity of the
robot end effector ω ∈R

3 as:

q̇ =
1
2

E(q)ω , E(q) =

[
−qTv

qs I −Q(qv)

]
, (3)

where Q(·) :R3 �→ so(3) denotes the skew-symmetric matrix
operator and Jr(q)= 2ET(q)∈R

3×4 is the well-known rep-
resentation Jacobian [14].

The differential kinematics equation provides the relation-
ship between the joint velocities vector and the correspond-
ing linear and angular velocity of the robot end effector as:

v =

[
ṗ
ω

]
=

[
Jp(θ)
Jo(θ)

]
θ̇ = J(θ) θ̇ , (4)

where J(θ)∈R
6×n is the geometric Jacobian of the robot

manipulator. Notice that, without loss of generality, the unit
quaternion can be obtained in terms of the manipulator joint
angles as q=h(θ), where h(·) is a vector function, nonlinear
in general. Thus, taking into account (3) and (4) we have
that: Jo(θ)= Jr(q)(∂h(θ)/∂θ) . Therefore, considering the
kinematic control approach (1) and from (4), we obtain the
following control system:

v =

[
ṗ
ω

]
= J(θ)u . (5)

For the case where the Jacobian matrix is rectangular (n>6)
the velocity control signal u∈R

n is given by:

u(t) = J†(θ)vc , vc =

[
vp

vo

]
, (6)

where J† = JT (J JT)−1 is the right pseudo-inverse of J
and vc ∈R

6 is a Cartesian control signal, composed of the

1The symbol H denotes the unit quaternion group satisfying the algebra
of quaternion [14].



position and orientation control signals, vp and vo, which are
independently designed to command the end-effector pose.
It is worth mentioning that the control signal (6) locally
minimizes the norm of the velocities of the joints, provided
that the robot kinematics is known and vc(t) does not lead the
robot to singular configurations, where the Jacobian matrix
has deficient rank. The failure of this last condition is a fairly
open-problem in robotics and other correlated areas, and it
has been widely discussed in the control literature [14].

A. Avoiding the Joint Limits

Here, we will show that the velocity control signal (6)
can be modified to avoid that the robot motions reach the
mechanical limits of the joints. Considering the kinematic
control problem for a non-redundant robot manipulator, the
following joint-space control law based on the weighted
pseudo-inverse of the Jacobian matrix can be used [15]:

uw =W−1 JT (JW−1 JT)−1 vc = J†
w vc , (7)

where W ∈ R
n×n is a weighting matrix, symmetric and

positive definite and J J†
w = I. Notice that, the relation (7)

holds provided that vc(t) does not drive the robot through
singular configurations.

The matrix W is designed so that when a joint of the
robot reach its limit, the diagonal elements tend to infinity.
This fact ensures that the joint velocities tend to zero in the
neighborhood of a mechanical limit. The diagonal elements
of W−1 approach to zero as the joint reaches its limit, and are
equal to 1 when the joint angle is in the middle of its range.
Thus, each diagonal element of the matrix W is defined as:

Wi,i = 1+ |∂H(θ)/∂θi| , (8)

with
∂H(θ)

∂θi
=

(θimax −θimin)
2(2θi −θimax −θimin)

4(θi −θimax)
2(θi −θimin)

2 , (9)

where θimax and θimin are the upper and lower bounds of the
i-th joint respectively. In fact, when θi→θimax or θi→θimin we
have that |∂H/∂θi|→∞, and when θi=(θimax +θimin)/2=θ ∗

i
implies that |∂H/∂θi|=0.

B. Position Control

Here, we consider the position control problem for a robot
manipulator. In this context, we assume that the control goal
for a given task consists in following a time-varying desired
position pd(t) from the current position p. The control goal
can be simply described as:

p → pd(t), ep = pd(t)− p → 0 , (10)

where ep ∈R
3 is the position error. From (5) and (7), we

obtain ṗ=vp and, consequently, the following position error
equation ėp = ṗd − vp. Considering a position control law
based on a proportional action and a feed-forward term:

vp = Kp ep + ṗd , (11)

with Kp = kp I being the position gain matrix, the position
error dynamics is governed by ėp+Kp ep=0. Thus, by choos-
ing kp as a positive scalar, the closed-loop control system is
exponentially stable and, consequently, limt→∞ ep(t)=0.

C. Orientation Control

Consider the orientation control problem for a robot ma-
nipulator. In this context, we assume that the control goal
for a given task consists in regulating the current orientation
R to a desired constant orientation Rd . The control goal can
be simply described as:

R → Rd , Rq = RRT

d → I , (12)

where Rq∈SO(3) is the orientation error matrix expressed in
the base frame F0. In order to design a orientation control
system based on the unit quaternion formulation, a suitable
orientation error should be defined. First, let q and qd be
the unit quaternions associated with the rotation matrices
R and Rd respectively. Now, let eq = [eqs eTqv ]

T ∈H be the
unit quaternion error, associated with Rq, where eqs and eqv

are the scalar and vector parts, subject to the unit norm
constraint. The orientation error can be defined in terms of
the unit quaternion error as follows eq=q ∗ q−1

d , where “∗”
denotes the quaternion product operator. Notice that, by using
the unit quaternion properties, we have eq =[1 0T]T if and
only if the orientation matrices R and Rd are aligned.

From (5) and (7), we obtain ω =vo and using the quater-
nion propagation rule (3) it should be observed that the
orientation error equation is nonlinear [14]. Considering a
orientation control law based on a proportional action and a
feed-forward term:

vo = Ko eqv +ωd , (13)

where Ko=KT

o >0 is the orientation gain matrix and ωd∈R
3

is the desired angular velocity, we can show that the equilib-
rium points eq=(±1 ,0T) are almost globally asymptotically
stable. The stability and the convergence analysis for the
orientation control system is presented in [16] by using the
Lyapunov stability theory.

D. Exploiting the Robot Redundancy

The redundancy characteristic of the robot manipulator,
given by the extra degrees of mobility, can be exploited
to generate internal motions at the joints, allowing the
reconfiguration of its mechanical structure without changing
the position and orientation of the robot end effector. This
functionality can be obtained by adding a second term,
named homogeneous solution, to the previously calculated
joint control signal (7) as:

ur = J†
w(θ)vc +α J#

w μ , (14)

where α is a positive scalar gain, J#
w = (I − J†

w J) is a
projection matrix, μ =W−1 σ and σ ∈R

n is a vector of
arbitrary joint velocities. The matrix J#

w projects the vector
μ in the null space of the weighted Jacobian matrix Jw

without violating the constraint given by v= J(θ) θ̇ . It is
worth mentioning that the first term of (14) corresponds
to the minimum norm of joint velocities and the second
one satisfies an additional constraint with secondary priority,
specified by means of σ . A usual choice for the additional
constraint is given by:

σ = (∂g(θ)/∂θ)T , (15)



where g(θ) is a secondary objective function to be maxi-
mized, for instance, the distance from an obstacle. Notice
that, the solution for (15) moves along the direction of the
gradient of the objective function to maximizes it locally,
satisfying the primary objective given by the kinematic
constraint (4). The reason for using the term μ , instead of
only the term σ , is to avoid oscillatory joint motions when
a particular joint is close to its limits as the joint velocity
tends to zero [15].

IV. OBSTACLE AVOIDANCE METHODS

An efficient approach for the online motion planning is
based on the concept of a particular point of the robot
manipulator can move in the Cartesian space under the action
of artificial potential fields. In this context, attractive fields
drive the robot toward to a desired point, whereas repulsive
fields are created around the obstacles, static and dynamic,
to avoid collisions [4]. In this work, two types of repulsive
potential fields are employed: the first is defined in terms of
an additional constraint where the links are considered as the
control points for the distance calculation [5]; the second acts
directly on the robot end effector and can be included in the
position control law, ensuring that robot follows a reference
trajectory free of collisions [8].

A. Obstacle Avoidance for the Links

Here, we present the repulsive potential field generated to
avoid the collision between links and obstacles. Considering
a generic link Li and an obstacle Ok, a repulsive potential
field can be defined by [4]:

UL,O(θ) =

⎧⎨
⎩

kL,O
2

(
1

ηL,O (θ) −
1

ηlim

)2

, ηL,O(θ)≤ ηlim

0 , ηL,O(θ)> ηlim

where kL,O>0 is a gain factor, ηL,O(θ) is the distance between
the link and the obstacle and ηlim is the range of influence
of the obstacle, or the boundary for obstacle detection.
Notice that, the magnitude of the repulsive potential field
UL,O depends on the inverse of the distance ηL,O and, thus,
if ηL,O →0, implies that UL,O →∞. The resulting additional
constraint is given by:

σ =
no

∑
k=1

∇UL,Ok
(θ) , (16)

with no being the number of obstacles and ∇UL,O is the
gradient of the repulsive potential obtained from:

∇UL,O(θ) =−
kL,O

η2
L,O

(θ)

(
1

ηL,O(θ)
−

1
ηlim

)
∇ηL,O(θ) ,

for ηL,O ≤ηlim, where ∇ηL,O is the gradient of the distance.
The resulting repulsive force fL,O acting on the obstacle is
given by:

fL,O(θ) =−∇UL,O(θ) . (17)

B. Obstacle Avoidance for the Robot End effector

Let UE,O(θ) be the repulsive potential field generated to
avoid the collision between a generic robot end effector Ei

and an obstacle Ok. The repulsive force corresponding to
UE,O(θ) is defined by [8]:

fE,O =−∇UE,O(θ) = vmag(ηE,O)
ηE,O(θ)

||ηE,O(θ)||
, (18)

and it can be expressed in terms of the direction of the unit
vector �ηE,O(θ) and its magnitude:

vmag(ηE,O) =
vmax

1+ e

(
||ηE,O ||(2/ρ)−1

)
b
, (19)

where ηE,O ∈R is the distance between the robot end effector
and the obstacle, vmax ∈R is the maximum magnitude, ρ ∈
R is the range of influence of the obstacle and b∈R is a
constant value which defines the slope of the curve. Notice
that, when ηE,O →0 implies that vmag→vmax/(1+e−b), when
ηE,O →ρ we have vmag→vmax/(1+ eb), and when ηE,O → ρ̄
yields vmag→0 where ρ̄ ∈ [ρ ,∞).

Considering the contribution of all obstacles for the reac-
tion motion of a particular robot end effector E, the resulting
repulsive force ft is given by:

ft =
no

∑
k=1

fE,Ok
. (20)

However, in the presence of multiple obstacles the use of (20)
can result in a resulting repulsive force with high magnitude.
This means that the higher the number of obstacles is the
higher the magnitude of ft will be. A workaround to this
issue is to obtain the direction of ft and consider only the
force magnitude due to the closest obstacle to the robot
end effector, denoted by vmag(ηE,Omin

). Thus, it is possible
to obtain a repulsive force fr with smoother variations as:

fr =−∇Ur = vmag(ηE,Omin
)

ft
|| ft ||

, (21)

where fr/|| fr|| is the unit vector in the direction of resulting
repulsive force. From the force-velocity duality, we can
consider the term fr as a repulsive velocity vector and,
therefore, add (21) to the position control law (11) to obtain:

vp,r = Kp ep + ṗd + fr , (22)

ensuring that the robot end effector successfully performs
the task of interest while avoiding obstacles located at its
workspace. The boundedness of the control law (22) can be
discussed analyzing the magnitudes of the repulsive velocity
term ∇Ur and the position error proportional term.

Notice that, according to (21) we observe that the repulsive
force is based only on the direction of minimum distance
between the robot end effector and the obstacle. When an
obstacle approaches to the robot end effector with a higher
velocity than the robot motion capability it may be difficult to
avoid collisions retracting the robot end effector to the same
direction of the obstacle velocity. A more effective reaction
strategy, similar to the human reaction, is to escape from



the collision moving the robot end effector in a direction
approximately normal to the obstacle velocity. This effect
can be obtained using the time variation of the repulsive
force fr denoted by ḟr = dfr/dt to change the direction of
the repulsive vector in the neighborhood of a particular point
located at the robot end effector [8].

The main concern related to the use of the potential fields
approach is the local minima problem, which occurs when
the total force field is zero (force equilibrium). Indeed, the
total potential obtained by the superposition of attractive and
repulsive potentials, can exhibits local minima except for
very particular cases. Alternative solutions to overcome the
local minima problem are based on the randomized best-first
algorithm or navigation functions [14].

V. OBSTACLE DETECTION ALGORITHM

A suitable obstacle detection approach allows the robot
to operate in the presence of humans in safe and efficient
manner, detecting static and dynamic obstacles located in
its workspace. Here, to prevent that the obstacle detection
algorithm considers the robot arm as an obstacle, we present
a delimitation method for the links and joints based on the
use of geometric elements to remove the robot body from
the point cloud obtained by the depth sensor.

A. Description of the Environment

The RGB-D image captured by the depth sensor provides a
2-1/2-D geometrical description of the environment by means
of a triplet (xp ,yp ,zp), where the pair {xp,yp} denotes the
coordinates of the projection of a generic Cartesian point
on the image plane and the element zp denotes the depth
coordinate between the point and the plane. The depth sensor
can be modeled as a pin-hole camera in terms of a projection
matrix Tp with the intrinsic parameters, and a homogeneous
transformation matrix Trd with the extrinsic parameters as:

Tp=

⎛
⎝ fd αx 0 xd0

0 fd αy yd0

0 0 1

⎞
⎠ , Trd =

(
Rrd prd

0� 1

)
,

where fd is the focal length of the lens, αx,αy are the scaling
factors in pixel per millimeters and xd0 ,yd0 are the offsets
related to the position of the center of the image plane with
respect to the optical axis. The pair {Rrd , prd} denotes the
relative rotation matrix and the position vector between the
depth sensor frame Fd and the reference frame Fr. Here,
without loss of generality, we can assume that the reference
frame and the base frame are coincident and, thus, Fr ≡F0.

The pixel coordinates on the image plane and the depth
coordinate of the generic Cartesian point can be expressed in
the depth sensor frame Fd by means of the triplet (xd ,yd ,zd)
as follow:

xd = ((xp − xd0)zp)/( fd αx) ,

yd = ((yp − yd0)zp)/( fd αy) , (23)

zd = zp .

Finally, the coordinates (xd ,yd ,zd) can be expressed in the
reference frame Fr by means of the triplet (xr ,yr ,zr), which

can be used as the input data for the obstacle detection
algorithm through the following coordinate transformation:⎡

⎣ xr

yr

zr

⎤
⎦= Rrd

⎡
⎣ xd

yd

zd

⎤
⎦+ prd . (24)

B. Filtering the Point Cloud

A point cloud corresponding to generic Cartesian points
can be composed of objects located near or far from the
robot, as well as, of its links and joints. Then, when the
depth sensor is inserted in the working place, the detection
algorithm could consider the elements of the robot body as
obstacles. In this context, a delimitation method is proposed
to remove the robot from the scenario obtained by the sensor,
enclosing the links and joints by a sequence of geometric
elements, such as, spheres, cylinders and ellipsoids. The
delimitation method based on spheres can be implemented
according to the following steps:

Step 1: Consider two consecutive joints Ji e Ji+1 connected
by a link L j with length � and radius r (see Fig. 2);

Step 2: Calculate the position of the robot joints by means
of the forward kinematics map pJi =k(θi) for i = 1, · · · n;

Step 3: Define equidistant points inside the link L j along
the smaller straight line segment connecting the joints Ji and
Ji+1. The number of points np is defined by: np =

(
�
d

)
+1,

where d=
(
�
λ

)
and λ ∈N

∗;

Step 4: Use joints and intermediate points as center of the
spheres and create spheres in all links of the robot arm;

Step 5: From the radius of the link r and the distance between
the points d obtain the radius of the spheres rs by using the
Pythagoras theorem: r2

s =
(

d
2

)2
+ r2;

Step 6: Remove all points of the cloud located inside the
spheres and subtract their radius from the distance calcula-
tion, such that, η ′

L,O
=ηL,O−rs.

r

�

rs rs

d

L jJi Ji+1

L j

Ji

Ji+1

≡

Fig. 2. Delimitation method for the robot body based on spheres.

It is worth mentioning that to completely enclose the links
and joints using the sphere-based removal method, we should
employ a high number of points, which result in increasing
of the computational cost and reduction of the dimension
of the collision-free workspace. In addition, objects located
very close to the robot can be considered as part of it and, in
general, there is an overlapping of the geometric elements.
An alternative solution to overcome these drawbacks is to
replace the spheres by other figures, such as cylinders or
ellipses, allowing for the delimitation of the links using
a small number of geometric elements and avoiding the



overlap. For the sake of saving space, the steps of these two
delimitation methods will be omitted here.

Notice that, the depth sensor of the Kinect has two depth
ranges: the default range and the near mode range. So, when
a given object is located out of these detection ranges the
measured depth value is zero and that object is not considered
as an obstacle. Furthermore, to reduce the computational
load of the obstacle detection method we can discard objects
that are placed far away from the robot in a given period
of time, but which still are within its workspace. First,
the points located outside the robot workspace are removed
from the point cloud. Next, the dimension of the geometric
elements, previously created to remove the robot body from
the cloud, are increased until it reaches the range of influence
of obstacle. Finally, the points located outside the geometric
elements are removed, eliminating the objects out of reach.

The drawback of the obstacle detection method based on
a single depth sensor is the possible occurrence of occlusion
regions or occluded objects, increasing the risks of collision.
A simple solution to reduce the occurrence of the occlusion
is to increase the sensors density, using more than one depth
sensor with their lines of sight orthogonal to each other.
In addition, we can perform a sensorial fusion between the
Kinect and other external sensor that provides a geometrical
representation of the environment as a point cloud.

NX 100 HSC

User PC

DIA10 Robot

Kinect

Operator

Visual
Field

Server

RR RR

Internet

Fig. 3. Experimental setup: DIA10 robot and Kinect.

VI. EXPERIMENTAL RESULTS

In this section, we present the description of the experi-
mental apparatus used to perform the experiments. Graphical
results are also shown to illustrate the feasibility of the pro-
posed scheme. The robotic system is composed of a DIA10
dual-arm robot (Motoman Inc.) with 15-DoF (degrees of
freedom) or axes of motion, 7-DoF per arm and plus 1-DoF
for the base rotation, a low-level industrial controller NX100
and a HSC system (High-speed Synchronous Controller). In
the experiments, only the left arm was used (n=8) and the
task of interest is to reach a desired position and orientation
in the Cartesian space, with only 2 degrees of redundancy.

For the DIA10 robot, the reference signals are generated
by an external computer (User PC), running the user ap-
plication developed in Matlab/Simulink on Windows OS,
that is connected to the NX100 controller through the HSC
system. The signals are sent to a position control loop, built-
in Simulink blocks (Server) and executed at the frequency

of 500 Hz. As it is usual for industrial robot arms, position
and/or velocity controllers can be implemented in the joint
space at a kinematic level. The access to the HSC system
is performed via Matlab server running a communication
protocol provided by Robot Racounter (RR), an architecture
and communication library which is developed for robotic
and automation applications [17]. In our experimental setup,
RR is used as an interface to the HSC system enabling
distributed control over networks, local control, and interface
to supported Matlab/Simulink languages.

A natural interface device Microsoft KinectTM, endowed
with a depth sensor and a video camera, is positioned in
front of the robot, facing it, around at a distance of 2.25 m
and a height of 0.96 m. These values were obtained with
respect to an inertial frame fixed on the robot base, and it
was measured by hand in-situ or remotely calibrated. The
depth sensor captures images 320× 240 pixel of resolution
at the frequency of 30 Hz and the intrinsic parameters of the
depth sensor were considered previously known or obtained
by using a calibration method proposed in [18]. The default
range of the depth sensor is [0.8, 4.0] m. The control param-
eters empirically tuned are: Kp =70 I s−1, Ko =70 I rad s−1,
and α =−10−2. The obstacle avoidance parameters are:
kL,O =5 and ηlim=0.6 m for all links. Other parameters are:
vmax=0.35 ms−1, ρ=0.6 m, b = 9, V̇rmax =1 ms−1, and c=9.

Two experiments were performed to evaluate the behavior
of the robot during the execution of contact-free tasks, with
(or without) collision avoidance, in the presence of human
operators moving in its workspace2:

Experiment 1 - the task of interest is to regulate the position
and orientation of the end effector while the operator moves
toward and away from the robot (see Fig. 4). The initial
position and orientation are p0 = [0.816 0.656 1.337 ]T m
and R0=I respectively. The motions performed by the robot
end effector avoiding the collision with the operator are
depicted in Fig. 5. The time history of the position error and
the norm of the orientation error, without and with collision
avoidance, is presented in Fig. 6, (a)-(d). It is possible to
observe the changes in the end-effector position due to the
reactive behavior of the robot to prevent the contact. Fig. 7,
(a) and (b), shows the behavior in time of the joint control
signals without and with collision avoidance respectively.

Experiment 2 - the task of interest consists of moving the
robot end effector through four Cartesian points or way-
points, drawing a rectangular trajectory in a plane, while
the operator continuously approaches and moves away from
the robot. Fig. 8, (a) and (b), depicts the task execution
without and with collision avoidance, as well as the way-
points and the motion directions. Fig. 9(a) presents the end-
effector motions during the task execution without collision
avoidance, while Fig. 9(b) shows the same motion with
collision avoidance, where it can be observed the reaction
of the end effector when the operator suddenly approaches
the robot. The behavior in time of the position error and the

2Please, visit the corresponding weblink to watch the accompanying video
clip of the two experiments: https://youtu.be/OU2Qigky360.



norm of orientation error respectively is depicted in Fig. 10,
(a) and (b), where we can observe the variations due to the
reactive action of the robot end effector to avoid collision and
reaches the way-points simultaneously. Fig. 11, (a) and (b),
presents the time history of the joint control signals, without
and with collision avoidance respectively.

Fig. 4. Experiment 1: sequence of images for the regulation task (a) without
collision avoidance and (b) with collision avoidance.
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Fig. 5. Experiment 1: initial position of the end effector p0 and the end-
effector reaction motions for the regulation task. Legend: p0(•), p (−).

VII. CONCLUDING REMARKS

A control and obstacle collision avoidance method is
presented to allow a natural, safe and efficient interaction
between robots and humans. The position and orientation
control algorithm is based on the kinematic control approach
and uses the weighted pseudo-inverse of the Jacobian matrix
for weighting the mechanical joint limits and takes advantage
of the redundancy characteristics of the robot structure for
on-line collision avoidance. An obstacle avoidance algorithm
is designed in terms of two repulsive potential fields con-
sidering the links and the robot end effector as points of
interest to avoid collisions with static and dynamic obstacles
during the execution of contact-free tasks. It is noteworthy
that, the occurrence of local minima has not been observed
in the experimental tests since the proposed method does not
use attractive potential fields to achieve the control goal. The
obstacle detection algorithm uses a depth sensor based on the
structured light technology to obtain a 2-1/2-D geometrical
description of the environment from a point cloud. Since the
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regulation task (a)-(c) without collision avoidance and (b)-(d) with collision
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Fig. 8. Experiment 2: sequence of images for the way-points tracking task
(a) without collision avoidance and (b) with collision avoidance.
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robot elements, joint and links, can also be considered as
obstacles, a delimitation method is presented to remove the
robot from the RGB-D scene captured by the depth sensor,
covering the robot body with a sequence of spheres, cylinders
and ellipses. Practical tests are carried out with a Motoman
DIA10 robot performing regulation and trajectory tracking
tasks in a human-populated environment and monitored by
a Microsoft KinectTM. Experimental results are included to
illustrate the feasibility of the proposed scheme.

According to our experiments, the sphere-based delim-
itation method requires less computational effort and it
is easier to implement compared to other solutions. The
cylinder-based delimitation method uses a smaller number
of geometric elements and there is no significant reduction
in the dimension of the collision-free workspace. Actually,
the performance of all delimitation methods depends on the
robot geometric structure and the link-joint configuration.
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