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ABSTRACT

Firms exhibit a wide variability in growth rateshi¥ can be seen as another manifestation of theéHatfirms
are different from one another in several respefiss study investigated this variability using th&riance
components technigue previously used to decompasedriance of financial performance. The main coaf
variation in growth rates, responsible for morenth&0% of total variance, corresponds to individual,
idiosyncratic firm aspects and not to industry,rdoy, or macroeconomic conditions prevailing indfie years.
Firm growth, similar to financial performance, i®stly unique to specific firms and not an indusirycountry
related phenomenon. This finding also justifiesngsgrowth as an alternative outcome of superiam fir
resources and as a complementary dimension of ¢dmpeadvantage. This also links this researcth wite
resource-based view of strategy. Country was thergksource of variation with around 10% of totatignce.
The analysis was done using the Compustat Glob@bdse with 80,320 observations, comprising 13,221
companies in 47 countries, covering the years 68186 2002. It also compared the variance struatiggowth

to the variance structure of financial performaimcthe same sample.
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INTRODUCTION

Some firms grow at impressive rates while otheosetimes rather similar ones, stagger or even
shrink in size and end up disappearing from thenass context by being acquired by the successful
ones or simply ceasing to continue their activitilsis wide variance in individual growth rategust
another aspect of the fact the firms differ in sal/dimensions (Carroll, 1993; Nelson, 1991).

What reasons lie behind this heterogeneity in fgrowth rates? Is firm growth closely related to
industry structure or to industry evolution, as [lep and his associates imply (Keppler, 1996;
Keppler & Grady, 1990; Keppler & Simons, 2000)? @gybe, firm growth is heavily influenced by
country, or institutional context (North, 1992; By 1990). Finally, firm growth may be firm specif
Some firms, with superior resources, grow fasteilevbthers, due to the inadequacy of their
resources, do not succeed. This is basically theoagh of the original work of Penrose (1959) and a
extension of the development of the resource-bamed of strategy, applied to growth. How can we
balance out all these sources of variability anskess their relative influence? This paper makes a
contribution to help understand these specific tjies.

A well-known, and currently active, line of resdalic strategy has dealt with a similar question
when analyzing the variance components of firmrigia performance, using profitability measures.
This line of research was introduced by the senpaglers of Schmalensee (1985) and Rumelt (1991)
and further developed by several other authors werarg many of the factors underlying the
observed heterogeneity in firm performance (Bownfamelfat, 2001; Brush & Bromiley, 1997;
Brush, Bromiley, & Hendrickx, 1999; Hawawini, Subranian, & Verdin, 2003; Makino, Isobe, &
Chan, 2004; McGahan & Porter, 1997, 2003; McNamdealer, & Devers, 2003; Misangyi, Elms,
Greckhamer, & Lepine, 2006; Roquebert, Phillips\W&stfall, 1996). It is now well established that
firm effects are the most relevant source of vemmtn financial performance. Firm effects are
associated with idiosyncratic firm characteristegl are not shared by other firms. Corporate effect
also seem to be particularly relevant in more retieres (Bowman & Helfat, 2001; McNamaeaal,
2003). Industry effects are a secondary sourceagability but McGahan and Porter (1997) argued
that in some economic sectors, other than manufagtuts relevance is greater and they also show
stronger persistence than firm effects (McGahanotd?, 2003). Year effects, associated to factors
that affect all firms in certain years, are usualyall or nonexistent. Finally, recent work haslesgx
the variability of performance outside the Unitedt8s introducing other sources of variability sash
belonging to business groups in emerging econoibanna & Rivkin, 2001) or the effect of the
country of operation (Makin@t al, 2004). This line of research has also drawn tienton of
Brazilian academics (Bandeira-de-Mello & MarconP20Brito & Vasconcelos, 2004; Gongalves &
Quintella, 2006). These also focused on profitgbdis the relevant dependent variable and found the
pattern of variability of Brazilian companies isdiar to the samples studied in the international
literature.

This research question has great relevance foregicamanagement. Strategy, unlike economics,
concerns itself with individual firms rather thardustries. The economist sees the firm as a piayser
game. The game, not the player, however is thecbbjanterest (Nelson, 1991). The fact that mdst o
the observed variability in financial performance firm or corporation specific lends empirical
support and relevance to strategy itself as a félchquiry and to the resource-based view when
compared with other approaches like industry aimltysenvironmental scanning.

Although different forms of operationalization afidncial performance have been explored, leading
to similar results (Hawawinet al, 2003; McGahan, 1999; Powell, 1996), it has besstricted to
profitability measures and growth has never beesidered as an alternative outcome. In fact, most
of the empirical research on firm growth has belearnoeconometric nature, building on the original
work of Gibrat (1931). Sutton (1997) recently paed a comprehensive review. Most of these works
develop a model with different assumptions of fignowth mechanism, but the real interest is the
industry structure as an outcome. These results she existence of firm (Evans, 1987b); Hall,

BAR, Curitiba, v. 6, n. 2, art. 3, p. 118-136, Apune 2009 www.anpad.org.br/bar



Luiz Artur Ledur Brito, Flavio Carvalho de Vascolms 12C

1987), industry (Dunne, Roberts, & Samuelson, 1%88ll, 1987; Singh & Whittington, 1975), and
year effects (Dunnet al, 1989; Hall, 1987), but are not able to give thlative importance and
magnitude of each. The approach taken in this pagdges this gap.

Understanding the regularities underneath the bditia of firm growth rates has significant
relevance for strategy in several dimensions. Fthm practitioner of consultant point of view,
profitability and growth can be competing or conmpéatary objectives and understanding the nature
of the variability in both can support better dems. Geroski, Machin and Waters (1997) have argued
that growth is more erratic and less predictabénthrofitability and for this reason, the preferred
choice, if any, should favor the former rather thiaa latter. The findings of this research chalkeng
such a conclusion. For those responsible for degidin public policy issues, understanding this
variability is crucial. If industry effects are désser importance, as the findings of this research
suggest, traditional policies targeted at spedifidustries may not be the most effective action.
Finally, from the perspective of the theorist,iifrf growth is fundamentally specific to the indival
firm, as the results of this research suggest, gr@an be seen as an outcome of superior resources
and as an additional dimension of the outcome ofp=iitive advantage. The competitive advantage
construct has been linked to rents in most of be®retical development of the RBV. Why not see
growth as evidence of a competitive advantage?

The first texts covering the notion of competitimdvantage presented the evidence of success,
normally as increased market share and dominancethier words, growth (Ansoff, 1965; Gluck,
Kaufman, & Walleck, 1980; Ohmae, 1978; South, 198Growth is also at the foundations of the
resource-based view of strategy through the fundgahevork of Penrose (1959), acknowledged by
most authors as one of the founders of the RBVi{®ar1991; Cooner, 1991; Grant, 1991; Mahoney
& Pandian, 1992; Peteraf, 1993; Wernerfelt, 1984lidvhs, 1994). Some voices, however, have been
heard contesting this and pointing to the forgotiémension of growth in the current literature of
RBV so centered on rents. Foss (2002) argues hikainfluence of Penrose (1959) in the RBV, as it
developed, is small. Penrose (1959) concerns Menstdl the phenomenon of disequilibrium and
growth while the RBV attempts to explain rents abamorm in an equilibrium state. A similar
argument is used by Rugman and Verbeke (2002). Mayb approach used by the RBV so far is
limited and it should go back to its roots and loosre deeply into the growth and disequilibrium.too
This paper can also be seen as a contributiongrditection.

The next section reviews some of the relevantditee on previous studies using variance
components analysis of financial performance, éseurce-based view and its link to the phenomenon
of growth, and the previous econometric studiesgoowth rates. The data and method are then
presented. The results and their discussion foemthin part of the paper and a conclusions section
summarizes them and explores limitations and futtudies.

LITERATURE REVIEW

Previous Studies on Variance Components of Performance

This line of research in strategy started withghper of Rumelt (1991). His source of data was the
FTC [Federal Trade Commission] database coveriageturn on assets of 1174 business units during
the years of 1974 to 1977. He expanded the prewaoadysis of Schmalensee (1985) and identified
the so called firm effects. These accounted fod¥%60f total variance, being the most important
source of variation. Industry effect alone was oesjible for 8.3% of total variance and the industry
year interaction for another 7.4%. A small corperefifect of 0.8% and no year effect made up for the
rest of the explained variance that reached 63.B8ta variance. These results were used to stppor
the then-emerging resource-based view of strateggpposition to the positioning school derived
from the industry analysis and led by Porter (1985)
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Roquebertet al. (1996) published a similar study using a muchdargatabase (Compustat) and
covering the period ranging from 1985 to 1991. Tieodel explained 68.0% of total variance, and
the most important effect was again firm effectthwd7.1%. Contrary to Rumelt (1991) they found an
important corporate effect, with 17.9%. Industrg@mted for 10.2% and industry-year interaction for
2.3%. A long debate established itself around $kaa of corporate effects (Bowman & Helfat, 2001,
Brush & Bromiley, 1997; Brushbt al, 1999; Chang & Singh, 2000; McNamaaiaal, 2003). It is now
clear the results of Rumelt were very sensitivesample, that corporate effect is relevant, and its
importance seems to have increased during theiesghind nineties (McNamaret al, 2003).
McGahan and Porter (1997) published research &g the Compustat database, but using a much
larger dataset with 72,742 observations coveringinass units’ results from 1981 to 1994. They
found the variance structure was substantiallyed#it when the different economic sectors (or SIC
divisions as defined in this paper) were analyzguhgately. For manufacturing, the economic sector
analyzed in previous studies, they found a simitiance composition with firm effect of 35.4%,
industry effect of 10.8%, and year effect of 2.3%other economic sectors, industry influence was
greater, reaching, for example, 47.4% in servibethe total sample, firm effects were still theglest
effect with 31.7%, industry 18.7%, and corporato8%.

Other forms of measurement of financial performameze explored by McGahan (1999) and
Hawawini et al. (2003) with similar results. All these studies weroncerned with the business
environment in the U.S. Claver, Molina and Tariq2Panalyzed 679 Spanish companies from 1994
to 1998 and also found firm effects of 42.7% andusiry effects of only 4.8%. The Brazilian
environment has also been studied by several aytlatways using profitability measures, finding
similar results (Bandeira-de-Mello & Marcon, 200Brito & Vasconcelos, 2004; Goncalves &
Quintella, 2006; Moraes, 2005).

Growth as a Forgotten Dimension in the Resource-Based View of Strategy

Growth as an outcome of the utilization of resosna@s present in the initial ideas that formed the
resource-based view of strategy as a body of krayeeln particular, Penrose (1959), who saw firm
growth as the most important dependent variables wae of the most influential works in the
development of the RBV, and as a true founder ¢Bérney, 1991; Cooner, 1991; Grant, 1991,
Mahoney & Pandian, 1992; Wernerfelt, 1984; Williani®94). Cockburn, Henderson and Stern
(2000) used the term canonical reference to desdtie impact of Penrose (1959) in the area.
Wernerfelt (1984) and Mahoney and Pandian (1992) ebnsidered and presented growth as one of
the results derived from superior resources, baitndit develop the theme further. Also the original
Barney (1991) definition of competitive advantageesl not conceptually exclude growth as a
dimension of it. Even the text of Peteraf (1993ntrens growth and the author excuses herself for
using only a cost example to illustrate the ecordnterpretation of competitive advantage.

Some early texts (Allen, 1978; Glu&k al, 1980; Morrisson & Lee, 1979; Ohmae, 1978) saw
competitive advantage as broad evidence of suesesgrowth or market gain were more common in
the examples than rents above the norfle formal development of the RBV, however, seems t
have forgotten the growth dimension, focusing alnesglusively on rents above the norm. Growth is
central in the influential text of Mahoney and Piand(1992) available in mimeo since 1990. The idea
seems to have been forgotten since then. Even lappamd Rumelt (2003) who challenged the
cornerstone issue of economic profit did not mengoowth.

This static view of rents, whose dynamic issueniy the sustainability of these rents, is seenres o
of the limitations of the present state of the R@viem & Butler, 2001). This point is also develdpe
by Rugman and Verbeke (2002) when they review Beso(1959) contribution to the strategic
management area. They point out that the contabudf Penrose (1959) is not in the rents derived
from resources and from the isolating mechanisras @tlow them to be sustained. Penrose (1959)
considered that rents were not a critical objectivet much more instrumental to the process of
growth and a result of it (Rugman & Verbeke, 2002775). Penrose (1959) explicitly rejected the

BAR, Curitiba, v. 6, n. 2, art. 3, p. 118-136, Apune 2009 www.anpad.org.br/bar



Luiz Artur Ledur Brito, Flavio Carvalho de Vascolms 122

equilibrium, and so also the profitability abovemabeing sustained in the long run. Her perspective
can be seen as value creation in opposition tcevaypropriation.

By analyzing growth and by assessing how much efdibserved variability in growth rates can be
associated to firm specific effects, this paper lsarseen as a contribution to this debate. It stppo
the view that value creation of the competitive aattage that leads to it are multidimensional in
nature and that growth can be taken as one of tesensions. In a simple way, competitive
advantage could be seen as a composition of twimnge@rowth and rents. Resources could be used
to promote one or both of these vectors.

Econometric Studies on Growth Variability

One of the approaches in industrial organizatioméal with firm growth is the development of
stochastic models where most of the variation mwiin rates, sometimes all of it, is the result of a
random process. This approach developed into oieeomost important lines of research on market
structure (Sutton, 1997). At the foundation of tini® of research is the classic work of Gibrat31p
who formulated an assumption that was later nambda@G Law or Law of Proportionate Effect. It
states, in its simplest form, that growth ratesiadependent of size so large firms have equal@d®n
of having similar growth rates to small firms, éifénces being caused by purely random variation
around similar means.

If applied in its pure form to a constant populatiof firms, size dispersion and industry
concentration would increase indefinitely (SchekeRoss, 1990, pp. 141-143). Many of the earlier
works on this topic proposed models that could bgedf to data, modifying, refuting or
complementing Gibrat’s Law (Hart & Prais, 1956; Hym& Pashigian, 1962; Simon, 1955; Simon &
Bonini, 1958). The subject of interest was the ltexy industry structure rather than understanding
individual firm growth.

Mansfield (1962) analyzed extensively some indestin the U.S. and besides finding evidence
against Gibrat’'s Law in all its forms, found indias of industry and firm effects. First, the difént
industries had clearly different growth rates pioigtout industry influence. Second, he explored the
effect of innovation, finding that firms that hadtroduced innovations in product or process grew
twice as fast as firms that had not introduced Snalvations. This was a clear indication of firm
effects. ljiri and Simon (1974) introduced improweddels where growth rates had different forms or
autocorrelation. This could also be explained tsuasng the existence of firm effects. Evans (1987a)
presented a broad study using the Dun & Bradsulaéibase with more than 20,000 American
companies from 1976 to 1982, measuring growth rateshange in number of employees. He
introduced the variable firm age and found thatolitms grow more slowly than younger firms, an
indication of firm effect. The same age effect wasfirmed by Dunneet al. (1989) in a different
sample of over 200,000 industrial plants. In a sdcetudy, using an even larger sample, Evans
(1987b) found that this effect varies by industry.

Hall (1987) used the Compustat database to andlyz8 firms in the manufacturing sector from
1972 to 1983. Again, the number of employees wasd ts measure growth. He found that investment
in the plant and equipment and investment in refeand development positively influenced firm
growth. Investment in R&D was twice as effectivenpared to investment in plant and equipment.
Hall (1987) also found evidence of strong indugffects: “There are substantial differences across
industries, with the so called ‘high tech’ indussri(drugs, computing equipment, and scientific
instruments) typically growing more rapidly throwugh both periods” (Hall, 1987, p. 586). Sutton
(1995) developed a model with what he called a Hates approach. In this model he accounted for
strategic interactions of firms within groups in wdustry. The model is able to forecast boundary
curves for industry concentration which were coregawith empirical data. The dispersion of points
differs by country suggesting a possible countfgatf
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Geroskiet al. (1997) analyzed 271 large corporations in the é¢hiKingdom, from 1976-1982.
They developed a model that tried to predict growdte using as an independent variable the
expectation of the future value of the firm. Resuliere presented with some degree of frustration by
the authors since the complete and complex regressied was capable of explaining only 18.6% of
total variance in growth rates. Based on this athetroobservations the authors concluded that firm
growth was almost purely stochastic and the Gibrladw with some adaptations could be adequate to
describe it. This structure of variability was cangd with that of profitability, which exhibited i
more regularities and less random influence. Thedepence some managers give to growth at the
expense of profitability could be regarded as aagax since growth was a much more uncertain
outcome than profit. The results of this researchllenge directly this conclusion using a more
adequate method and a much larger and broader sampl

A common finding in several of the works in thisdiof research is that variability in growth rates
reduces as size increases. Large companies shewadesgbility in growth rates than smaller ones
(Dunneet al, 1989; Evans, 1987a; Hall, 1987; Kumar, 1985; Malts 1962; Singh & Whittington,
1975). In that regard to the direct relationshipa®en size and growth rates (the essence of Gsbrat’
Law) results are mixed, but the most recent stutid&ate a weak negative relationship between
these variables. Larger companies therefore grosioater rates than smaller ones. This relationship,
however, seems to be moderated by industry fattkerénnovation in the industry (Hall, 1987).

The common methodological approach of this lingesfearch was to build different firm growth
models, derive the consequences of this modelduosiny structure and then compare the resulting
industry structures with the observed ones, vatidabr not the model and its assumptions. None of
these studies could, however, offer a comparathadyais of the different sources of variation in
growth rates.

METHOD

Data and Sample

The Compustat Global database was the originalceoaf data. This database is compiled and
maintained by Standard and Poor’'s and collectaiizh and market data from companies in more
than 80 countries since 1991. Data for this re$earere extracted using the Industrial Active and
Industrial Research sets of companies. Total revemd total assets are available in the database in
both local currency and in US dollars using thehexge rate of each period. Growth rates based on
these figures are not totally valid and comparai@ewveen themselves since they include local
inflation and currency exchange effects. An extamsvork of data normalization was then performed
to reach comparable growth rates. Each countrywfich a relevant amount of data was available,
was analyzed individually identifying currency cges (like the changes to Euro reporting in
European countries) and the GDP deflator publistnedhe World Bank was used to account for
inflation and convert all figures to the same haAisthe end of this process, countries with |dmmnt
50 observations were eliminated since country &ffeould not be reliable. Following McGahan and
Porter (1997) and most of the previous studies amaxce components companies with less than
US$10,000,000 in revenue were also eliminated. |[Fanalysis was done on 80,320 observations,
comprising 13,221 companies in 47 countries, cogetiie years of 1994 to 2002.

Constructs and Variables

The concept of firm growth is broader than the da@ripcrease in an index such as total sales or
number of employees. Growth implies a developmeatgss (Penrose, 1959), similar to biological
processes where the change in size in accompaniadchange in characteristics of the object under
study. Any operationalization can capture only garthis broader concept. Penrose (1959, pp. 25,
198-199) recognizes all these difficulties and #s¢g total fixed assets as a tentative
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operationalization. Other authors used differemragches. Total sales was a frequent choice (Acs &
Audretsch, 1990; Caves, 1998), although it does aagiture changes in the degree of vertical
integration of the business (Penrose, 1959). Nurabemployees was another choice (Duenal,
1989; Hall, 1987). Baum Locke and Smith (2001) usedultidimensional measure based on sales,
number of employees and profits. In this researghused two operationalizations to measure growth:
growth in total revenue and growth in total assaflswing some indication of convergent validity.

Another aspect is the period of time through wigobwth rates are to be calculated. Annual growth
rates are the immediate choice, but we also indwsenpound growth rates for periods of two and
three years. After accounting for inflation andreuacy effects, growth rates were calculated as
follows:

Total revenues growth rates:

CRESCRECE(REVT/REVT,; — 1) x 100 annual growth rate
CRESCRECZ((REVT/REVT,)"?— 1) x 100 compound two years growth rate
CRESCRECZ((REVT/REVT.5)"%- 1) x 100 compound three years growth rate

Total assets growth rates:

CRESCAT1=(AT/AT;— 1) x 100 annual growth rate
CRESCAT2=((AT/AT»)"*~ 1) x 100 compound two years growth rate
CRESCAT3=((AT/AT.9)"*— 1) x 100 compound three years growth rate

Industry membership was identified by the Standaduistry Classification [SIC] code, available in
the database. Although for U.S. companies a fuit-fitigit code was available, in several countries t
code was assigned in an aggregated form usingsteligit as a zero, or, in practice, identifyihg t
industry with a three-digit code. In several cashe, aggregation was done at an even higher level
using a two-digit code. In most analyses, unlesedatherwise, the three-digit code was used.
Country membership was considered to be the couwvitere the firm publishes its results, so this is
better understood as country of origin rather #@mtry of operation.

Following the approach for most of the previous eitg@ research in the field, we did not
distinguish between the different processes leatingrm growth: mergers and acquisitions and
endogenous growth (Gerosidi al, 1997; Hall, 1987; Hart & Prais, 1956; Mansfiel®62; Singh &
Whittington, 1975). Again, data limitations wereetmain reason for this approach but it also has a
theoretical foundation since both are competing@sses for the same phenomenon (Penrose, 1959).

Treatment of Extreme Observations

The distributions of growth rates obtained showeghes extreme observations that deserved some
treatment. Since growth is a ratio variable, somesi the denominator could be small, yielding high
growth rates over a small basis. In other case®speaies could almost disappear from one year to
another producing negative growth rates close @®%d. Accounting errors or large acquisitions or
divestitures could also cause these extreme vallgsugh outliers removal may discard especially
interesting data and limit generalization, we inwdiere the issue of construct validity, and toak th
view that the construct we want to investigate dugsrelate to these extreme values of growth rates
If a company grows 1000% in a year, or shrinksize $0 1% of its previous state (showing a -99%
growth rate), this rate does not reflect the camstwe are interested in, but represents a special
condition. The growth we wish to investigate is tere run-of-the-mill type that represents the
reality of most companies and managers. Severabir@ations of cut-off limits for the growth rates
ranging from -70% to + 200% were tried and thefieefon final results of a trial sample investigate
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Results proved to be robust to these limits, sal fimoice was to eliminate growth rates lower than
50% and higher than 100%. The percentage of disdasdservations did not exceed 5%.

The Variance Components Procedure

Searle, Casella and McCulloch (1992) provide a celmnsive treatment of the variance
components technique. In the case under study, fivdustry sector, year and country are taken as
random effects, each contributing to the total alace of the observable variable. The basic model,
without considering possible interactions was:

Mkt = U+ nt a+ B+ ot & 1)

Where r;jx; was the growth measure of an individual companythe sample. The index
represented the different years considerdae different industry sectorsthe country of origin; anil
the individual firms The termu was the average result of all companies takengaewp. The terny
was the year effecty the industry sector effegf accounted for country effect and, finalg was the
individual contribution of the comparkyto its growth, or the firm effect. The error teem : was the
residual, not explained by the model. This simpledel can be extended including the possible
interactions of country, industry and year by addimree other terms accounting for country-indystry
country-year and industry-year interactions.

The variance of the term,; was given by:

O_r2: O_y2+ O_aZ + O_ﬁZ + O'¢2 + 0_82 (2)

RESULTS AND DISCUSSION

The Distribution of Firm Growth Rates

The distributions of all operationalizations of gtb rates showed a similar pattern. The standard
deviations gradually decreased as the level ofeggion in time increased from the annual ratééo t
three year compound growth rate, indicating thatrlyevariations were compensated. Distributions
also showed a slight deviation from normality bynigeslightly asymmetrical and leptocurtic.

The first point to note is the managerial relevantehe observed dispersion. The three year
compound growth rate had a mean of 7.46% and dastaeviation of 18.68. This means that a firm,
positioned one standard deviation above the meaunldahave a growth rate of 26.14% while a firm,
positioned one standard deviation below the meandvhave a growth rate of — 11.22% and would
be shrinking in size. While the first case mightassociated with great success, the second isreede
of a worrying and troublesome situation. Geroskal. (1997) found, in a much smaller sample, a
smaller standard deviation (11.65%) but of the sarder of magnitude.

The second point is the quasi-symmetry of the iistion. Combined with the values of the mean
and standard deviation, this shows that growthvdlte norm is as frequent as growth above the
norm and that nongrowth, or shrinking, is a comrpbenomenon. The theoretical development of
Penrose (1959) seeing growth as a natural processlit of underutilized resources, always made
available, and released after the growth happamswell explain the positive growth rates, but enn
explain the negative ones. Where is the theoryoafjrowth? Penrose (1959, p. 7) only touches on this
issue superficially, and suggests some reasonsdongrowth: unenterprising direction, inefficient
management, insufficient capital-raising abilitgchk of adaptability to changing circumstances, poor
judgment leading to frequent and costly mistakessimply bad luck due to circumstances beyond
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their control. The relevance and frequency of nomgn, indicated by these distributions, calls for
further research and a stronger theoretical dewedop to better understand it.

The Variance Components for the Total Sample

The variance composition of the six different opieralizations of firm growth rates are shown in
Table 1, using a simple model of effects with nefiactions. Parameters like mean, standard dewiatio
and number of observations for each sample analgzedlso shown in the last three lines of Table 1.
The number of observations is different in eachecamnd smaller than the original 80,320
observations, for several reasons. First, to caleuhnnual rates the base year is lost. Similarty t
and three years are lost for the two and three geampound rates, respectively. Second, some
observations had data for revenue, but not fol tdaets and vice versa. Third, these results were
calculated using the full 3-digit SIC classificatiand some observations had only the 2-digit
classification and had to be discarded.

Table 1: Variance Composition of Firm Growth Ratesfor the Total Sample

Annual two years Compound three years Compound
Revenue Assets Revenue Assets Revenue Assets

Year 3.5% 3.7% 3.0% 3.2% 1.4% 1.4%
Firm 19.0% 18.8% 30.9% 29.6% 42.1% 40.2%
Country 5.6% 7.1% 6.4% 9.5% 10.0% 10.6%
Industry 3.4% 1.9% 5.4% 3.1% 7.3% 5.1%
Model 31.5% 31.4% 45.6% 45.4% 60.7% 57.3%
Unexplained variance 68.5% 68.6% 54.4% 54.6% 39.3% 42.7%
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
Mean 7.26 5.57 7.42 6.77 7.46 7.65
Standard deviation 22.14 20.77 20.35 20.02 18.68 1019
Observations 70970 69062 60569 58834 49706 48345

Source: authors’ analysis.

The first aspect to note is the convergence ofliexaf the two operationalizations of growth
(revenue and total assets). Differences are suhalhot exceed a few percentage points and do not
change the interpretation of variance structures irdicates convergent construct validity, allogvin
us to interpret these results as representatitteediroader construct firm growth.

The percentage of variance that could be explalnyethe model rose markedly from around 31%
for the annual growth rates to 45% for the two-ya@@mpound growth rates and reached 57% to 60%
for the three year compound growth rates. Thisceigis a greater randomness in the annual rates and
the possible existence of a compensation mechain@myear to year as foreseen by Penrose (1959,
p. 213) who argued that growth could happen in tspugeroskiet al. (1997) concluded, using
different empirical research, that corporate growdtes vary in a random and unpredictable way.
Managers’ preference for growth, possibly at thpemse of a poorer financial performance, was
guestioned by them as illogical and lacking emplirisupport since financial performance presents
greater regularities. The results of this reseahailenge this conclusion.

Firm effects, made up by idiosyncratic factors texfato the individual firm, were clearly the main
group of factors responsible for the explained arage by a large margin in relation to the second
factor, country effects. The variability of firm @wth rates depends much more on individual firm
factors than on aspects of the environment whespdtates as industry, country or the specific year
question. This finding offers excellent empiricapport to the logic developed by Penrose (1959) and
supports the resource-based view as a theorebigatiftion to study growth.
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Previous studies on the nature and variabilityiroh fgrowth rates already signaled the existence of
firm effects (Dunneet al, 1989; Evans, 1987b; Hall, 1987; Kumar, 1985; Maid; 1962; Singh &
Whittington, 1975). Some of these studies eventified variables that could be related to firm
effects such as age leading to smaller growth (@esneet al, 1989; Evans, 1987a), or the issue of
investment in physical assets and in research anelapment that would enhance growth rates (Hall,
1987). None of these studies, however, succeedasisiessing the relevance of firm effects relative t
other classes of effects as we found in thesetsestthe findings also suggest that other theoretica
approaches to growth such as transaction costséC&837; Williamson, 1975, 1985) and the theory
of industry life cycles (Keppler, 1996; Keppler & &8y, 1990; Keppler & Simons, 2000) can offer
only partial explanations due to their focus exaéto the firm.

Country effects were the second most importantsclafs effects and were rarely explored by
previous studies since most of them used sampleslgfone country, concentrating on the economic
environment of the U.S. and United Kingdom, witlter@xceptions. Among these were Keating
(1974), who covered Australian firms, and Suttd®98), who had indications of country effects. This
research demonstrates that country matters wigamies to firm growth.

The fact the industry had such a low relevanceainance explanation is clearly at odds with the
relevance given to industry in economics. The eris¢ of industry effects is mentioned, but not
guantified, in several previous studies (Hall, 1,9Blansfield, 1962; Singh & Whittington, 1975). A
more recent line of research about industry lifeleyKeppler, 1996; Keppler & Grady, 1990; Keppler
& Simons, 2000; Reichstein, 2003) attempts to daasogrowth of individual firms to an evolution
pattern of the industry as a whole.

Year effects were also superficially covered byjmes studies. Hall (1987) mentioned, but did not
guantify, that macroeconomic factors affect all pames in certain years and could be a relevant
source of variation. This research found a modeyate effect, more relevant in the annual growth
rates where it reaches 3 to 4% of total variance.

Variance Composition in the Different SIC Divisions

As pointed out by McGahan and Porter (1997), amadythe variance of financial performance,
variance composition can vary significantly wherrsdy the different SIC divisions or economic
sectors. These SIC divisions represent groups rofissi industries and are the basis of the SIC
classification.

A: Agriculture, forestry and fishing — SIC 01000699

B: Mining — SIC 1000 to 1499

C: Construction — SIC 1500 to 1999

D: Manufacturing — SIC 2000 to 3999

E: Transport, communications, electric, gas, amitaiy service — SIC 4000 to 4999
F: Wholesale trade — SIC 5000 to 5199

G: Retail trade — SIC 5200 to 5999

I: Services — SIC 7000 to 8999

Divisions F and G were joined in the analysis, divisions H (Finance, insurance, and real estate),
and J (Public administration) were not includedbl&€&2 and Table 3 present the results for growth in
revenues and total assets respectively using thplsimodel with no interactions accounted for.
Tables 4 and 5 present the results of the full rhadlé all interactions. The model with interactgon
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could not be calculated for the total sample duedtmputational limitations, so it is presented doyy
division.

Table 2: Variance Composition of Three-year Compoud Revenue Growth per SIC Division,
Basic Model with no Interactions

A B C D E F&G I

Year 5.9% 2.2% 0.6% 1.6% 0.2% 1.1% 4.5%
Firm 25.1% 39.1% 35.5% 43.1% 46.6% 50.4% 45.3%
Country 27.0% 2.6% 28.6% 10.9% 4.9% 9.8% 10.1%
Industry 6.4% 5.3% 0.6% 1.7% 9.8% 5.8% 2.0%
Model 64.3% 49.2% 65.3% 57.3% 61.5% 67.2% 61.9%
Unexplained variance 35.7% 50.8% 34.7% 42.1% 38.5% 32.8% 38.1%
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
Mean 6.36 16.13 4.00 5.78 9.72 6.09 16.75
Standard deviation 17.58 24.76 15.66 16.61 19.28 16.72 24.74
Observations 439 1190 1177 24232 3695 6325 5812

Source: authors’ analysis.

Table 3: Variance Composition of Three-year Compoud Total Assets Growth per SIC Division,
Basic Model with no Interactions

A B C D E F&G I

Year 8.5% 5.5% 0.0% 1.2% 0.5% 0.8% 4.4%
Firm 30.0% 36.3% 42.3% 39.8% 46.2% 46.7% 39.3%
Country 16.1% 0.0% 22.5% 13.0% 4.7% 15.1% 8.5%
Industry 4.2% 13.2% 1.5% 1.9% 4.6% 3.4% 2.6%
Model 58.7% 54.8% 66.3% 55.9% 56.1% 66.0% 54.8%
Unexplained variance  41.3% 45.2% 33.7% 44.1% 43.9% 34.0% 45.2%
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
Mean 7.50 13.47 4.06 6.60 8.86 6.11 16.27
Standard deviation 16.82 24.16 15.46 17.38 18.89 16.65 26.51
Observations 445 1058 1158 23873 3171 6319 5591

Source: authors’ analysis.

Table 4: Variance Composition of Three-year Compoud Revenue Growth per SIC Division,
Model with Interactions

A B C D E F&G |

Year 2.3% 1.4% 1.3% 0.5% 0.0% 1.5% 1.8%
Firm 23.8% 41.8% 26.7% 44.2% 50,0% 41.1% 47.4%
Country 6.6% 1.8% 4.4% 9.0% 3.1% 4.9% 7.5%
Industry 5.2% 3.3% 2.0% 1.6% 5.7% 4.2% 3.8%
Year*Country 8.9% 0.0% 17.0% 4.4% 1.9% 6.3% 4.3%
Year*Industry 2.3% 2.1% 0.0% 0.6% 2.5% 1.3% 4.5%
Country*Industry 23.0% 0.0% 26.0% 1.9% 0.4% 14.5% 0.0%
Model 72.0% 50.3% 77.5% 62.3% 62.7% 73.7% 69.4%
Unexplained 28.0% 49.7% 22.5% 37.7% 36.8% 26.3% 30.6%
Variance

Total 100.0%  100.0%  100.0%  100.0%  100.0%  100.0%  100.0%

Source: authors’ analysis.
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Table 5: Variance Composition of Three-year Compoud Total Assets Growth per SIC Division,
Model with Interactions

A B C D E F&G |

Year 3.6% 1.5% 0.6% 0.9% 0.2% 1.2% 3.0%
Firm 31.6% 38.5% 30.4% 40.5% 45.7% 38.1% 42.2%
Country 8.1% 0.0% 0.0% 9.3% 2.8% 8.9% 6.1%
Industry 3.4% 12.0% 0.9% 1.4% 1.9% 1.9% 1.8%
Year*Country 8.5% 0.0% 25.1% 6.6% 2.8% 7.1% 4.0%
Year*Industry 6.7% 5.1% 0.0% 0.7% 5.4% 1.6% 5.5%
Country*Industry 5.1% 0.0% 23.7% 0.7% 2.0% 13.7% 0.0%
Model 67.1% 57.0% 80.8% 60.1% 60.8% 72.4% 62.6%
Unexplained 32.9% 43.0% 19.2% 39.9% 39.2% 27.6% 37.4%
Variance

Total 100.0%  100.0%  100.0%  100.0%  100.0%  100.0%  100.0%

Source: authors’ analysis.

Divisions C (Construction) and F/G (Wholesale aetit trade) presented the greatest percentages
of explained variance by the model reaching figureg0 to 80% in the cases where the interactions
where included, suggesting more regularity in tiepelsion of growth rates. On the other hand,
Division B (Mining) presented the lowest percentafj@xplained variance signaling possibly greater
randomness in the distribution of growth ratesirong belonging to this division.

The common pattern is the dominance of firm effegigh country effects as a second most
important effect and industry and year with sma&itqentages of total variance as found in the total
sample. This general pattern is clearly seen iisidins D (Manufacturing), F/G (Wholesale and retail
trade), and | (Services), the latter presentingeatgr year effect than the other two.

Country is clearly more relevant in some divisiolismatters more in divisions A (Agriculture,
forestry, and fishing) and C (construction) and lesB (Mining) and E (Transport, communications,
electric, gas, and sanitary service). In divisiofAdriculture, forestry and fishing) it even supsaes
firm effects for revenue growth. In the full modeith interactions (Tables 4 and 5), the combined
country effect (combining the direct country effegth the interactions where it takes part) is ¢gea
than firm effect for revenue growth. The most intpot interaction in this case is the one represente
by country and industry. This interaction pointg that some specific industries in certain coustrie
present a common effect in growth, relating to secoentry specialization in certain industries.

Industry is slightly more important in divisions @4ining) and E (Transport, communications,
electric, gas, and sanitary service), but nevethres values that come close to firm effects.

Growth Rates x Profitability — a Comparison of Variance Composition

The main contribution of this paper is to expldne variance composition of firm growth rates, an
understudied aspect of firm performance. However, variance composition of other dimensions of
financial performance is also interesting and cam$ed to relate to previous studies and be usad in
comparative basis. This section reports thesetsekulthe same sample using two operationalization
of profitability: the traditional return on ass¢BOA] used in most studies and the Earnings Before
Interest and Tax Margin [EBITM]. The latter wasatdated in relation to total sales.

Table 6 presents the overall variance compositmmfirming the relevance of firm effects
demonstrated in previous studies. When these sesu# compared with Table 1, the variance
composition of profitability is similar to the vance composition of growth rate when the 3-year
compound growth rate is analyzed. The relevantgmage of variance associated with firm effects
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supports in both cases the theoretical foundatibrihe RBV as the main explanation of this
heterogeneity. Country seems also to be more nel@gayrowth that it is to profitability.

Table 6: Variance Composition of Return on Assetsgy SIC Division

ROA EBITM
Year 1.3% 1.8%
Firm 44.3%  46.8%
Country 5.4% 3.1%
Industry 6.7% 2.3%
Model 57.7%  54.0%
Unexplained variance  42.3%  46.0%
Total 100.0% 100.0%

Source: authors’ analysis.

When this variance composition is examined by Sigsin, a variable pattern can be seen as
McGahan and Porter (1997) also found for U.S. firfiise dominance of firm effects confirms the
findings of previous studies and is comparablehtodomposition of growth rates variance shown in
Tables 4 and 5. Industry effects are less pronalicerofitability than in growth except for Divim
E. Country effects are also less relevant althangtome particular divisions the country interaagsio

with industry and year reach high percentages gitins A and C) surpassing firm effects. Tables 4
and 5 also show a similar pattern for these samsiains.

Table 7: Variance Composition of Return on Assetsgy SIC Division

A B C D E F&G |

Year 0.0% 0.1% 0.0% 1.9% 0.5% 1.6% 2.0%
Firm 25.5% 25.9% 26.3% 43.4% 45.7% 40.8% 51.6%
Country 0.0% 1.7% 0.0% 4.5% 2.8% 2.1% 1.0%
Industry 0.1% 0.2% 1.5% 0.0% 12.1% 1.0% 0.0%
Year * Country 35.2% 0.0% 4.1% 1.4% 0.0% 3.1% 0.0%
Year * Industry 0.0% 6.1% 0.4% 0.7% 1.3% 0.5% 0.2%
Country * Industry 0.0% 6.5% 38.4% 0.0% 2.3% 11.0% 0.0%
Model 60.9% 40.4% 70.7% 52.0% 64.7% 60.1% 54.9%
\lf;r?;‘rﬁ’g‘”ed 39.1% 59.6% 29.3% 48.0% 35.3% 39.9% 45.1%
Total 100.0% 100%  100.0%  100.0%  100.0%  100.0%  280.0

Source: authors’ analysis.

Table 8: Variance Composition of Earnings before Ta and Interest Margin EBITM per SIC

Division

A B C D E F&G |
Year 1.6% 0.0% 0.0% 1.9% 0.9% 1.6% 1.4%
Firm 36.8% 28.4% 18.0% 42.9% 38.7% 38.0% 50.6%
Country 0.0% 5.8% 16.2% 4.4% 9.5% 1.2% 5.9%
Industry 8.3% 0.5% 3.2% 0.3% 12.8% 0.6% 0.4%
Year * Country 21.2% 0.0% 20.3% 3.8% 3.8% 5.7% 0.0%
Year * Industry 0.0% 4.3% 0.0% 0.0% 0.0% 0.6% 0.0%
Country * Industry 0.0% 2.3% 19.2% 1.2% 7.2% 10.7% 0.6%
Model 67.9% 41.3% 76.9% 54.5% 72.8% 58.4% 58.8%
Unexplained 32.1% 58.7% 23.1% 45.5% 27.2% 41.6% 41.2%
variance
Total 100.0%  100.0%  100.0%  100.0%  100.0%  100.0% .02AO

Source: authors’ analysis.
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CONCLUSION

The main objective of this study is to understdradources of variability in firm growth rates im a
international environment. Using the technique afiance components, we determined that firm
specific and idiosyncratic factors account for thegest part of the observed variance. Firm effects
explain more than 40% of the total variance in fitmee-year compound growth rates. Coming a
distant second, country effects explain some 10%tal variance, and industry between 5% and 7%.
This variance structure is similar to that of pability of firms reviewed earlier. It is also siin to
the variance composition of return of assets antl ¥Bof the same sample. Firm effects were again
dominant and the main difference is that countgnseto matter slightly more for growth than for
financial performance.

The dominance of firm effects has important thecaétimplications for the study of growth,
strongly supporting the original approach of Pear(d®59) based on firm resources and lessening the
importance of industry and environment based ambem Furthermore, since growth is
fundamentally firm specific, it suggests that growbuld be seen as an alternative or complementary
outcome of the use of superior resources, furthieteace of business success. As mentioned before,
growth and the consequent gain in market share werebasic ideas behind the original idea of
competitive advantage. In this perspective, growtuld constitute a dynamic dimension of
competitive advantage complementing the pure rentsiancial approach currently dominant in the
RBV development. Recent work on dynamic capalsliseems to acknowledge this (Helé&tal,
2007). Resources can be used to either create wstdirs above norm returns or above the norm
growth. The expanded competitive advantage coneeptd then include these two dimensions. The
rents dimension would be a more static one whitenvn clearly dynamic, addressing some of the
criticism of RBV as being too static (Priem & Butl@001). Rents would also be more linked to value
appropriation and growth to value creation (Rug®arerbeke, 2002).

This growth variance structure also has implicatifor managerial practice and public policies. The
dominance of firm effects suggests that manageosildhconcentrate on the development of their
companies’ resources and their adaptability to eiaghvironment and the resource-based view of
strategy offers the theoretical foundation for tid® the other hand, the greater relevance of cpunt
effects, especially in industries belonging to siimns A (Agriculture, forestry and fishing) and C
(Construction) reveals a greater importance ofitisétutional fabric of the country. Public polisie
should probably not be targeted at individual inidas, since this could not be the most effectiveyw
to influence growth. Policies that would lend supgo individual companies or that would influence
the institutional structure of the country as a ketamould be more effective. This implication lintkee
subject firm growth to the work of Porter (1990) oompetitiveness of nations and the issue of
localization and clusters (Porter, 1994, 2000)yweaB as to the areas of new institutional economics
(North, 1991, 1992) and economy of development évi&i Stiglitz, 2001).

This research has several limitations. The fira anaybe the most relevant, has to do with the
attempt to operationalize the concept of growthn®&of the possible operationalizations is able to
capture the complexity of the phenomenon as rezedriby Penrose (1959). The convergent validity
obtained with two forms of operationalization mimes this limitation, but does not eliminate it.

Another limitation has to do with the database usHte nonprobabilistic nature of the sample
impairs external validity. The sample is, howerfficiently large for the results to be of intdres
even if limited to this sample. Moreover, the compa included in the database are the most relevant
ones and probably role models for others in eacintcy.

The process to define the final sample also ragame limitations for generalizability. The
elimination of outliers did not include cases ofreme growth rates, thereby limiting results to the
range of -50% to 100% annual growth rates. Furtbeemthe 10-million-dollar limit to revenue
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enabled a direct comparison to previous studiesGdhan & Porter, 1997), but excluded small
companies.

The process of accounting for inflation to compgn@wth rates in different countries also introduces
additional errors due to the choice of a specifitex. We may be introducing here a bias that may
reflect on the country effect of one of its intdraes. A possibility to be explored in future stesliis
to do more in-depth analysis in specific countriggere comparability is better.

The definition of industry is another limitationathis probably reducing the importance of this
effect. The use of the 3-digit SIC instead of th# 4-digit one, and the presence of multibusiness
firms associated to a single industry are reduaidgstry definition in the analysis. Also, consiiter
that companies active in different countries, beibbging to the same SIC, are in the same industry
may not represent the reality we wish to inter@®tindustry since, for example, there may be no
direct competition between these companies. It n@be possible to define industry in such a global
perspective.

The method of variance components is, perhapsobtie greatest limitations. Despite its extensive
use in the strategy literature in analyzing finahperformance variance, it presents serious thieafe
limitations since it assumes the observations rrdegendent and does not recognize the hierarchical
structure of data. The solution would be the dgualent of multilevel models, explored in areas such
as education, medicine and psychology and withtéidhuse in business administration (Hofmann,
1997; Misangyiet al, 2006; Raudenbush & Bryrk, 2002). Future studems explore relaxing these
limitations, extend the study to other measurep@formance as Hawawirgt al. (2003) did in
relation to profitability, and investigate specifgroups of companies, especially the Brazilian
environment.
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