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Abstract

This PhD thesis concentrates on scattering scanning near-field infrared microscopy

(s-SNIM) which utilizes the radiation from the free-electron laser (FEL) at the

Helmholtz-Zentrum Dresden-Rossendorf. The FEL is an intense, narrow-band

radiation source, tunable from the mid- to far-infrared spectral range (5 meV to

250 meV). The s-SNIM technique enables infrared microscopy and spectroscopy

with a wavelength-independent spatial resolution of about 10 nm.

The first part demonstrates the extension of s-SNIM at the FEL towards cryo-

genic temperatures as low as 5 K. To this end, we show the functionality of our

low-temperature s-SNIM apparatus on different samples such as Au, structured

Si/SiO2, as well as the multiferroic material gallium vanadium sulfide (GaV4S8).

The latter material recently attracted a lot of interest since it hosts a Néel-type

skyrmion lattice – a periodic array of spin vortices. Below T = 42 K, GaV4S8 un-

dergoes a structural phase transition and then forms ferroelectric domains, which

we can map out by low-tempererature s-SNIM. Notably, we found a strong impact

on the ferroelectric domains upon infrared irradiation, which we further utilize

to calibrate the local heat contribution of the focused infrared beam beneath the

s-SNIM probe.

The second part of this thesis contains comprehensive s-SNIM investigations of

high-quality semiconductor nanowires (NWs) grown by molecular beam epitaxy.

Such NWs are promising building blocks for fast (opto-)electronic nanodevices,

amongst others due to their high carrier mobility. We have examined highly

doped GaAs/InGaAs core/shell NWs and observed a strong and spectrally sharp

plasmonic resonance at about ~ω = 125 meV, using a continuous wave CO2 laser

for probing. If we probe the same NWs utilizing the intense, pulsed FEL radia-

tion, we observe a pronounced redshift to ~ω < 100 meV and a broading of the

plasmonic response. This nonlinear response is most likely induced by heating

of the electron gas upon irradiation by the strong FEL pulses. Our observations

open up the possibility to actively induce and observe non-equilibrium states in s-

SNIM directly by the mid-infrared beam. Beside the nonlinear effect, we prepared

and measured cross sections of both homogeneously-doped and modulation-doped

core/shell NWs.
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Zusammenfassung

Die vorliegende Dissertation befasst sich mit der streuenden, infraroten Raster-

nahfeldmikroskopie (engl. s-SNIM) in Kombination mit dem Freie-Elektronen

Laser (FEL) am Helmholtz-Zentrum Dresden-Rossendorf. Der FEL ist eine in-

tensive, schmalbandige Strahlungsquelle, welche vom mittleren bis ferninfraroten

Spektralbereich durchstimmbar ist (5 meV bis 250 meV). Die s-SNIM Technik

ermöglicht Infrarotmikroskopie- und spektroskopie mit einer wellenlängenunab-

hängigen räumlichen Auflösung von etwa 10 nm.

Der erste Ergebnisteil demonstriert die Erweiterung eines FEL-basierten s-

SNIM hinsichtlich der Möglichkeit, bei tiefen Temperaturen bis 5 K messen zu

können. So verdeutlichen wir die Funktionalität unseres Tieftemperatur-s-SNIM

anhand verschiedener Proben wie Au, strukturiertem Si/SiO2 sowie Gallium-Va-

nadium-Sulfid (GaV4S8). Das letztgenannte Material erregt momentan ein hohes

wissenschaftliches Interesse, da es sogenannte Skyrmionen des Néel-Typs – peri-

odische angeordnete Spinwirbel – enthält. GaV4S8 hat einen strukturellen Pha-

senübergang bei T = 42 K und beinhaltet bei niedrigeren Temperaturen ferroelek-

trische Domänen, die wir unter anderem mittels s-SNIM abbilden können. Hierbei

beobachten wir einen beträchtlichen Einfluss der Infrarotstrahlung auf die Domä-

nenstruktur. Dies nutzen wir, um den lokalen Hitzeeintrag der Infrarotstrahlung

lokal unter der s-SNIM Sonde zu quantifizieren.

Der zweite Teil der Ergebnisse beinhaltet s-SNIM Messungen an hochwer-

tigen Halbleiter-Nanodrähten (ND), welche mittels Molekularstrahlepitaxie ge-

wachsen wurden. Derartige ND sind, unter anderem aufgrund ihrer hohen La-

dungsträgermobilität, vielversprechende Komponenten für schnelle optoelektro-

nische Nanoelemente der Zukunft. So untersuchen wir beispielsweise hochdo-

tierte GaAs/InGaAs Kern/Schale ND, bei denen wir – unter Verwendung eines

Dauerstrich CO2 Lasers– eine spektral scharfe plasmonische Resonanz bei etwa

~ω = 125 meV beobachten. Betrachten wir selbige ND mittels intensiver, gepuls-

ter FEL-Strahlung, ist eine signifikante Rotverschiebung zu ~ω < 100 meV sowie

eine Verbreiterung der Resonanz festzustellen. Dieses nichtlineare Verhalten wird

zurückgeführt auf eine starke Erhitzung des Elektronengases unter dem Einfluss

der intensiven FEL-Pulse. Unsere Erkenntnisse zeigen dahingehend die Möglich-

keiten auf, Nichtgleichgewichtszustände im s-SNIM gezielt zu induzieren und zu
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beinflussen. Abgesehen von den Messungen der Nichtlinearität ist die Herstellung

und Charakterisierung von ND-Querschnitten – sowohl der genannten homogen

dotierten, als auch modulationsdotierten– Gegenstand des zweiten Ergebniskapi-

tels.
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1 Introduction

Already back in 1928, the Irish physicist Edward Hutchinson Synge postulated the

idea of using a tiny aperture in the vicinity of a sample to excite and collect light

while scanning the surface [1]. As a result, the spatial resolution, which is limited

by diffraction to ∼ λ/2 in conventional far-field microscopy, should be significantly

improved. The subdiffraction resolution is possible by accessing the evanescent

fields close to the surface. Synge also proposed to utilize a small colloidal particle

instead of an aperture and detect the scattered light. Albert Einstein, with whom

Synge had a correspondence on this topic, answered in his response letter that

Synges fundamental idea seems to be correct. However, Einstein considered the

specific implementation as not feasible at all [2].

Seen in this light, Synge can be considered as the forefather of near-field mi-

croscopy, even though his ideas could not be realized until many years later by the

extensive developments in the field of nanotechnology. Thus, the rapid progress

in scanning probe microscopy [3] in the 1980s contributed decisively to the re-

quirement of rastering a tiny aperture or scattering probe over a surface. Al-

though both the approach of the aperture probe and that of the scattering probe

were followed, the latter has proven to be particularly useful in the infrared and

THz spectral range. Accordingly, the method is called scattering scanning near-

field infrared microscopy (s-SNIM). The latter combines the unique possibilities

of infrared and THz spectroscopy, covering numerous fundamental excitations

of condensed matter, with a wavelength-independent spatial resolution on the

nanometer scale. Especially within the last decade, s-SNIM has established it-

self as a versatile tool for infrared nanospectroscopy (see Appendix A), essentially

contributing in various fields of research. For example, there are important con-

tributions on metamaterials[4–6], two-dimensional materials and van der Waals

heterostructures [7–10], semiconductor nanostructures [11, 12], or strongly corre-

lated materials [13].



2 1 Introduction

The s-SNIM technology is in constant evolution, among other things to be able

to observe physical processes with high temporal resolution [14, 15] or at low

temperatures [16]. The latter is of particular importance when it comes to far-

infrared or THz spectroscopy, where the photon energy approaches the thermal

energy scale ∼ kBT . Moreover, complex phase transitions in exotic material

classes such as multiferroic materials or high-temperature superconductors have to

be studied at low temperatures. Here, the nanometer spatial resolution of s-SNIM

promises great advances since the local structural changes, e. g. in the case of

phase coexistence, can be observed. Thus, the first part of this thesis demonstrates

our low-temperature s-SNIM system operating down to T = 5 K. In addition to

being used as s-SNIM, the apparatus allows the application of complementary

in situ modes such as Kelvin-probe force microscopy and piezoresponse force

microscopy. Moreover, we study the local heating impact of the infrared probe

beam beneath the metallized s-SNIM tip. As infrared sources we apply both

a tunable CO2 laser as well as the free-electron laser (FEL) at the Helmholtz-

Zentrum Dresden-Rossendorf. The FEL has the unique feature of being tunable

over a wide spectral range spanning from 5 µm to 250 µm (5 meV to 250 meV)

while providing intense, narrow-band radiation at a high repetition rate.

Such intense, pulsed FEL radiation can drive interesting non-equilibrium phe-

nomena such as the strong heating of an electron gas. The latter is demon-

strated in the second part of this thesis. Here, we find a pronounced redshift

of the plasma resonance of about 25 % in highly-doped InGaAs/GaAs core/shell

nanowires (NWs). This redshift is attributed to an associated increase in the ef-

fective mass, which can be explained by a significant increase in the temperature

of the electron gas. In our model, this causes an altered Fermi-Dirac distribution

of carriers in the nonparabolic Γ-valley of InGaAs. With this we can estimate a

maximal temperature of the electron gas of about 3900 K and an effective electric

peak field of ∼ 50 kV/cm. Hence, for the first time, we directly observe a nonlin-

ear impact of the mid-infrared probe beam in s-SNIM. In the regime of low peak

fields using a continuous wave laser, there is a sharp plasma resonance at about

125 meV, demonstrating the excellent quality of our NWs. Finally, this requires a

high charge carrier density of about 8 × 1018 cm−3 and, at the same time, a carrier

mobility of about 1000 cm2/Vs. Furthermore, we performed a s-SNIM study of

NW cross sections, fabricated by focused ion beam technique.



2 Fundamentals

This chapter includes basic experimental methods of atomic force microscopy

(AFM) and related modes such as piezoresponse force microscopy (PFM) and

Kelvin-probe force microscopy (KPFM). Moreover, a larger section is dedicated

to infrared (IR) nanospectroscopy. In particular, scattering scanning near-field

infrared microscopy (s-SNIM) that is based on AFM will be introduced both

conceptionally and from a theoretical point of view. Finally, the IR sources are

introduced on their basic principle and their most important properties.

2.1 Scanning probe techniques

The first scanning probe microscopy (SPM) technique, scanning tunneling mi-

croscopy (STM), was introduced in 1983 by Binning1 et al. [17]. In STM, the

tunnel current between a sharp metallic tip and a conductive sample surface serves

as a controlled variable. The probe raster scans the surface, while the current is

kept constant by precisely readjusting the tip-sample distance. Hence, the equipo-

tential surface of constant electron density is probed, yielding information on the

local surface topography and the local electronic configuration. Since typically

only one atom of the tip contributes to the tunnelling current, atomic resolution

can be achieved . However, STM is basically restricted to conductive samples (or

samples covered by a thin metallic layer). Only few years later, in 1986, Binning

et al. [3] introduced the similar concept of AFM that is based on the inter-atomic

forces of the tip in proximity to a surface.
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0
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Lennard-Jones potential
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Figure 2.1: Lennard-Jones potential (blue, solid line), approximately describing
the tip-sample interaction by a short-range repulsive part (red) and a
long-range attractive part (green).

2.1.1 Atomic force microscopy

The force in between two atoms that are not charged or chemically bound is

commonly approximated by the empirical Lennard-Jones (12-6) potential [18, 19]

V (r) = 4E
[(

r0

r

)12

−
(

r0

r

)6
]

, (2.1)

where r0 is the intersection with the x-axis [V (σ) = 0], E is the minimal energy,

and r is the inter-atomic distance. The r−12 term of Equation (2.1) describes

the short-range Pauli repulsion, whereas the r−6 term describes attractive longe-

range forces such as van der Waals forces. Figure 2.1 depicts the Lennard-Jones

potential according to Equation (2.1), with both the repulsive contribution (red)

and the attractive contribution (green).

An AFM probe typically consists of a cantilever having a sharp tip at one side.

A common material for such a probe is crystalline Si that can be covered by a

thin metal layer (e. g. Au or Pt) to ensure electrical conductivity. The motion

of the cantilever can be detected, for example, by a laser beam [beam-deflection

method, see Figure 2.2 (a)]. The reflected light from the top side of the cantilever

is detected by a four-segment diode, where the output voltages of each segment

is proportional to the respective intensity. Hence, an out-of-plane motion of the

1Gerd Binning and Heinrich Rohrer received the Nobel Prize for the invention of the STM in
1986.
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cantilever is described by

Doop ≡ D ∝ (U1 + U2) − (U3 + U4)
U1 + U2 + U3 + U4

, (2.2)

where Ui are the output voltages of the diode segments as depicted in Fig-

ure 2.2 (a). An in-plane displacement, i. e. a torsion of the cantilever, is recognized

by

Dip ∝ (U2 + U4) − (U1 + U3)
U1 + U2 + U3 + U4

. (2.3)

Another method to detect the motion of the cantilever is based on interfero-

metric detection [Figure 2.2 (b)]. An optical fiber is placed above the cantilever,

where one part of the beam, the reference Iref, is reflected at the fiber’s end, and

the other part Ic is reflected at the cantilever. Both beams superimpose and the

detector signal shows the proportionality

D ∝ cos

(

4π∆z

λ

)

, (2.4)

where ∆z is the displacement of the cantilever with respect to the fiber’s end and λ

is the wavelength of the light. When the wavelength is known, the displacement

can be measured directly without further calibration (within the unambiguous

range). Any in-plane motion of the cantilever, however, can not be detected by

the interferometric method.

The simplest way to control the tip-sample distance and hence measure the

topography is the contact mode, where the tip is kept in the repulsive regime of

Figure 2.1. This is achieved by setting a fixed value of D = Dsp as set point (SP)

and approaching the sample. If the tip feels the repulsive force of the surface,

the cantilever bends until Dsp is reached. Subsequently, a proportional-integral

(PI) control loop ensures a constant D by readjusting the z displacement of the

scanner. The latter is able to move the sample beneath the tip in all three dimen-

sions with a sub-nanometer precision (see Figure 2.2), e. g. by using piezoelectric

actuators. Hence, by scanning the lateral orientations x and y, a topographic

map z(x, y) is recorded with a lateral resolution in the range of the tip apex

(∼ 25 nm) and a sub-nanometer z resolution (limited by the overall electrical and

mechanical AFM stability). A disadvantage of the contact mode is that damage
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(a) beam-deflection method

cantilever

sample

controller

scanner

controller

1 2

3 4

4 segment

diode

(b) interferometric method

sample

scanner

fiber

Figure 2.2: (a) Schematic drawing of the beam-deflection method for the detection
of the cantilever’s motion. Both out-of-plane and in-plane components
can be detected. (b) Interferometric method, which only detects the
out-of-plane displacement of the cantilever.

either to the tip or the sample during a scan can occur easily, since instant oper-

ation in the repulsive regime is necessary. Thus, the tip may also spatially move

small objects or particles that are only weakly bound to the surface. Another

disadvantage is the higher probability of cantilever torsion at sharp edges that

can lead to artifacts (even though the in-plane component can be measured in

the case of the beam-deflection method). In this thesis, contact-mode AFM is

exclusively applied to perform PFM measurements, which is explained later (see

Section 2.1.2).

An alternative way to control the tip-sample distance is the so-called tapping

mode. Here, the cantilever is excited resonantly at its mechanical resonance fre-

quency Ω. In the experiment, this frequency is typically about 5 kHz to 500 kHz,

which mainly depends on the stiffness and geometry of the cantilever. The me-

chanical amplitude A and phase Φ of the modulated deflection signal D(Ω) gets

demodulated by a lock-in amplifier. In contrast to the contact mode, now the

amplitude A serves as control parameter for the PI controller. Accordingly, a SP

A = Asp smaller than the free oscillation amplitude is chosen. A slight shift of the

cantilever’s frequency due to the approaching sample leads to a large decrease of

A, as depicted in Figure 2.3. Typically, the amplitude in contact is chosen to be

10 nm to 100 nm, which is about 80 % of the respective free amplitude. The PI
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Figure 2.3: Typical amplitude resonance curve of a cantilever (Lorentzian shape)
with its free resonance frequency Ω and free resonance amplitude A0.
The interaction with an approaching sample (red) shifts the resonance
frequency and hence reduces the amplitude to A1 at Ω. For tapping
mode, the oscillation amplitude at a fixed excitation frequency is the
guide value for the AFM control loop.

controller corrects the z value of the scanner to keep A constant, similar to D for

the contact mode. The advantage of the tapping mode is that a direct contact

of the tip to the sample is limited to a much shorter time period and, hence, the

damage probability, both for sample and tip, is reduced. Moreover, the impact

of cantilever torsion is less critical compared to the contact mode. In addition to

the amplitude, a mechanical phase Φ is recorded simultaneously. This phase also

contains useful information about the sample as it is sensitive to the damping of

the tip oscillation [20]. The interpretation of Φ may, however, be difficult since

different physical origins can cause the same phase contrast.

A partially charged surface can add an additional (long-range) electrostatic

repulsive force to the Lennard-Jones potential. Subsequently, the tip cannot

approach the surface anymore. In this case, an additional bias voltage for com-

pensation between tip and sample has to be applied, which can be controlled by

KPFM (see Section 2.1.3). Furthermore, within this thesis, the tapping mode is

applied for all nanospectroscopic measurements since the tip oscillation also mod-

ulates the scattered infrared radiation and thus enables a beneficial demodulation

technique (see Section 2.2.2).
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2.1.2 Piezoresponse force microscopy

PFM is an electrical AFM mode that can be applied in contact mode operation

with an conductive, i. e. metallized, tip [21, 22]. PFM is commonly used to map

ferroelectric domains at the surface of bulk or thin film materials.

In the PFM mode, an AC bias voltage with a frequency fPFM is applied between

the tip and the back contact of an insulating sample:

UPFM = U0 cos(2πfPFMt) . (2.5)

The applied bias amplitude U0 depends strongly on the thickness of the investi-

gated sample (∼ mV for thin films, ∼ V for bulk) at a frequency fPFM of 1 kHz

to 50 kHz for non-resonant excitation2.

Piezoelectric samples (such as ferroelectric materials like barium titanate), show

a deformation of the crystal lattice in presence of an external electric field due to

the inverse piezoelectric effect. The strain ~X induced by the electric field ~E can

be described by

Xi =
3∑

k=1

dkiEk : i = 1, ..., 6 , (2.6)

where d is the piezoelectric tensor.

The modulation due to the inverse piezoelectric effect subsequently induces a

modulation of the cantilever displacement D, which can be analyzed by a lock-in

amplifier at the excitation frequency fPFM. Hence, an amplitude APFM and phase

ΦPFM are recorded during an AFM scan (in situ to the topgraphy). This can be

used to map ferroelectric domains, i. e. areas with differently oriented and/or dif-

ferently strong permanent electric polarizations. If the in-plane component of the

cantilever is detectable, it is also possible to measure in-plane components of the

piezoelectric tensor to achieve a more comprehensive view for the reconstruction

of the domain pattern [23].

2The coupled tip-sample system typically has a mechanical resonance at a certain frequency,
which can be used to enhance the PFM signal. However, this complicates the interpretation
since, for example, phase jumps may occur.
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2.1.3 Kelvin-probe force microscopy

KPFM is an electrical AFM mode that can be used to map the local surface

potential or work function between the sample surface and the (conductive) AFM

probe [24–26]. As a side effect, KPFM can compensate electrostatic repulsion at

the sample surface that can occur due to induced charges (e. g. by pyroelectricity).

For KPFM, a bias voltage with both an AC part UAC and a DC part UDC

is applied. In this case, the potential difference between tip and sample can be

expressed by

U = (UDC − UCPD) + UAC cos(2πfKPFMt) , (2.7)

where UCPD is the (unknown) contact-potential difference.

The applied field induces an additional force to the tip that can be approxi-

mated by the force of an electrical capacitor:

F =
1
2

∂C

∂z
U2 , (2.8)

where C is the effective capacitance, z is the tip-sample distance, and U is the

electric-potential difference between the tip and the sample. By substituting

the voltage of Equation (2.7) into Equation (2.8), it follows that only one term

depends directly on the excitation frequency fKPFM:

FfKPFM
∝ 2UAC(UDC − UCPD) cos(2πfKPFMt) . (2.9)

Accordingly, the contact potential can be determined by applying an equal DC

voltage that minimizes the fKPFM-modulated component. In practice, this is

achieved by detecting the cantilever modulation at fKPFM by an additional lock-

in amplifier. The phase between excitation and detected modulation should be

adjusted in such a way that the pure cosine (or sine) part3 is detected by the

lock-in amplifier. This value, XKPFM, becomes zero for UDC = UCPD. Since UCP D

is typically not constant while scanning, a feedback loop is applied that minimizes

XKPFM.

3Taking into account Euler’s equations, X = Re(z) = A cos φ and Y = Im(z) = A sin φ, where
A is the amplitude and φ is the phase of the lock-in amplifier, respectively.
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2.2 Infrared nanospectroscopy

Infrared nanospectroscopy, in the sense of scattering scanning near-field infrared

microscopy (s-SNIM), enables imaging and spectroscopy of surfaces4 at the nanome-

ter scale, far beyond the classical diffraction limit [33]. In this section, the concept

of s-SNIM is introduced both as experimental concept and by an analytic the-

oretical approach. Generally, s-SNIM is an AFM-based technique providing a

wavelength-independent spatial resolution in the order of the AFM tip’s apex

diameter, i. e. about 10 nm to 50 nm.

2.2.1 The diffraction limit

Classical optical microscopy is basically limited in its resolution by the wave

nature of light, i. e. by diffraction. The most famous expression of the resolution

limit in classical optical microscopy has been formulated by Ernst Abbe in 1873

[34]:

xmin =
λ

2n sin(δ)
≈ λ

2
, (2.10)

where xmin is the minimal observable (lateral) distance between two lines of a

grating, λ is the wavelength, n is the refractive index of the immersion medium,

and δ is half of the opening angle of the objective (see Figure 2.4). Equation (2.10)

is strictly valid for an optical microscope with condenser, otherwise the factor 2

in the denominator is omitted.

Even though other expressions of the resolution limit exist, such as the Rayleigh

criterion [35] or the full width at half maximum (FWHM) of the point spread func-

tion [36], the wavelength dependence marks a fundamental limitation of classical

microscopy. This becomes particularly clear for the wavelength range of infrared

and THz radiation, which spans about 1 µm to 300 µm. Alternative concepts of

microscopy can achieve sub diffraction resolution. They are referred to as super-

resolution techniques based on confocal optical microscopy, such as stimulated

emission depletion (STED) microscopy [37, 38]. However, STED probes light via

fluorescence and thus requires fluorescent markers in the sample.

4Also buried structures beneath the surface can be observed down to a depth of several 10 nm,
depending on the material properties [27–32].
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objectivegratingcondenser

Figure 2.4: Simplified beam path of a classical optical microsope with objective
and condensor.

2.2.2 Scattering scanning near-field infrared microscopy

Figure 2.5 shows the two common concepts of scanning near-field optical/infrared

microscopy. Historically, the first approach was to utilize a sub-wavelength aper-

ture that is significantly smaller than the wavelength, scanning the sample in

proximity to the surface. Accordingly, this technique is called aperture scanning

near-field optical microscopy (a-SNOM) and yields different possibilities of illumi-

nation and collection of light [see Figure 2.5 (a)]. In practice, aperture tips consist

of silicon or glass and are covered by a thin metal layer with an about 100 nm

wide opening at the tip’s end. The spatial resolution is then given by the size of

the aperture, which beats the diffraction limit. The main drawback of a-SNOM is

that the transmitted intensity through the aperture is reduced by orders of mag-

nitude, when the aperture is smaller than λ/2 [39]. This prevents the effective

use of a-SNOM in combination with mid-infrared or even THz radiation.

Alternatively, scattering scattering scanning near-field optical microscopy (s-

SNOM) [33, 40, 41] is based on a conventional (metallized) AFM tip in proximity

to the sample that is illuminated from the side [see Figure 2.5 (b)] . The backscat-

tered light from the tip-sample system is collected and recorded during the AFM

scan. In contrast to a-SNOM, there is no wavelength-dependent cut-off for the

laser intensity. The spatial resolution in s-SNOM mainly depends on the effec-

tive size of the scatterer, i. e. the apex diameter of the AFM tip, and is, most

importantly, wavelength independent. To emphasize that we work exclusively in

the infrared wavelength range the term s-SNIM5 will be used in the following.

While a-SNOM is conceptually closer to classical optical microscopy, contrast

5In fact, s-SNIM and s-SNOM describe exactly the same principle.
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Figure 2.5: The two main concepts of SPM-based microscopy: (a) aperture scan-
ning near-field optical microscopy (a-SNOM) and (b) scattering scat-
tering scanning near-field optical microscopy (s-SNOM)

generation and therefore the evaluation of s-SNIM images and spectra is more

complex, as we will discuss in the following chapter. Nevertheless, only s-SNIM

enables a truly wavelength-independent operation on the nanometer scale. For

instance, a spatial resolution of about λ/4600 at λ = 230 µm (~ω = 5.4 meV) can

be achieved [42]. S-SNIM is typically based on AFM using a conventional met-

allized tip. Hence, different kinds of complementary techniques, such as KPFM

or PFM, can be applied at the same sample position. Thus, in addition to the

actual s-SNIM measurement, comprehensive information about the topography,

the surface potential, or the ferroelectric domain structure can be obtained.

2.2.3 Point-dipole model

The point-dipole model (PDM) has been introduced to describe s-SNIM by Knoll

and Keilmann in 2000 [40] and provides an analytic approach to the contrast

formation in s-SNIM. In the PDM, the probe is approximated by a homogeneous,

isotropic sphere with the radius a at a distance z to the sample surface (see

Figure 2.6). The sphere should be much smaller than the wavelength and any

motion of the sphere much slower than the frequency of the radiation. Hence, the

electrostatic limit can be assumed and the scattering of the sphere can be treated

in the Rayleigh limit of Mie theory.

An external applied electric field ~E0 induces a electric polarization of the probe

(in air/vacuum) with a dipole moment
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(a) p-polarisation (b) s-polarisation 

sample

probe

surface

Figure 2.6: Geometry of probe dipole ~p and image dipole ~p ′ used in the PDM for
(a) p-polarized electric field (⊥, perpendicular to the surface) and (b)
s-polarized electric field (‖, parallel to the surface).

~p = ε0α ~E0 , (2.11)

where ε0 is the vacuum permittivity and α is the probe polarizability. The latter

is expressed by

α = 4πa3 εp − 1
εp + 2

, (2.12)

where εp = ε′
p + iε′′

p is the probe permittivity. Equation (2.12) contains the so-

called Fröhlich resonance for ε′
p = −2 and ε′′

p ≪ 1 [43]. For a metal probe,

where ε′
p gains a negative value in the IR, i. e. ε′

p ≪ −1, Equation (2.12) can be

approximated by α ≈ 4πa3. Generally, the electric field of a point dipole with a

dipole moment ~p is described by [44]

~Edipole(~r) =
1

4πε0

(

3
~p · ~r

r5
~r − 1

r3
~p

)

, (2.13)

where ~r = ~0 is the point-dipole origin. In the following, to simplify the further

derivation, we consider the field along the z-direction through the center of the

sphere. The electric field perpendicular to the surface [see Figure 2.6 (a)] hence is

E~ez =
p

2πε0r3
~ez . (2.14)

If the sphere approaches the surface of a sample, the dipole field changes. The
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field distribution of the point dipole in proximity to a surface can be treated by

introducing an image dipole p′ = βp in the sample at the distance 2r with respect

to the probe dipole with

β =
εs − 1
εs + 1

, (2.15)

where εs = ε′
s + iε′′

s is the sample permittivity. Equation (2.15), i. e. β, is also

called sample response function. The field of the induced image dipole at the

distance 2r modifies the probe’s dipole moment to

p = ε0α

[

E0 +
p′

2πε0(2r)3

]

(2.16)

= ε0αE0 +
αβp

16πr3
. (2.17)

By solving the latter for p we get:

p =
α

1 − αβ
16πr3

ε0E0 . (2.18)

In the far field, where the signal is detected and the distance between dipole and

image dipole is negligible, a superposition of dipole and image dipole fields yields

the effective total polarization

ptot = p + p′ = (1 + β)p = ε0α
effE0 . (2.19)

Hence, an effective polarizability for p-polarization [⊥, Figure 2.6 (a)] of the cou-

pled probe-sample system can be deduced by considering Equation (2.18):

αeff
⊥ =

α(1 + β)
1 − αβ

16π(a+z)3

, (2.20)

where a is the probe (sphere) radius and z is the distance from the surface to the

sphere (see Figure 2.6).

For s-polarization, where the electric field E0 is oriented parallel to the surface

[‖, Figure 2.6 (b)], the image dipole |~p|′ = −β|~p| is oriented opposite to the probe

dipole. According to Equation (2.13), the electric field of the probe dipole is now
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E~ex = − p

4πε0r3
~ex . (2.21)

Following the same steps as for p-polarization, the effective polarizability for s-

polarization is then given by:

αeff
‖ =

α(1 − β)
1 − αβ

32π(a+z)3

. (2.22)

The scattering cross section Csca and the absorption cross section Cabs of the

coupled probe-sample system can be deduced by applying Mie theory [45] in the

Rayleigh limit, i. e. assuming the probe is much smaller than the wavelength

(a ≪ λ) [40, 46, 47]:

σsca =
k4

6π
|αeff|2 (2.23)

σabs = kIm(αeff) , (2.24)

where αeff is the effective polarizability for p-polarization (2.20) or s-polarisation

(2.22), respectively. Note that in a realistic scenario the light is neither purely

s- nor p-polarized, but contains contributions of both due to the oblique angle

of incidence. Since we usually measure with (mostly) p-polarized light, we only

consider the polarizability αeff
⊥ in the following.

Figure 2.7 demonstrates how the resonance of the effective polarizability αeff
⊥

behaves qualitatively. Here, we simplify the probe polarizability as given by

Equation (2.12) to α ≈ 4πa3, i. e. we assume a nonresonant probe. Generally, the

dipole model predicts a resonance of αeff
⊥ for a slightly negative real part of the

sample permittivity of about ε′
s ∈ (−3, −1). As depicted in Figures 2.7 (a) and

(b), for an increasing imaginary part ε′′
s the resonance width broadens and the

maximum value Max(αeff
⊥ ) [red curve in Figure 2.7 (b)] strongly decreases. Also

the position of the maximum ε′
s,max [blue curve in Figure 2.7 (b)] shifts towards

lower values. A more realistic case, where both ε′
s and ε′′

s change at the same

time, depending on a physical model, will be discussed later (see Section 2.2.5).

Furthermore, the resonance is sensitive to the probe-sample distance z [48], as

illustrated in Figures 2.7 (c) and (d). For a fixed ε′′
s , the maximum value Max(αeff

⊥ )
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Figure 2.7: Resonance behavior of the effective polarizability αeff
⊥ based on Equa-

tion (2.20): (a) Sample resonance for different imaginary parts of the
permittivity ε′′ at a fixed probe-sample distance (z = 0). (b) Max-
imum values Max(|αeff

⊥ |) and their positions ε′
s,max according to (a).

(c) Sample resonance for different tip-sample distances z at a fixed ε′′.
(d) Max(|αeff

⊥ |) and ε′
s,max according to (c). (e) Map of the resonance

for a fixed ε′′.
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decreases rapidly, whereas the maximum position ε′
s,max increases and asymptot-

ically approaches −1. The map in Figure 2.7 (e) again emphasizes the resonance

behavior depending both on ε′
s and z. In particular, it becomes clear that the

signal does not automatically have to be largest at the smallest distance. Such

maps can be measured experimentally, for example by retracting the tip from the

surface and varying the photon energy (and thus εs). This results – in combi-

nation with the higher harmonic demodulation technique (see Section 2.2.5) – in

so-called lobes within the retract maps for strong sample resonances (e. g. phonon

resonances [49]), which demonstrates the accuracy of the PDM.

The PDM has been applied successfully in various studies [33, 50–53] to explain

experimental s-SNIM results. In addition to the PDM, extended or alternative

models have been developed for specific cases or a more realistic description, for

example:

• The finite-dipole model [54] is an alternative analytic approach, where

the point dipole is replaced by a finite dipole consisting of point charges.

This approximation fits better to the real probe shape, which is highly

anisotropic, i. e. elongated along the z axis. Hence, the finite dipole model

yields a higher precision in predicting the quantitative behavior of s-SNIM.

On the other hand, the resulting effective polarizability is much less intu-

itive and contains additional empirical parameters, although it shows the

same qualitative results as the PDM.

• The sample permittivity εs in Equation (2.15) is assumed to be isotropic.

An extension of the PDM towards anisotropic permittivities is introduced

in [47]. This model becomes important to explain and quantify the contrast

of optically anisotropic materials, for example ferroelectric domains excited

resonantly at their reststrahlenband [55].

2.2.4 Signal detection

In s-SNIM, part of the backscattered intensity I from the tip gets detected in

the far field regime. Since the PDM does not contain the angular distribution

of the scattered light and the probe is, realistically, an elongated antenna-like

conductor, the exact scattered intensity cannot be deduced within this simple
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analytic frame. Hence, it is necessary to perform s-SNIM measurements with

respect to a reference (for example Au) with a well known permittivity in order

to predict or interpret s-SNIM data.

The detected intensity I contains both background contributions Ebg = Ebg,0eiφbg

from the cantilever and scattering particles close to the probe, as well as the ac-

tual scattered contribution Esca ∝ αeffE0 ≡ |αeff |eiφscaE0 (E0 ∈ R) described by

the PDM, as depicted in Figure 2.8. The intensity measured in the far field by

the detector is then:

I ∝ |E|2 = |Ebg + Esca|2

∝ |αeff|2E2
0 + E2

bg,0 + 2E0Ebg,0|αeff| cos(φbg − φsca) . (2.25)

Since the background signal is assumed to be much stronger than the scattered

signal from the probe-sample system, i. e.

|αeff|2E2
0 ≪ 2E0Ebg,0|αeff| , (2.26)

the first term in (2.25) can be neglected. The second term should be large,

but gets canceled out by the demodulation technique, which is described in the

next section. Hence, the third term dominates the measured intensity, which has

mainly two consequences:

• The measured detector signal contains both amplitude |αeff| and phase φsca

of the tip-sample dipole interaction. The exact contributions of both are,

however indistinguishable and can lead to difficulties in the data interpre-

tation.

• The background field amplitude Ebg,0 and phase φbg are generally unknown.

In particular phase variations due to scattering objects on the surface may

have a strong impact on the signal and can lead, for instance, to strong

interference patterns.

The aforementioned way of signal detection is commonly referred to as non-

interferometric or self-homodyne detection [56]. In order to extract both optical

amplitude and phase information it is common to use a setup based on a Michelson
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sample

cantilever

Figure 2.8: Possible background scattering contributions Ebg and the field scat-
tered from the probe-sample system Esca, containing the near-field
information.

interferometer, where one arm is the s-SNIM path and the other arm is modulated

in a controlled fashion. This detection scheme is referred to as pseudo-heterodyne

detection [57]. The latter, however, requires a extremely stable (usually contin-

uous wave) laser. Thus, an implementation of pseudo-heterodyne detection in

combination with a free-electron laser (FEL) has not been achieved yet.

2.2.5 Higher harmonic demodulation and contrast

Since the scattered near-field contribution is typically much smaller than the

background, a technique to suppress the latter contribution is required. This is

achieved practically by a periodic modulation of the probe-sample distance

z(t) = z0 + A[1 + cos(2πΩt)] , (2.27)

where z0 is the minimal distance, A is the oscillation amplitude, and Ω is the

frequency. Since the scattered electric field rapidly varies with increasing tip-

sample distance z in a nonlinear fashion, the modulated scattered signal is not

purely harmonic but contains higher order frequencies nΩ, n ∈ N of the probe

oscillation.

These higher orders can be calculated numerically by deducing the nth-harmonic

Fourier component of I:
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In ∝
∫ 1/Ω

0
dtIdete−2πinΩt

∝
∫ 1/Ω

0
dt|αeff| cos(φbg − φsca) cos(2πnΩt) , (2.28)

This so-called higher harmonic demodulation technique can be applied easily in

the experiment by using tapping-mode AFM (see Section 2.1.1) and a lock-in

amplifier for the optical signal detection. The demodulation helps to efficiently

extract the near-field contribution from the total signal, since the far-field con-

tribution typically behaves linear at small tip-sample distance [40, 47]. Note,

however, that the detector signal is in general a complicated interference of the

background with the scattered near-field signal, as explained in the previous Sec-

tion 2.2.4. Thus, also the higher harmonic signals InΩ may contain unwanted

background contributions, for example the background phase Φbg.

Finally, to compare the spectral response or evaluate the contrast of an s-SNIM

image, we have to relate the signals to a reference with a well-known permittivity

yielding the signal snΩ,ref . Deviding both signals eliminates all unknown prefactors

and defines the contrast to

snΩ

snΩ,ref

=
|InΩ|

|InΩ,ref |
, (2.29)

where snΩ is the nth harmonic demodulated s-SNIM signal and InΩ/InΩ,ref are

the nth Fourier components of sample and reference, respectively, according to

Equation (2.28).

Figure 2.9 exemplarely shows the spectral contrasts according to two common

analytic models, which describe the frequency dependence of the infrared permit-

tivity. The model applied in Figure 2.9 (a) is the Drude model and is described

by

εs(ω) = εoptic



1 − ω2
pl

ω2 + iωγ



 , (2.30)

where εoptic is the high-frequency permittivity, ωpl is the plasma frequency and γ

is the damping factor. The Drude model is commonly used to describe the optical



2.2 Infrared nanospectroscopy 21

5

0

-5

-10

-15

(a) Drude response

80 90 100 110 120 130 140 150

2

4

6

8

10

12

0

(b) Lorentz response

50

200

150

100

0

-50

-100

5

10

15

20

0
80 90 100 110 120 130 140 150

116 122

zoom
2

-8

0

30

~
m

a
x
.

~
m

a
x
.

~
m

a
x
.

25

30

Figure 2.9: Exemplary resonances of the sample permittivity εs and simulated
higher harmonic signals sΩ according to Equation (2.28) for: (a) A
sample permittivity εs according to the Drude model (free carrier re-
sponse). (b) A permittivity εs according to the Lorentz model (phonon
response).
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and infrared response of free charge carriers in metals or (doped) semiconductors

(see Section 4.2.1). Figure 2.9 (a) shows both the real part ε′
s (blue) and imaginary

part ε′′
s (red) for εoptic = 11.5, ωpl = 127 meV, and γ = 17 meV. For γ ≪ ωpl,

the zero crossing of the real part εs = 0 is close to ω = ωpl. However, the

maximum of all demodulation orders snΩ, n = 1, 2, 3 is at significantly lower

photon energies, here for example at about ω = 110 meV according to the s-

SNIM resonance conditions discussed in Section 2.2.3. The s-SNIM resonance is,

in our example, spectrally broad due to the relatively large imaginary part ε′′
s > 1.

Another characteristic in this case is that snΩ is significantly larger for ω ≪ ωpl

than for ω ≫ ωpl (similar to the reflectivity in the far field). The small dip at

ω ≈ 125 meV results from the phase contribution, which is mixed in the signal

according to Equation (2.25). For instance, the dip does not appear if we only

consider |αeff |2. In fact, this demonstrates the uncertainty in non-interferometric

detection induced by the unknown background phase Φbg.

Figure 2.9 (b) shows another example of a common model for the infrared per-

mittivity, the Lorentz model with

εs = εoptic − (εstatic − εoptic)ω2
TO

ω2 − ω2
TO + iωγ

, (2.31)

where εstatic is the low frequency permittivity, ωTO is the transversal optical

(TO) phonon frequency, and γ is the (phonon) damping (for details see again

Section 4.2.1). Here, the parameters are set to εoptic = 11.5, εstatic = 13.7,

ωTO = 110 meV, and γ = 1 meV. The real part ε′
s has two zero crossings: one at

the maximum of the distinct peak of ε′′
s and another at a higher phonon energy

of ω ∼ 120 meV. The sharp maximum of the demodulated signal snΩ is close to

the latter since here εs fulfills the resonance condition, i. e. a slightly negative ε′
s

and a small ε′′
s < 1. Similar to the case of Figure 2.9 (a), the resonance shows a

second peak as depicted by the zoom inset.

2.2.6 Advantages and limitations of s-SNIM

s-SNIM has established itself as a versatile tool for infrared microscopy and in-

frared spectroscopy on the nanometer scale. However, some limitation and issues

that can cause artifacts in or misinterpretation of the s-SNIM data, should be
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kept in mind:

− s-SNIM requires a highly stable, low-noise light source that operates either

in cw or high repetition rate pulsed mode,

− low signal and contrast for non-resonant excitation, in particular if ε′ is

between 1 and 10,

− contrast interpretation is usually not straightforward, i. e. the s-SNIM

results cannot be compared directly to (far-field) transmission or reflection

spectra without further techniques or data analysis,

− prone to artifacts due to parasitic background radiation; in particular, but

not only in non-interferometric detection.

Finally, the clear benefits of the s-SNIM technique are listed below:

+ Wavelength-independent spatial resolution of typically 10 nm to 50 nm [40,

41],

+ buried structures may still be detectable to a certain degree (subsurface

imaging, see for example references [27–32]), so-called superlenses enable

even larger depth sensitivity at high spatial resolution [4, 5, 58–60],

+ complementary AFM techniques can be applied in situ (such as tapping-

mode topography and KPFM) or sequentially (such as PFM) [61],

+ possible implementation of low-temperature conditions [10, 13, 16, 61, 62],

time-resolved studies [14, 15, 63, 64] , etc.,

+ noninvasive and contactless probing, no need for special marker or conduc-

tive layers.
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2.3 Infrared light sources

Almost all6 s-SNIM measurements presented within this thesis are either per-

formed with a CO2 laser or a free-electron laser (FEL), which are both described

in the following.

2.3.1 Carbon dioxide laser

The CO2 laser is a narrow-band, continuous wave (cw) infrared source, tun-

able in the spectral range of 109 meV to 130 meV (9.6 µm to 11.4 µm, 877 cm−1

to 1040 cm−1, 26 THz to 31 THz). However, there are gaps from 112.7 meV to

113.7 meV, 117 meV to 121.6 meV, and 125.2 meV to 126.5 meV, where no radia-

tion is emitted.

The laser is based on the vibrational-rotational levels of the CO2 molecule with

an energy

E = Evib(ν1, ν2, ν3) + Erot(J) , (2.32)

where Evib is the vibrational energy and Erot is the rotational energy [65] with the

rotational quantum number J . The vibrational energy is given by

Evib =
3∑

i=1

(

vi +
1
2

)

hνi , (2.33)

where vi = 0, 1, 2, ... : ∀i are the vibrational quantum numbers, frequency ν1

corresponds to the symmetric valence vibration (stretch), ν2 to the bending vi-

bration, and ν3 to the antisymmetric valence vibration [Figure 2.10 (a)]. States

with the particular quantum number v1,v2, and v3 are denoted as v1v2v3 states.

The water-cooled laser with a cavity length of about 1 m contains a gas mixture

of CO2, N2, and He. First, the electron impact by gas discharge excites a long-

living vibrational motion of the N2 molecules [see Figure 2.10 (b)]. Collision and

energy transfer of the excited N2 molecules with the non-excited CO2 molecules

leads to a population of the CO2 001 state, which has a very long lifetime of

about 4 s. Subsequently, spontaneous emission of radiation to the 100 or 020

states occurs, corresponding to 117 meV or 129 meV, respectively. Transitions

6Except for the external measurements in Section 4.4.2 that utilized a tunable MIR QCL.
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Figure 2.10: (a) Vibrational degrees of freedom of N2 and CO2 molecules. (b)
Energy level scheme for a CO2 laser. (adapted from [65])

between different types of vibrations are allowed due to the anharmonicity of the

vibrations. Eventually, the CO2 molecules are in a lower excited state 010 and

relax to their ground state after collision with cold He atoms.

Beside the vibrational transition, the rotational energy changes with the selec-

tion rule ∆J = ±1 and additional rules for allowed states (for details see [65,

pp. 270 sqq.]). Both vibrational and rotational states result in four branches (two

each around the two main frequencies) with combs that include sharp spectral

lines with line separations of about 0.25 meV. The linewidth is, for a low pressure

of the gas mixture of less than 5 mbar, determined by Doppler broadening of the

vibrational-rotational lines and in the order of 10−6.

To precisely select the emitted photon energy in the range of the allowed ra-

diative transitions, the laser cavity contains a movable grating. The angle of the

grating and hence the photon energy ~ω is adjusted by a micrometer screw at the

CO2 laser. Furthermore, an active control loop of the cavity is included to ensure

a high power stability of the laser by compensating thermal drift. The output

power of the laser strongly depends on the selected wavelength and can reach sev-

eral W. Since s-SNIM only requires laser powers in the order of 10 mW, the laser

output is attenuated drastically by step attenuators. The emitted infrared radi-

ation is linearly (p-)polarized and shows a well defined, Gaussian-shaped TEM00

mode.
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2.3.2 Free-electron laser

The FEL at the HZDR is part of the electron linear accelerator with high brilliance

and low emittance (ELBE), and thus the FEL facility is also commonly referred

to as FELBE. In fact, the latter consists out of two FELs that are sources of

intense, narrow-band infrared radiation, both together covering the spectral range

of 5 meV to 250 meV (5 µm to 250 µm, 40 cm−1 to 2000 cm−1, 1.2 THz to 60 THz).

ELBE provides highly-relativistic electron bunches with a kinetic energy of

5 MeV to 40 MeV and a maximal bunch charge of about 200 pC (using a super-

conducting photoelectron source). ELBE supports both a macro-pulse mode and

a quasi-continuous mode with a repetition rate of typically 13 MHz. The latter

mode is applied for all FEL-based s-SNIM measurements because it enables a rea-

sonably short integration time (∼ 30 ms) for the higher-harmonic demodulation

technique (see Section 2.2.5), which is beneficial for s-SNIM imaging.

In an FEL, the relativistic electron bunches are directed into a periodic mag-

netic field of alternating direction, the so-called undulator, forcing them into a

wiggling motion due to the Lorentz force (see Figure 2.11). Subsequently, the

radially accelerated electrons emit electromagnetic radiation. The coherent am-

plification of the light field additionally requires a mirror cavity. The length lc of

the latter is chosen to match to the repetition rate frep = 13 MHz of the electron

bunches, i. e. the infrared pulse should overlap with the next electron bunch after

one round trip in the cavity. The interaction between the radiation field and the

electron bunch via the ponderomotive force leads to the so-called microbunch-

ing [66]. Since the magnetic field of the light wave adds an additional Lorentz

force to the electrons, which depends on the relative phase between electrons and

the radiation, the electron bunch splits into compressed micro bunches. This

effect ultimately explains the phase matching and the coherence of the emitted

radiation.

FELBE actually consists of two FELs that contain different undulators, de-

signed to cover two adjacent spectral regions: the so-called U37 for wavelengths

from 5 µm to 40 µm (31 meV to 248 meV) and the U100 for 18 µm to 250 µm (5 meV

to 69 meV). The names of the undulators indicate the undulator periods (i. e. the

periods of the magnetic field) of 37 mm and 100 mm. The wide spectral overlap

between the undulators is intended not only to prevent a gap but rather prevent
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Figure 2.11: Schematic drawing of the FEL. The FEL emitts narrow-band, pulsed
infrared radiation with a repetition rate of 13 MHz (77 ns between
pulses) with a typical pulse duration of a few ps.

an operation at the edge of the designed undulator parameters.

A small portion of the infrared radiation is coupled out by an aperture in one

of the cavity mirrors. For s-SNIM measurements, the smallest aperture (e. g.

1.5 mm for U37) is preferred, since it results in the most well-defined spatial

beam shape while the reduced power is still sufficient for s-SNIM. The decoupled

radiation is guided to the diagnostic laboratory via an underground barrier. Here,

a power meter monitors the average laser power (typically in the order of 10 W)

and a grating spectrometer measures the spectral distribution (the bandwidth is

typically about 1%). From the diagnostic laboratory, the beam is further guided

to the s-SNIM laboratory via a N2-filled pipe system.

Photon energy: gap scan

The wavelength of the emitted FEL radiation mainly depends on the electron

energy and the geometry of the undulator and is given by [67]

λ =
λu

2γ2

(

1 +
K2

2

)

, (2.34)

where λu is the undulator period, γ = (1 − v2
e /c2)−1/2 is the relativistic Lorentz

factor, and K is the dimensionless undulator parameter. The latter is calculated

as

K =
eB0λu

2πmec
, (2.35)
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Figure 2.12: (a) FEL spectra for different undulator gap distances du using the
U37 and a constant electron beam energy of Ee = 28 MeV. (b)
Extracted central energies ~ωc and spectral bandwidths ∆ω/ωc [%]
(FWHM).

where e is the elementary charge, B0 is the magnetic field strength, and me is the

electron rest mass.

According to Equation (2.34) the wavelength λ (or photon energy Ep = hc/λ)

can be tuned by the speed ve of the relativistic electrons. In practice, the accel-

erator energy will be set by the ELBE operators to roughly match the desired

photon energy with one of the undulators. Furthermore, the wavelength can be

modified precisely over a smaller range by changing the undulator parameter K,

i. e. via the magnetic field strength B0.

This is practically achieved by varying the gap size within the undulator du

(so-called gap scan). An exemplary gap scan is depicted in Figure 2.12 (a) that

shows measured U37 FEL spectra for various gaps du at a fixed electron beam

energy of Ee = 28 MeV. The narrow-band photon energy can be tuned over (at

least) one octave from about 65 meV to 130 meV, as depicted by the blue points in

Figure 2.12 (b). The photon energy scales nearly linear with du for the given range,

as indicated by the fitted blue line. At the same time, the FWHM bandwidth

∆ω/ωc (red points) is in the order of 0.5 % to 1 % and tends to increase towards

a more narrow gap, i. e. lower photon energies.

Beside the gap scan, it is also possible to precisely vary the cavity length, which

is denoted as cavity detuning. The latter impacts not only the total emitted

power but, moreover, the bandwidth and thus the peak intensity. Since the
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emitted pulses can be considered as Fourier limited with an Gaussian envelope, the

bandwidth scales inversely to the pulse duration. In our s-SNIM measurements

we integrate over much longer time scales than the typical pulse duration of

a few picoseconds and thus the exact pulse duration is usually not important.

However, a more detailed description of the cavity detuning will be given later

in Section 4.3.3, since Chapter 4 contains nonlinear observations of the s-SNIM

signal.

Advantages and limitations

The uniqueness of the FEL is certainly the tunability of coherent, intense radia-

tion over a wide energy range within the so-called THz gap, which is partly not

accessible by other (table-top) laser sources. Beside the advantages (+) men-

tioned in this section, many challenges (−) occur for the combination of s-SNIM

and FEL:

+ Narrow band spectrum,

+ high fluence and high peak fields,

+ sufficiently high repetition rate of 13 MHz,

+ tunable over a wide spectral range in the mid- to far-infrared range without

a (large) gap,

− restricted availability due to multiple user operation (typically about 72 h

to 144 h per year per experiment),

− both non-symmetrical beam mode and steering of the beam can occur when

the photon energy is tuned,

− power stability and signal-to-noise lower compared to, for example, the CO2

laser,

− the last two points strongly depend on the wavelength and/or the current

condition of the FEL.





3 Infrared nanospectroscopy at

cryogenic temperatures

In this chapter, we present a scattering scanning near-field infrared microscope

that operates in the temperature regime from room temperature down to T = 5 K.

In combination with the free-electron laser (FEL) at the Helmholtz-Zentrum

Dresden-Rossendorf (HZDR), the apparatus enables nanospectroscopic investiga-

tions in terms of the local permittivity ε for a photon energy range from 5 meV to

250 meV. Moreover, Kelvin-probe force microscopy (KPFM) and piezoresponse

force microscopy (PFM) reveal complementary information on the nanometer

scale of the material under investigation.

The main results of this work have been published in Review of Scientific In-

struments 89, 033702 (2018) [61]. The development, set up and demonstration of

the apparatus took place in close collaboration with the group of Prof. L. M. Eng

from the Institute of Applied Physics, Technische Universität Dresden. Additional

experimental details and comprehensive results on ferroelectric barium titanate

(BaTiO3) at low temperatures can be found in the PhD thesis of J. Döring [55]

and in related publications [62, 68, 69].

3.1 Introduction

The mid-infrared (MIR) and THz spectral range, also known as fingerprint re-

gion, is of high interest due to the diverse number of fundamental excitations,

such as phonons, plasmons, molecular vibrations/rotations, and electronic exci-

tations (e. g. intraband transitions). Since the energies in the THz frequency

range correspond to low thermal energies, the investigation of many prominent

effects in solid-state physics, such as superconductivity [70, 71], phase transitions
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Figure 3.1: (a) For photon energies ~ω < 27 meV, the temperature correspond-
ing to the thermal energy kBT drops below 300 K. On the other
hand, the resolution limit increases rapidly to the order of 100 µm for
decreasing E. (b) Scheme of the LT s-SNIM that includes atomic
force microscopy (AFM), piezoresponse force microscopy (PFM), and
Kelvin-probe force microscopy (KPFM) for complimentary informa-
tion of the sample system. Adapted from [61].

in multiferroic materials [13, 62, 68], or low-energy transitions [72, 73], require

a cryogenic environment. Because the spatial resolution of traditional infrared

and THz spectroscopy is highly limited by diffraction (see Chapter 2.2.1), it is

necessary to apply a near-field technique at low temperatures to study the above

mentioned phenomena on the nanometer scale.

The red curve in Figure 3.1 (a) shows the photon energy ~ω corresponding to

the temperature, i. e. the thermal energy scaling with kBT , where kB is the

Boltzmann constant. As can be seen, this temperature is well below room tem-

perature for photon energies in the meV range. Therefore, cryogenic temperatures

are advantageous or, in some cases, even indispensable to observe fundamental

low-energy transitions. The resolution given by the diffraction limit of about

λ/2 (blue curve), however, decreases drastically for low photon energies to the

order of 100 µm. These correlations demonstrate the fundamental importance of

performing FEL-based nanospectroscopy at cryogenic temperatures.

A conceptionally similar technique to low-temperature scattering scattering

scanning near-field infrared microscopy (LT s-SNIM) is low-temperature scan-

ning tunneling microscopy (STM) combined with laser illumination, which has

been reported in various studies before. For instance, Wu et al. [74] investigated

light-induced electron tunneling of single molecules by using an STM that oper-
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ates at 9.5 K. Tip-enhanced Raman spectroscopy at low temperatures has been

presented by Jiang et al. [75] and Zhang et al. [76]. Recently, the tracking of the

intrinsic tunneling dynamics of single molecules was enabled by the combination

of cryogenic STM with strong fs-pulses [77, 78].

Since the focus of this work is specifically on s-SNIM, the development of LT

s-SNIM is sketched in the following. In 2011, Moldovan-Doyen et al. [79] used an

s-SNIM-like approach at T = 100 K to map the near-field of the emitted infrared-

to-THz radiation from a active surface emitting quantum cascade laser based on

photonic-crystal resonators. Yang et al. [16] investigated insulating domains in

V2O3 single crystals that nucleate around topographic defects by applying LT

s-SNIM at about T = 200 K. A detailed mapping of the V2O3 insulator-to-metal

transition has been demonstrated by McLeod et al. at about 160 K [13]. Very

recently, Ni et al. [10] imaged plasmon polaritons in encapsulated graphene by

s-SNIM at temperatures down to 60 K. Due to the reduction of dielectric losses,

they reach a high intrinsic plasmonic propagation length exceeding 10 µm.

In contrast to previous work, the performance of the LT s-SNIM presented here

is demonstrated at temperatures below 10 K and is, to the best of our knowledge,

the only existing LT s-SNIM system in combination with an FEL. Furthermore,

different in situ electrical AFM techniques have been established, i. e. PFM and

KPFM in order to gain complementary informations. In Figure 3.1 (b), the basic

principle of our LT s-SNIM system is illustrated. Infrared radiation is focused

on the AFM tip in close vicinity to the sample, which are both in a cryogenic

environment and electrically connected to perform KPFM or PFM measurements.

We extract the near-field radiation scattered by the tip to map the surface or

take spectra at particular positions. Hence, we measure a contrast in the back-

scattered signal depending on the complex permittivity ε as a function of e. g.

the photon energy ~ω or the temperature T .

3.2 Samples

For s-SNIM adjustment and as reference we use crystalline (100) Si that is covered

by an 100 nm to 150 nm thick layer of evaporated Au. The Au layer is highly

reflective for the complete infrared spectral range due to the permittivity ε′ being
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Figure 3.2: Real part ε′ (blue) and imaginary part ε′′ (red) of the IR permittivity ε
in dependence of the photon energy ~ω (respectively wavelength λ) for
(a) evaporated Au (from [80]), (b) crystalline Si [81], (c) SiO2/fused
silica [82], and (d) GaV4S8 [83]. The inset in (d) is a zoom at the
strongest of the F2 phonon modes [84]. All spectra (a)-(d) were mea-
sured at room temperature and fitted by an appropriate model (for
details see the references).

negative as depicted in Figure 3.2 (a). The high reflectivity also results in an

increased signal of the interfering far-field contribution Ebg (see Section 2.2.2).

Hence, the Au sample gives a reliably large, wavelength-independent s-SNIM

signal for the complete FEL spectral range [42].

Beside planar Au, we investigate a structured Si/SiO2 sample to demonstrate

the functionality and resolution at T = 7 K and ~ω = 128 meV. The Si/SiO2 sam-

ple is commercially produced as part of dynamic random access memory (DRAM)

technology. This sample was used to demonstrate the high resolution of the LT

s-SNIM since it contains sub-wavelength sized structures and small topography

steps at the same time (see Figure 3.3). The structure was produced by etching
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(a)

40 µm

(b)

Si SiO2

1 µm

Figure 3.3: (a) Top-view optical microscopy image of the structured Si/SiO2 sam-
ple that shows the structured areas with different sizes. (b) Side-view
scanning electron microscopy image on a cleaved edge showing the
SiO2-filled trenches.

into Si after lithographic masking. Subsequently, the trenches have been filled

with amorphous SiO2 by chemical vapor deposition. Afterwards, the lithographic

mask was removed and the surface polished to achieve a smooth surface. The

depth of the trenches and, accordingly, the thickness of SiO2 is about 400 nm,

which is much larger than the s-SNIM sensing depth of about 20 nm to 100 nm.

Figure 3.2 (b) and (c) shows the permittivity spectra ε(ω) of Si and SiO2, respec-

tively. The Si spectrum is mostly flat within the MIR spectral range as shown

by Figure 3.2 (b) and hence Si can serve as a reference for s-SNIM. In contrast,

SiO2 shows several strong phonon modes. At photon energies of about 62 meV

and 150 meV, the permittivity matches the condition for a resonantly enhanced

s-SNIM signal (see Section 2.2.2).

As a more intriguing example for the demonstration of our LT s-SNIM, we study

the skyrmion-hosting, multiferroic material gallium vanadium sulfide (GaV4S8)

[85, 86] that was grown by the chemical vapour transport method. GaV4S8 un-

dergoes a structural phase transition, the Jahn-Teller transition, at Tc = 42 K

where the unit cell geometry changes from a cubic phase at high temperatures

to a rhombohedral phase at lower temperatures. In the low-temperature phase,

ferroelectric domains are formed with electric polarizations pointing along any

of the four 〈111〉-type axes. Here, we investigate the (111) surface of a GaV4S8

crystal, which results in a lamellar domain pattern, observable in various in situ

channels of the setup: KPFM, PFM, and s-SNIM. A detailed discussion of the
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exact domain pattern is given in references [55, 87]. For the s-SNIM measure-

ments, we choose a photon energy around the strongest phonon mode F2 [84] at

about 39 meV [see Figure 3.2 (d)]. At this photon energy we expect a strongly en-

hanced s-SNIM signal and hence a contrast on the domain pattern due to optical

anisotropy [49].

3.3 Experimental details

In this section, the components of the complex LT s-SNIM setup are explained

in detail. This includes low-temperature atomic force microscopy (LT AFM), as

well as the optical setup.

3.3.1 Low-temperature atomic force microscopy

The custom-made LT AFM is based on a liquid helium bath cryostat1 with optical

access that contains an LT-compatible AFM2. In the following, only the most

important aspects of the LT AFM will be explained. A detailed description

that also includes calibrations and operational instructions can be found in [55,

pp. 67 sqq.].

The bath cryostat [see Figure 3.4 (a)] consists of an outer reservoir for liquid

nitrogen (LN2) and an inner reservoir. The latter can be filled either with LN2

or LHe, which depends on the minimal required temperature for the experiment

(78 K for LN2 and ∼ 5 K for LHe). A high vacuum (pressure of about 10−7 mbar)

serves as thermal isolation in between the reservoirs, to the outer wall, and to

the sample tube in the center. The sample tube contains the AFM and is filled

with He exchange gas at a pressure of about 80 mbar at 300 K. To cool down

the sample, first the inner reservoir is closed to build up overpressure. When the

needle valve gets opened, the wall of the sample tube cools down due to cold

liquid streaming through the heat exchanger. Subsequently, the temperature of

both the He gas and the whole AFM inside the sample tube equalize. Optical

access to the AFM is given by up to four pairs of openings, two of which each are

1Janis Research Company, type SVT-400.
2Attocube Systems AG.
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Figure 3.4: (a) Technical drawing of the LHe bath cryostat (adapted from [61]).
(b) Schematic side view of the lower part, containing the AFM inside
the sample tube.

equipped by a pair of windows in the presented work3 (described in Section 3.3.3).

In total, there are three pairs of heater/temperature-sensors inside the cryostat:

one pair at the heat exchanger, one pair at the sample tube’s wall at the height

of the AFM, and one pair directly beneath the AFM’s sample holder (see next

paragraph). All pairs are connected to a temperature controller to achieve the

thermal equilibrium with a precision of about 0.1 K.

The AFM is placed at the end of a rod cage (AFM holder) inside the about

1 m long sample tube, as depicted in Figure 3.4 (b). The motion of the AFM

cantilever is detected by an optical-fiber interferometer (λfiber = 1310 nm), where

the back-reflected light from the fiber’s end interferes with the back-reflected

light from the cantilever (see Section 2.1.1). This technique enables a direct,

sub-nanometer precision measurement of the cantilever’s relative position and

movement. Because this interferometric system is very space efficient and there

is no need for readjustment after cooling down the AFM, it is commonly used in

cryogenic AFM systems. However, it only allows for the detection of the out-of-

3The other two pairs of openings are closed, but can be equipped with further windows.
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plane movement of the cantilever and not for its torsion. A piezoelectric actuator

(dither piezo) is used to adjust the distance of the cantilever with respect to

the fiber. For tapping mode, the dither piezo also excites an oscillation of the

cantilever at its resonance frequency Ω, which is in the order of 150 kHz to 190 kHz

for the cantilevers used in this work4. The peak-to-peak oscillation amplitude is

typically set to 100 nm.

The sample stage that is located underneath the tip is a stack consisting of sev-

eral elements for positioning and scanning. Three stick-slip positioner elements

(lowest position in the stage) are used to move the lateral sample position and

for rough approaching. All positioners have a maximum range of 5 mm with a

minimal step size of 50 nm. Above the positioner, a piezoelectric xyz scanner

is placed. The maximal lateral range of the scanner is (42 × 42) µm2 and the

maximal z range is 4 µm. Note that all ranges given here are for room temper-

ature and change (decrease) at lower temperatures. Additionally, a combined

heater/temperature-sensor element is located in between the sample holder on

top of the stage and the scanner below. The heater/temperature-sensor element

is thermally isolated to the scanner by a thin teflon plate.

All electrical inputs and outputs of the LT AFM, as well as the optical fiber,

are connected to electronic interconnection devices and controllers from Attocube.

Subsequently, these signals will be passed to the actual AFM controller5. The

RHK controller is operated by a network-connected computer via the associated

Rev9 software that records all data.

3.3.2 Optical setup

Figure 3.5 depicts the layout of the optical table and the beam path of the available

laser sources to the LT s-SNIM. All optical elements are first adjusted by an

expanded, collimated red laser diode (LD) with a beam diameter of about 3 cm.

The red LD is in particular useful to roughly adjust the focus of the s-SNIM’s

off-axis parabolic mirror (OAM) to the AFM tip via its characteristic shadow

image.

4We use non-contact AFM cantilevers PPP-NCLPt from Nanosensors that are coated with
25 nm of PtIr5 on both sides and have a pyramidal tip shape.

5RHK R9 from RHK Technology.
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The CO2 laser (see Section 2.3.1), which is initially p-polarized (p-pol, green

arrow/cross), is attenuated and the polarization is rotated by 90◦ to s-polarization

(s-pol, blue arrow) using a λ/2 plate in order to reach the same initial polarization

as the FEL (see Section 2.3.2). A collinear overlap of the infrared lasers (FEL

or CO2 laser) with the well-aligned red laser is achieved by aligning the beam

through two centered iris apertures (elliptical rings in Figure 3.5) by means of an

infrared beam profiling camera. The FEL and the CO2 lasers show different beam

profiles as well as different beam divergences. The CO2 laser has a symmetrical,

Gaussian-like beam shape that expands in diameter along the beam path. Hence,

the diameter of the CO2 laser close to the beam splitter (BS) is about 4 cm. On

the other hand, the FEL has a non-symmetrical shape and has a intermediate

focus that is located roughly at the second iris aperture in Figure 3.5. The FEL

beam diameter at the position of the BS is typically in the order of 1 cm to 3 cm,

strongly depending on the wavelength.

Furthermore, the optical table contains mirror arrangements (named s-pol/p-

pol) to set the polarization of the lasers. In the case of s-polarization (parallel

to the table), the initial polarisation is retained. In the case of p-polarisation

(perpendicular to the table), a periscope optic with 4 mirrors6 rotates the po-

larization by 90◦. We usually use p-polarization in our s-SNIM measurements,

since it typically results in a higher near-field signal (see Section,2.2.2) and thus

better signal-to-noise ratio. However, s-polarization can be useful in some cases,

for example to be sensitive to the in-plane domain anisotropy close to the phonon

resonance of a ferroelectric material [47].

Note that we exclusively use non-dispersive optical elements, i. e. Au-coated

mirrors covering the whole spectral range of the FEL. The only exception are the

cryostat windows, which are discussed in the following section.

3.3.3 Low-temperature scattering scanning near-field infrared

microscopy

The optical setup of the LT s-SNIM is depicted as blue part of Figure 3.5. The

incoming beam is split up by a geometrical BS, an about 0.5 mm thick Si plate

with an 150 nm thick Au coating. Half of the beam is guided to an infrared power

6For the sake of clarity, not all mirrors are shown in Figure 3.5.
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Figure 3.5: Layout of the optical table (not to scale). The fixed-mounted mirrors
are indicated black, magnetic removable-mounted mirrors are grey.
Iris apertures for alignment are represented by black ellipses. See both
Sections 3.3.2 and 3.3.3 for details. The red area (room-temperature
setup) is described in the next Chapter 4, Section 4.3.2.
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meter, whereas the other part is focused on the AFM tip via a 3′′ OAM. The

effective focus length of the OAM is 6′′, which results in a maximal numerical

aperture of 0.17 for a perfectly collimated beam with 2′′ beam diameter.

Table 3.1: Different window materials and their infrared transparency ranges
(only for FEL spectral range) in units of wavelength λ, wavenumber Λ,
photon energy ~ω and frequency f (narrow-band absorptions within
these ranges are not included).

Material λ [µm] Λ [cm−1] ~ω [meV] f [THz]

z-cut quartz > 50 < 200 < 25 < 6
KRS-5 < 50 > 200 > 25 > 6
ZnSe < 18 > 550 > 69 > 17
diamond (complete FEL spectral range)

On the way to the tip, the beam passes through two windows: the outer win-

dow and the inner window. The outer window can be exchanged easily between

the materials quartz, ZnSe, or thallium bromo-iodide (KRS5), depending on the

wavelength range of interest (see Table 3.1). Changing the inner windows is, how-

ever, much more difficult since it requires the disassembly of the lower cryostat

part. Moreover, the inner window is also cooled down to T ≥ 5 K and has to

be sealed with indium wire. Hence, a custom-made diamond window7 is assem-

bled as inner window since diamond transmits infrared and THz radiation over

a wide spectral range. On the way to the tip (and also back) the radiation gets

attenuated by a factor of about two due to the reflections on each of the four

window surfaces. Hence, the power on the tip Pt = P/2, where P is the power

measured on the power meter throughout this work. The position of the sample

with respect to the tip is observed by a microscope camera through the two quartz

windows at the opposite side of the cryostat.

The back-scattered radiation from the oscillating tip is collected by the same

OAM and passes the BS once again. Afterwards, the scattered radiation is focused

by another OAM either on an LN2 cooled mercury cadmium telluride (MCT)

detector8 for the MIR spectral range (~ω > 46 meV) or on a liquid-helium cooled

7Custom-made window with holder from Diamond Materials GmbH .
8Teledyne Judson Technologies, models MCTJ15D5 - MCTJ15D26, depending on the

wavlength.
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far-infrared detector9 (~ω < 52 meV). The far-infrared detector contains two

separate detectors for different spectral regimes, respectively: a Ga-doped Ge

photoconductor (about 9.5 meV to 52 meV) and an InSb hot-electron bolometer

(< 12 meV). All detectors and their respective amplifiers are sufficiently fast to

detect at higher harmonic frequencies of the tip nΩ. This means for example

0.45 MHz to 0.57 MHz if we consider the third harmonic 3Ω of the cantilever

resonance (for details see [88, pp. 85 sqq.]).

The pre-amplified output voltage of the detector is fed into the R9 AFM con-

troller. Here, the signal is processed by internal lock-in amplifiers that are syn-

chronized to the excitation frequency of the tip Ω. Hence, we record the demod-

ulated optical signals at nΩ : n = 1, 2, 3 in terms of amplitudes snΩ and phases

φnΩ. Note that the amplitude s phase φ we measure here do not correspond to the

optical amplitude and phase as one would get for example in pseudo-heterodyne

interferometric detection with a defined optical reference beam [57]. In the here

applied self-homodyne detection, s represents a mixed signal of optical ampli-

tude and phase (see Section 2.2.4), whereas φ represents the phase with respect

to the mechanical oscillation of the cantilever. As discussed in Section 2.2.2, mea-

suring at higher-harmonic orders suppresses the far-field scattering contributions

more efficiently. Since the signal strength, however, decreases rapidly with higher

orders, which leads to a lower signal-to-noise ratio, we usually demodulate the

2nd-harmonic of Ω and refer to s2Ω as s-SNIM signal.

3.3.4 Measurement modes and data acquisition

We typically apply three different modes for our measurements: 2D mapping of

the surface, line scanning, and retracting from the sample.

In order to take a map of the sample surface [Figure 3.6 (a)], one line is scanned

in forward and backward direction (fast axis, y). After one line, the sample moves

in the perpendicular direction (slow axis, x), and scans the next line (and so on).

A typical scan speed (fast axis) is 3 µm/s, which results in a scan duration of

8.5 min for 128 lines and a scan range of 6 µm. However, the duration of a scan can

vary between a few minutes up to hours, strongly depending on the requirements

of the particular measurement. Since all parameters (photon energy, power, ...)

9QMC Instruments Ltd., model QFI/3BI(2+Ge:Ga).
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Figure 3.6: The most common measurement modes in s-SNIM: (a) (x, y) map of
the surface, (b) line scan along y with fixed other axis x, (c) retract
the sample from the tip. For each measurement, a set of channels (d)
that contain complementary information is acquired.

are fixed during a scan, it may take very long to gain a full set of data with a full

set of parameters.

For a line scan [Figure 3.6 (b)] the slow axis x is fixed. The y direction is scanned

back and forth repeatedly, while another parameter (e. g. ~ω) is varied after a

few lines. This mode is commonly used to measure a contrast dependence, where

no full (x, y) information is required. Typically 5 or 10 lines are scanned for each

parameter to increase the statistical evidence. Hence, the time for one parameter

reduces to about 30 s to 60 s.

The last common measurement mode is to retract the sample from the oscil-

lating tip [Figure 3.6 (c)] at a particular lateral position. This mode is mainly

applied to investigate the tip-sample distance dependence of the s-SNIM ampli-

tude and phase signals snΩ and ΦnΩ. When the sample retracts from the tip,
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a characteristic nonlinear decay of snΩ(z) for all n > 1 within 10 nm to 100 nm

should be visible (compare Section 2.2.2). The time to acquire a retract curve is

typically 10 s to 30 s.

Figure 3.6 (d) lists all relevant channels recorded during a measurement. Whereas

PFM only applies for contact mode, s-SNIM and KPFM are used simultaneously

in tapping mode. Both in contact mode and in tapping mode, the topography

is recorded in situ to the other channels. Figure 3.6 (d) also reveals the most

important parameters of the channels (possible cross talk not included). Some

parameters can also affect other parameters again: for example the temperature

T underneath the tip can depend on the power P and photon energy ~ω of the

infrared laser, as we will discuss in Section 3.4.1.

3.4 Results and discussion

3.4.1 Performance and IR heating calibration

We demonstrate the LT s-SNIM performance on the structured Si/SiO2 sample

for a photon energy of ~ω = 128 meV (CO2 laser), a nominal temperature10 of

T = 7 K, a power at the tip of Pt = 14 mW, and 100 nm tip oscillation ampli-

tude. Figure 3.7 (a) shows a map of the topography (tapping mode) that contains

sub-wavelength sized stripes and rectangles. The SiO2 is about 15 nm higher

in topography than the Si. The white rectangle in Figure 3.7 (a) indicates the

area for the zoomed-in topography map in Figure 3.7 (b). We obtain a surface

root-mean-square roughness of about 0.5 nm to 1 nm on both Si and SiO2, which

demonstrates the high stability of the AFM at LHe operation.

The maps of the s-SNIM signal s2Ω are measured in situ and are visualized

in Figures 3.7 (c) and (d). They reveal a reversed contrast with respect to the

topography: here, Si appears brighter than SiO2. The permittivities of the two

materials at 128 meV are εSi = 11.8 + 2 · 10−4i for Si [81], and εSiO2
= 6.9 + 7.9i

for SiO2 [89]. Hence, the s-SNIM signal on Si is expected to be higher due to

the significantly higher absorption of SiO2 (imaginary part of ε, see Figure 2.7 in

10The exact temperature at the position of the tip might be higher due to the infrared irradiation
as discussed later.
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Section 2.2.2). We obtain a signal-to-noise ratio11 of s2Ω of about 10 at Si, which

is sufficient to observe even the small, grid-like substructures in the map [see

top-left and bottom right areas in Figure 3.7 (a) and (b)]. The residual particles,

marked by the red circles in Figure 3.7 (a) and (b), show a very low s-SNIM signal,

which is typically observed in s-SNIM for non-resonant particles.

The s-SNIM signals decay rapidly when the respective material (plane Au12,

Si, or SiO2) gets retracted from the tip at a fixed lateral position, as depicted in

Figure 3.7 (e). All retract curves show roughly the same decay to s2Ω(z = 0)/e

within 25 nm. The signal on Au is more than 10 times larger than on SiO2 or

Si due to the high infrared reflectivity of Au, which results in a higher s-SNIM

signal. Since the decay length of the retract curve scales with the tip diameter

(see Section 2.2.5), the retract curves in Figure 3.7 (e) indicate a small tip radius

and thus a high spatial resolution.

Figure 3.7 (f) shows the profile (i) across a rectangle, marked by the white lines

in Figure 3.7 (b) and (c). The slope of s2Ω is slightly steeper than the topography

slope between the materials Si and SiO2. This implies that the material contrast

of the s-SNIM is possibly even sharper than suggested by surface topography.

Since the sharpness of the crossing between Si and SiO2 is not known precisely,

the spatial resolution can only be estimated to be in the order of 50 nm, which is

in good agreement with the retract curves and previous FEL s-SNIM studies [42].

If we consider the wavelength of λ = 9.7 µm (~ω = 128 meV), we hence achieve a

lateral optical resolution of about λ/200.

As reported in Section 3.3.1, the sample temperature sensor measures the tem-

perature Ts directly underneath the sample holder. The focused infrared radia-

tion, however, locally heats the sample at the position of the tip, which cannot

be detected directly by the sample sensor. Hence, the actual temperature at the

tip may vary significantly from the value of Ts. This local heating depends on the

thermal conductivity, heat capacity, and the wavelength-dependent absorption of

the investigated sample.

In order to quantify and calibrate the heat impact of the focused infrared radi-

ation, we chose the multiferroic GaV4S8 as a sample due to its well-defined phase

11For a power of Pt = 14 mW, a lock-in amplifier integration time of 20 ms, and a scan speed
of 1 µm/s.

12Extra sample, scan images not shown here.
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transition, the Jahn-Teller transition at Tc = 42 K. Below Tc, the material is in its

ferroelectric phase and hence shows characteristic ferroelectric domains [87] with

polarizations pointing along any of the four <111>-type axes. These domains

can be visualized by applying PFM as long as their out-of-plane piezoelectric

response varies13. Figure 3.8 (a) depicts the topography that already indicates

larger domain stripes with a characteristic variation of the surface slope. Both

PFM amplitude APFM [Figure 3.8 (b)] and PFM phase ΦPFM [Figure 3.8 (c)] reveal

a lamellar-shaped ferroelectric domain pattern within the large stripes.

When we focus the CO2 laser on the tip, we observe that the characteristic

domain pattern disappears at a certain critical power Pc. Figure 3.8 (d) depicts an

exemplary line scan at Ts = 35 K. Starting with a power on the tip of Pt = 4 mW,

the stripes disappear in both amplitude and phase for an increased power of

10 mW. The domains reappear again after reducing the power to 4 mW. In

general we note that the domain structure after the laser-induced local heating is

either identical or strongly correlates with the initial domain structure.

In order to quantify the heating more precisely, the power Pt is increased grad-

ually, starting from Pt = 0 at various Ts, until the domain pattern disappears. At

this particular critical power Pc, we know that the phase transition temperature

Tc = 42 K is reached and hence the local heating is given by

∆T = 42 K − Ts . (3.1)

By repeating this type of measurement for different starting temperatures Ts, we

find a linear increasing correlation between Pc and ∆T [see Figure 3.8 (e)]. Hence,

we can define a laser-heating coefficient ξ of

ξ :=
∆T

Pc

= (1.6 ± 0.1)
K

mW
. (3.2)

If we apply the same method at a photon energy close to the phonon resonance of

GaV4S8 at 37.6 meV using the FEL, we observe an increased coefficient of ξ ≈ 2.4.

Note that the spot size of the FEL’s focus at this photon energy is expected to

be about three times larger than for the CO2 laser due to its larger wavelength.

Hence, the power density is reduced by a factor of about 9. This indicates that the

13Note that we are only sensitive to the out-of-plane response due to the interferometric detec-
tion of the cantilever deflection (see Section 3.3.1).
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absorption is actually much higher than for the nonresonant excitation heating

represented by Equation (3.2).

Although the temperature-calibration values presented here are only valid for

the particular material properties of GaV4S8, it gives a rough estimation of the

infrared-heating impact in our setup. Moreover, the local laser-induced heating

may be used to manipulate the domain structure in a controlled manner.

3.4.2 s-SNIM study of gallium vanadium sulfide

We investigate the (111) surface of gallium vanadium sulfide (GaV4S8) by s-

SNIM within the reststrahlen band between the strongest infrared-active phonon

modes F2 at ~ωTO = 38.9 meV and ~ωLO = 40.4 meV (at 80 K [84]). The real

part (blue) and the imaginary part (red) of the permittivity εGaV4S8
are depicted

in Figure 3.9 (a) for T = 300 K [83]. We expect the highest s-SNIM signal at

negative Re(ε), where Im(ε) is still low (see Figures 2.7 and 2.9), which is in

between 39 meV and 40 meV.

Figure 3.9 (b) shows s-SNIM spectra s2Ω(ω) for Au (orange squares) and GaV4S8

at 300 K (green rhombi), respectively, and an extended spectrum for GaV4S8

at 10 K (red triangles). Indeed, the s-SNIM signal s2Ω on GaV4S8 is strongly

enhanced for photon energies lower than ~ω = 39.8 meV. Hence, we can clearly

assign this s-SNIM resonance to the phonon mode F2. However, the maximum

of the s-SNIM signal is expected to be at slightly higher ~ω, meaning closer to

the longitudinal optical (LO) phonon frequency, since the imaginary part of ε is

smaller14. Possible reasons for this deviation are:

• The far-field fourier-transform infrared spectroscopy (FTIR) study [83] uses

a different GaV4S8 crystal (but the same crystal orientation).

• The normalization of the s-SNIM spectrum (in this case to the power and the

detector sensitivity) can be problematic due to the undefined optical phase

and possible inteferences for the self-homodyne detection method [57] .

Figure 3.9 (c) presents the KPFM map in the ferroelectric phase at Ts = 10 K.

Just like the PFM maps in Figure 3.8, the KPFM image clearly reveals the lamel-
14At low temperatures, the deviation is even more pronounced since the phonon resonance

should shift to higher ~ω (see [83]).
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lar domains within the larger stripes. Here, the contrast stems from surface

screening of the ferroelectric domains that creates a surface-potential difference

between the tip and the sample surface [90]. The s-SNIM map shows a contrast

at the lamella-shaped domain structure due to differnces in the out-of-plane com-

ponent of the permittivity for different domains [55, pp. 125 sqq.]. Both channels,

s-SNIM and KPFM, prove that we are in the ferroelectric phase below 42 K at the

laser power of Pt = 12 mW used here, which is in agreement with the estimated

heating ∆T = ξP of about 20 K to 30 K (see Figure 3.8).

The zoomed-in maps of both KPFM UCPD and s-SNIM s3Ω at position (i) are

depicted in Figure 3.9 (e). The contrast of both channels is very similar, although

the positions of the maxima and minima are not exactly at the same position, as

revealed by the line profiles (ii) in Figure 3.9 (f). This could be due to the different

depth sensitivities of KPFM and s-SNIM: since the domains are oriented obliquely

to the surface, a deviation of the maxima for different effective scanning depths

would be expected. The lateral distance between maxima and minima in s3Ω is

about 250 nm. This means that the lateral optical resolution at the wavelength

of λ = 31.5 µm is better than λ/126.

3.5 Conclusion

We have demonstrated the operation of our LT s-SNIM at liquid helium temper-

atures (Ts = 7 K) using a structured Si/SiO2 sample. This measurement reveals

an excellent sub-nm stability of the AFM and a lateral resolution of the s-SNIM

better than λ/200.

Moreover, we have experimentally quantified and calibrated the heat impact

upon focused infrared radiation on the sample system of GaV4S8 at its phase

transition at 42 K. This example demonstrates that the infrared laser may be

used to actively heat the sample on a local scale to intentionally write ferroelec-

tric domains. In the ferroelectric phase at T < 42 K, a clear contrast in all in

situ accessible channels of our LT s-SNIM, namely topography, PFM, KPFM,

and s-SNIM, has been demonstrated. Although PFM, KPFM, and s-SNIM re-

veal the same contrast at the example of (111) GaV4S8, these channels probe

fundamentally different sample properties.





4 Infrared nanospectroscopy on

semiconductor nanowires

This chapter contains comprehensive, infrared-nanospectroscopic results on semi-

conductor nanowires (NWs), in particular GaAs/InGaAs core/shell NWs and

modulation doped InGaAs/InAlAs NWs. The results on the GaAs/InGaAs core/shell

NWs, in particular the observed nonlinear plasmonic response at high field strengths,

have been published in Nanotechnology 30, 084003 (2018) [91].

4.1 Introduction

Over the past few years, semiconductor NWs have emerged as highly promis-

ing building blocks for future (opto-)electronic nanodevices. This includes, for

instance, light-emitting diodes [92, 93], lasers [94], solar cells [95, 96], detectors

[97, 98], transistors [99], and polarizers [100]. More specifically, epitaxially grown

NWs based on III-V compounds such as GaAs are suitable for ultrafast optoelec-

tronic applications due to their direct bandgap and high electron mobility. An

important advantage of epitaxial GaAs-based NWs is the achievable compatibil-

ity with complementary metal-oxide-semiconductor (CMOS) technology despite

the large lattice missmatch [101]. Ternary compounds such as InxGa1−xAs fur-

thermore open up the possibility to tune the direct band gap by changing the

composition x. Thus, any NW-based device (for example an detector or emitter)

can be conveniently optimized for the aimed spectral range [102].

A possible way to determine the electronic properties of semiconductors is to

measure their Hall coefficients by a four-point [103] or even three-point probe

method [104]. To fabricate several ohmic contacts for an individual NWs is, how-

ever, challenging from a technological point of view. This becomes even more crit-



54 4 Infrared nanospectroscopy on semiconductor nanowires

ical, when the electrical properties of many NWs should be probed in the frame of

quality control. Alternatively, terahertz time-domain spectroscopy (TDS) enables

a contactless determination of charge carrier density, mobility, and carrier lifetime

for NW ensembles [105, 106]. This is achieved by probing the plasmonic response

in the THz frequency range and extracting the free-carrier THz conductivity.

THz conductivity spectra information of NWs in the aforementioned works have

been , however, limited to large assembles of wires. Since the spot of focused

THz radiation is about three orders of magnitude larger than the NWs, near-

field techniques are required to determine the electrical properties locally on the

nanometer scale. To this end, the unique capabilities of s-SNIM were previously

employed by several groups:

• Stiegler et al. [12] measured the carrier distribution along a partially doped

InP NW. Later on [107], they applied s-SNIM in combination with trans-

mission electron microscopy to characterize the cross sections of zinc oxide

NWs.

• Eisele et al. [14] performed time-resolved measurements on photoexcited

charge carriers in an InAs NW, which also provided access to the carrier

lifetimes.

• Arcangeli et al. [108] utilized an electrical gate to locally tune the plasma

frequency in an InAs NW, which they probe by s-SNIM.

• Choi et al. [109] used both s-SNIM and scanning microwave impedance

microscopy (sMIM) to analyze the profile of a lateral multi p-n junction

GaAs NW.

• Recently, Zhou et al. [110] observed surface plasmon polariton (SPP) stand-

ing wave patterns on an InAs NW.

Except for the investigations on photoexcited carriers [14], all studies so far re-

ported on linear optical properties. In fact, there are no observations of nonlinear

effects so far that are directly induced by a mid-infrared probe beam. This may

be related to the fact that typical mid-infrared (MIR) and THz sources used in
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comination with s-SNIM yield low powers prohibiting the observation of nonequi-

librium states, even though the field of the tip in proximity to the surface can be

strongly enhanced.

Here, we investigated GaAs core-shell NWs, where the much thicker InGaAs

shell is strongly n-doped with Si. Firstly, we observe a strong plasmonic reso-

nance at about 125 meV by using the CO2 laser as IR light source. Secondly, we

find a pronounced red shift by about 20 meV to 40 meV and strong damping of

the plasma resonance in the case of using the FEL. The plasmonic shift strongly

depends on the power, i. e. the peak power density, of the FEL, which indi-

cates a significant heating of electrons in the nonparabolic conduction band of

InGaAs. This heating effectively increases the effective mass and hence decreases

and broadens the plasmonic resonance.

Additionally, we investigate NW cross sections fabricated by the focused ion

beam (FIB) technique. This cross sections include the InGaAs/GaAs core/shell

NWs mentioned above, and modulation doped NWs based on InGaAs/InAlAs

containing a Si delta-doped layer. The s-SNIM measurements on the NW cross

sections were performed at the group of Prof. T. Taubner, Rheinisch-Westfälische

Technische Hochschule (RWTH) Aachen, where we used a commercial Neaspec

s-SNIM system. The latter contains a pseudo-heterodyne detection [57], which

effectively suppresses parasitic background interference at edges and trenches of

the cross-section sample.

4.2 Samples

All presented NWs are grown by molecular beam epitaxy (MBE) at the Institute

of Ion Beam Physics and Materials Research at HZDR. This Section summarizes

the most important informations about the growth and properties of the NWs.

4.2.1 GaAs/InGaAs core/shell nanowires

The GaAs/InGaAs core/shell NWs were grown by MBE on Si(111) substrates

in multiple steps. First, GaAs cores were grown with a diameter of 25 nm

and a length of 2 µm [111, 112]. Figure 4.1 (a) shows a scanning electron mi-

croscopy (SEM) image of the NWs after the core growth. Secondly, the cores
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Figure 4.1: (a) SEM image after the GaAs core growth. (b) SEM image after the
InGaAs shell growth. (c) Dark-field optical microscopy image of the
dispersed NWs on Si(100). Adapted from [91].

were overgrown with a 80 nm thick Si-doped In0.45Ga0.55As shell, as depicted in

Figure 4.1 (b). The nominal Si concentration is about 9 × 1018 cm−3 [113, 114].

The NW cross sections have a hexagonal shape and the shell reveals a largely

homogeneous composition along and perpendicular to the NW axis [114]. For

s-SNIM measurements, the NWs are dispersed on a Si(100) substrate, as shown

on the dark-field optical microscopy image in Figure 4.1 (c). The Si substrate

also acts as a reference for the s-SNIM measurements since it shows no spectrally

noticeable behavior in the MIR spectral range of interest [see Figure 3.2 (b)].

4.2.2 Modulation doped nanowires

Modulation doping is a semiconductor fabrication method aiming to separate

the charge carriers from the donors [115]. The separation should minimize the

impurity scattering to achieve a high carrier mobility [106, 116, 117].

Our MBE-grown modulation doped NWs have about the same overall dimen-

sions (∼ 2 µm length, ∼ 200 nm diameter) as the GaAs/InGaAs core/shell NWs.

Figure 4.2 (a) shows an exemplary SEM image of the grown NWs on Si(111) sub-

strate. In contrast to the core/shell NWs, the modulation doped NWs yield a

more complex composition as depicted in Figure 4.2 (b). The GaAs core with a

diameter of 25 nm is overgrown by 40 nm thick In0.45Ga0.55As. Subsequently, an

additional 10 nm thick In0.44Al0.56As spacer is grown, followed by the delta-doped

Si sheet with a nominal sheet density of 4 × 1012 cm−2. Finally, the delta-doped

sheet gets overgrown by a 30 nm thick In0.44Al0.56As barrier and an In0.45Ga0.55As

capping layer. The latter should prevent oxidation of In0.44Al0.56As at the surface.
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Figure 4.2: (a) SEM image of modulation doped NWs grown on Si(111) substrate.
(b) Schematic drawing of the modulation doped NW’s cross section
including the composition. (c) Nextnano simulation of the carrier
distribution for a similar composition. The simulation predicts a high
carrier density at the edge of the inner InGaAs shell with additional
hot spots at the corners of the hexagon.

The band structure of the NW heterostructure leads to a redistribution of the

introduced charge carriers. Both band structure and carrier distribution can be

simulated by using the Nextnano software. Figure 4.2 (c) shows such a simula-

tion for a modulation doped NW with a similar composition (In0.5Ga0.5As and

In0.5Al0.5As) compared to the grown NWs. According to this simulation, the car-

riers localize on the outer edge of the inner InGaAs shell, thus forming a channel

within the NW. More specifically, hot spots of highest carrier density appear at

each of the hexagon corners following the crystal symmetry.

4.2.3 Nanowire cross sections

In order to perform s-SNIM measurements on NW cross sections, individual NWs

have to be precisely cut at the middle position of the NW long axis. The latter is

important since the middle of a NW typically yields the best crystal quality and

lowest impurity density. Such a preparation of cross sections can be achieved by

a focused ion beam procedure as described in the following:

1. The starting point are dispersed NWs on (undoped) Si(100) substrate, as

described in Section 4.2.1. Proper NWs close to the cleaved edge of the Si

substrate can be found by using in-situ SEM of the ion beam microscope.

The corresponding NWs should be located about halfway over the edge and
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Si

(a) top view close to edge (b) 90° rotated top view

(c) (d) SEM

FIB cut

Si C

NW

NW

NW NWC
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200 µm

edge FIB cuts

with markers

1 µm

Figure 4.3: FIB procedure to produce NW cross sections for s-SNIM: (a) NWs
at the edge covered by amorphous carbon. (b) Top view with NW
cross sections of the rotated sample after FIB sputtering. (c) Optical
microscopy image of the edge with trenches from the FIB sputter-
ing (middle trench includes NWs, left and right are markers). (d)
SEM image at the edge after the FIB procedure with two cleanly cut
modulation doped NWs.
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aligned approximately perpendicular to the edge (skewed NWs later lead to

a distortion of the cross section).

2. The NWs get covered by a few 100 nm thin layer of amorphous carbon by

electron-beam deposition from a phenanthrene precursor gas in order to

fix them, protect them from damage through highly energetic ions, and to

garantee a perpendicular FIB cut in spite of the Gaussian Ga-beam profile

as well [Figure 4.3 (a)].

3. Ion-beam sputtering at a high beam current removes the excess parts of

the NWs and and a low current polishing creates a smooth surface. This

leads to a trench-like structure at the Si substrate edge along the ion beam

trajectory. Additionally, further trenches can be sputtered as markers to

find the right position in the s-SNIM.

4. For s-SNIM measurements we rotate the sample by 90◦. Hence, the cross

sections face to the top and can be accessed by the AFM tip [Figure 4.3 (b)].

Figure 4.3 (c) shows a sample with modulation doped NWs after the FIB proce-

dure, looking on top of the cleaved edge. The trenches of the FIB sputtering are

clearly visible. Here, the middle trench includes the NW cross sections, whereas

the left and right trenches serve as markers. Figure 4.3 (d) reveals the cross sec-

tions of the middle trench. The two central NW cross sections yield a symmetric

cross section suitable for s-SNIM measurements, whereas the cross section on the

left shows a large distortion.

4.2.4 Infrared response of doped nanowires

In the following, the expected infrared response is discussed using the example of

the doped GaAs/InGaAs core/shell NWs of Section 4.2.1.

The infrared response of the NWs in terms of the permittivity εNW can be

described by the InGaAs permittivity since the InGaAs shell is significantly

larger than the tip radius and also much thicker than the GaAs core. Hence,
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the frequency-dependent permittivity is given by the Lorentz-Drude model as

εNW(ω) = εoptic − ω2
TO(εstatic − εoptic)
ω2 − ω2

TO + iωγp
︸ ︷︷ ︸

optical phonon

− ω2
plεoptic

ω2 + iωγel
︸ ︷︷ ︸

plasmonic

. (4.1)

The second term in Equation (4.1) describes the optical phonon response1 by the

Lorentz oscillator model [119]. Here, εoptic = 11.5 is the high-frequency permittiv-

ity, εstatic = 13.7 is the static permittivity [120], ωTO = 28 meV/~ is the frequency

of the transversal optical (TO) phonon [118], and γp = 0.25 meV/~ is the phonon

damping [121]. Note that the longitudinal optical (LO) phonon frequency ωLO is

determined by the Lyddane-Sachs-Teller relation [122]:

ω2
LO

ω2
TO

=
εstatic

εoptic

. (4.2)

The last term in Equation (4.1) is the Drude model [123] that describes the re-

sponse of the charge carriers (plasmonic part). Here, ωpl is the plasma frequency

and γel denotes the electronic damping. The plasma frequency is given by

ω2
pl =

ne2

m∗ε0εoptic

, (4.3)

where n is the carrier density, e is the elementary charge, m∗ is the effective mass,

and ε0 is the vacuum permittivity. The electronic damping is given as

γel =
e

µm∗
, (4.4)

where µ is the carrier mobility.

Figure 4.4 (a) depicts the real part Re(ε) (blue) and the imaginary part Im(ε)

(red) of the permittivity according to Equation (4.1) for doped InGaAs. The

sharp feature at about 28 meV is the phonon resonance, whereas the shallow

slope of the curves stems from the Drude response of the charge carriers. For the

n, m∗, and µ values given in this example, the resonance condition for s-SNIM

1Note that the optical phonon spectrum of the ternary alloy InGaAs is actually more complex
[118] than, for example, GaAs. For the sake of clarity we show here the simplified GaAs-like
phonon behavior.
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Figure 4.4: (a) Frequency dependence of the infrared permittivity for doped In-
GaAs according to Equation (4.1) with n = 9 × 1018 cm−3, m∗ =
0.06me, and µ = 1000 cm2/(V s). (b) Zoom of area (i) for the spectral
resonant range for s-SNIM (see Section 2.2.2), which overlaps with the
CO2 laser tuning range.

(see Section 2.2.3) is fulfilled for photon energies of roughly 120 meV to 130 meV.

Note that the s-SNIM resonance is always shifted towards lower photon energies

with respect to the plasma frequency (in this case ωpl = 134 meV/~). Moreover,

the plasma frequency does not exactly equal the zero-crossing of Re(ε) due to the

finite imaginary part.

4.3 Experimental details

All of the s-SNIM measurements on the NWs were performed at room temperature

(RT), mostly with the room-temperature scattering scanning near-field infrared

microscopy (RT s-SNIM) setup at the HZDR. Here, the infrared sources (CO2

laser and FEL, see Section 2.3) as well as the layout of the optical table are

identical to the LT s-SNIM (see Section 3.3). Just the cross sections have been

studied using a commercial Neaspec s-SNIM with interferometric detection at the

group of Prof. T. Taubner, RWTH Aachen.

4.3.1 Room-temperature atomic force microscopy

The RT s-SNIM is based on a home-made AFM [Figure 4.5 (a)] with particularly

good optical access, reduced scattering of mechanical parts close to the tip, and
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Figure 4.5: Schematic drawings of the home-built room-temperature atomic force
microscope (RT AFM): (a) Perspective view of the AFM with optical
access for infrared radiation from one side and an optical microscope
camera from the other side. (b) Side view of the AFM. The cantilever’s
motion is detected by the beam-deflection method. The sample is
scanned and positioned by a stack of scanner and positioner elements
[similar to Figure 3.4 (b)].
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a high mechanical stability. Furthermore, the AFM yields sufficient space from

both sides to illuminate the tip with the infrared radiation (see next Section 4.3.2)

on one side and observe the approached tip with a optical microscope camera on

the other side. In contrast to the LT s-SNIM, the motion of the tip is detected by

the beam-deflection method (see Section 2.1.1). Figure 4.5 (b) shows a side-view

scheme of the AFM. A red, collimated laser diode (λ = 635 nm, P ∼ 1 mW) is

focused onto the cantilever’s2 back side and the reflected light is detected by a

four segment diode. Hence, vertical as well as horizontal displacements of the

cantilever can be recognized. For tapping mode (and therefore also s-SNIM), the

metallized tip is excited resonantly at Ω ∼150 kHz to 190 kHz by a piezoelectric

actuator.

The sample is positioned and scanned by a stack of several positioner and

scanner elements from Attocube with a sample holder on top. The three stick-slip

positioners for x, y and z yield a maximal range of (5×5×5) mm3 with a minimal

step size of 50 nm. The maximal range of the xyz scanner is (40 × 40 × 24) µm3

with a sub-nm precision. The control of the AFM as well as the data acquisition

is provided by the RHK R9 AFM controller (see Section 3.3.4). Similar to the

LT AFM, the RT AFM supports the electrical modes PFM (see Section 2.1.2)

and KPFM (see Section 2.1.3) since both tip and sample holder are electrically

contacted.

4.3.2 Room-temperature scattering scanning near-field

infrared microscopy

The layout of the optical table can be found in Figure 3.5 of Section 3.3.2. In

contrast to this scheme, the infrared radiation (see Section 2.3) is guided to the

red-colored area, where the RT s-SNIM is located. The RT s-SNIM setup follows

basically the same principle as the LT s-SNIM (see Section 3.3.3). Figure 4.6 (a)

depicts a schematic drawing of the s-SNIM beam path. The beam is split up

into one part towards the power meter and another part that is focused onto

the apex of the metallized tip. The back-scattered radiation is collected by the

same parabolic mirror and detected by a LN2-cooled mercury cadmium telluride

2We use non-contact AFM cantilevers PPP-NCLPt from Nanosensors.
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Figure 4.6: (a) RT s-SNIM beam path with RT AFM (see Figure 4.5), off-axis
parabolic mirror (OAM), beam splitter (BS), mercury cadmium tel-
luride (MCT), and power meter (PM). (b) Top view at the cantilever
with 90◦ angle between the incoming infrared laser and the long axis
of the cantilever. (c) Front view at the cantilever and tip with an
angle of 20◦ between the laser and the sample surface.

(MCT)3.

Figures 4.6 (b) and (c) show the angles of the incoming beam with respect to

the cantilever and sample, respectively. We focus the infrared radiation with an

2′′ off-axis parabolic mirror with 7.5 cm focus length. This results in a (maximal)

numerical aperture (NA) of 0.32 for a perfectly collimated beam with a diameter

of 2′′.

The RT s-SNIM has some clear practical advantages over the LT s-SNIM, even

when using the LT s-SNIM at room temperature. These advantages are:

• the RT s-SNIM signal strength (and signal-to-noise ratio) is typically higher

due to the significantly better NA and the lack of additional cryogenic win-

dows,

• the microscope camera is closer to the tip, which makes it easier to find a

particular sample position.

For these reasons – also considering the limited FEL beam time – RT s-SNIM

is always preferable to LT s-SNIM if low temperatures are not essential.

3Teledyne Judson Technologies, models MCTJ15D5 - MCTJ15D26, depending on the
wavlength.
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Figure 4.7: (a) Exemplary FEL spectra at about 80 meV (19.3 THz) for different
relative cavity lengths ∆lc. The measured spectra are represented
by the dots whereas the solid lines are the fitted Gaussian functions.
(b) Extracted pulse durations τ (blue) and center frequencies fc as
function of the relative cavity length ∆lc.

4.3.3 Properties of the free-electron laser pulses

The basic principle and most important parameters of the FEL have already been

discussed in Section 2.3.2. This section treats the experimental properties of the

FEL pulses with regard to the achievable pulse energy as well as the peak values

of power, intensity, and electric field, respectively. Those pulse properties are

particularly important for the observed nonlinear effect.

Generally, we only measure the average power Pavg by a power meter and the

spectral distribution I(f) by a grating spectrometer, while we assume a constant

repetition rate of frep = 13 MHz. The average power and the repetition rate can

be used to directly determine the pulse energy:

Epulse =
Pavg

frep

. (4.5)

A determination of the pulse peak values, such as the peak power Pp or the peak

electric field Ep, require more informations on the pulse duration and the laser

spot size. The pulse duration τ can be estimated from the spectral width ∆f of

the pulse. The relation between both is given by the time bandwidth product for

transform-limited Gaussian-shaped pulses to τ∆f = 0.44 [both τ and ∆f are full

width at half maximum (FWHM) values].

Figure 4.7 (a) shows FEL spectra (dots) for different detuning ∆lc of the FEL
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cavity length lc. Here, ∆lc = 0 denotes the cavity length with the highest emitted

laser power [red dots in Figure 4.7 (a)]. Note that the cavity length with the

highest power is slightly shorter than lc = c/frep/2 [124, 125], which means that

the cavity is already detuned at this point. If lc is increased, the FEL stops lasing

rapidly. On the other hand, an decreasing cavity length gradually decreases the

total power and, more importantly, the width of the spectrum decreases rapidly.

This means that the pulse duration increases with increasing lc. To quantify this

behavior, the spectra can be approximated by Gaussian functions:

P (f) ∝ Exp

[

−(f − fc)2

2σ2
f

]

, (4.6)

where fc is the center frequency and σf is the standard deviation. The FWHM can

be calculated as ∆f = 2
√

2ln2σ ≈ 2.355σ. The corresponding pulse durations

are depicted as blue curve in Figure 4.7 (b). The bandwidth and hence the pulse

duration spans over nearly one order of magnitude resulting in an achievable τ -

range of about 1 ps to 8 ps. Since we neglect the slightly inhomogeneous shape

of the spectrum, general deviations from the Gaussian shape, and any chirp of

the pulses, the actual pulse durations might be longer and the given values can

be treated as lower limit. Also note that not only the spectral width changes for

the cavity detuning but also the center frequency, as depicted by the red curve of

Figure 4.7 (b).

Knowledge on the pulse energy and pulse duration enables the calculation of

the peak power Pp, which is given for a Gaussion pulse shape by

Pp =

√

4ln2
π

Epulse

τ
≈ 0.94

Epulse

τ
= 0.94

Pavg

τfrep

. (4.7)

The factor 0.94/(τfrep) describes the enhancement factor of the peak power com-

pared to the average power and is, for example, in the order of 104 for τ = 7.2 ps

and frep = 13 MHz.

The peak electric field Ep can be calculated by

Ep =

(

2Ip

cnε0

)1/2

, (4.8)
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Figure 4.8: (a) Exemplary Gaussian beam shape (solid line) and its first derivative
(dashed line; absolute, rescaled value) for a beam width of w = 50 µm.
The schematic insets demonstrate the motion of the beam spot with
respect to the oscillating cantilever. (b) Measured curves with the
FEL of s1Ω for ~ω = 72.9 meV (red) and ~ω = 95.4 meV (blue) that
reveal an asymetric shape.

where n is the refractive index and Ip is the peak intensity. The latter depends

on the beam size and is, for a Gaussian profile, given by

Ip =
2Pp

πw2
, (4.9)

where w is the beam width (radius). To roughly estimate the beam width at

the position of the tip, the oscillation of the latter can be used. The focus is

moved in the z direction perpendicular to the cantilever and the backscattered

demodulated signal is recorded at the tip’s resonance frequency f = Ω (here,

the sample is far away from the tip). The modulation of the signal is highest

when the gradient of the beam profile is steepest, i. e. the first derivative has

a maximum. For a (spatially) Gaussian shaped beam profile with a width of

w = 50 µm and a maximum at z = 150 µm, as depicted by the black solid line in

Figure 4.8 (a), the absolute value of the first derivative shows a symmetric shape

(dashed line) with maxima at z1 = 100 µm and z2 = 200 µm. The measured

optical signal s1Ω, demodulated at the first harmonic of the cantilever oscillation,

shows a highly asymmetric shape for the FEL, as depicted in Figure 4.8 (b). The

distance between the maxima are 71 µm for ~ω = 95.4 meV and 89 µm for ~ω =

72.9 meV. Since the spot size scales linearly with the wavelength, it should hold
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that λ1/λ2 = ω2/ω1 = w1/w2. Indeed, ω2/ω1 ≈ 1.31 is close to w1/w2 ≈ 1.25 for

the measured curves.

Taking into account all estimated parameters, such as pulse duration and spot

size, it is possible to calculate the pulse energy Epeak, the peak power Pp, and the

peak electric field Ep using the above mentioned equations. In Table 4.1 these

values are given for an s-SNIM typical average power range of 5 mW to 50 mW

and different pulse durations τ . The electric field strength Ep is calculated for a

focused Gaussian beam with w = 50 µm in vacuum (n = 1).

Table 4.1: Typical FEL values for Pavg = 5 mW to Pavg = 50 mW of the pulse
energy Epulse, peak power Pp, peak intensity Ip and peak electric field
Ep (both Ip and Ep for w = 50 µm).

τ [ps] Epulse [nJ] Pp [kW] Ip [GWcm−2] Ep [kVcm−1]

2

0.4-3.8

0.18-1.81 0.46-4.60 59-186
4 0.09-0.90 0.23-2.30 41-132
6 0.06-0.60 0.15-1.5 34-107
8 0.05-0.45 0.12-1.15 29-93

Note that the actual electric field may be significantly higher due to the strong

field confinement. The latter typically appears at the very end of the antenna-

shaped, metallized tip in proximity to the surface. However, an exact determi-

nation of the electric field at the tip apex requires a more complex simulation.

For example, Huth el al. [126] predict a field enhancement of up to 20× for a

similar wavelength range (MIR), tip geometry (pyramidal), and angle of incidence

between laser and tip (see Figure 4.6).

4.4 Results and discussion

4.4.1 GaAs/InGaAs core/shell nanowires

Figure 4.9 (a) shows an exemplary map of two perpendicular NWs on Si substrate.

Here, the s-SNIM signal s2Ω, measured with the FEL at a photon energy of

90 meV, is illustrated in a false color scale and the topography is represented by

the relief. The NWs yield a length of 2 µm and thickness of about 200 nm. In

this example, the NWs appear clearly brighter than the Si substrate whereas the
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edges and particularly the ends of the NWs appear dark. For the s-SNIM spectra,

we usually extract the value of the NW from the geometrical middle position. For

the p-polarized radiation used in this studies, we find no significant impact of the

NW orientation with respect to the plane of incidence. Hence, we can exclude

a geometrical resonance and claim that we only probe the local carrier-induced

permittivity variations ε(n, m∗, µ).

Figure 4.9 (b) depicts s-SNIM maps of a NW at two different photon energies

measured with the CO2 laser at a power of about 20 mW. The NW appears almost

four times brighter with respect to Si at ~ω = 117 meV. The contrast reverses

for higher photon energy of 129 meV, where the NW is clearly darker than the

surrounding Si. Additional s-SNIM contrast values sNW /sSi are depicted as blue

dots in Figure 4.9 (d) as a function of the photon energy ~ω. The spectrum yields

the characteristic resonant shape with a contrast reversal sNW /sSi = 1 at 122 meV

and a contrast maximum sNW /sSi = 3.9 at 117 meV.

The spectrum can be fitted with the point-dipole model [see Equations (2.25)

and (2.20)] including the permittivities of the NW and Si (see Section 4.2.1). The

fitted model is represented by the blue curve in Figure 4.9 (d), with the light-blue

area being the confidence interval including both plasma frequency and damping.

Here, we find a plasma frequency of ωp,0 = (126±5) meV and a plasmonic damping

of ~γp,0 = (18 ± 5) meV. The corresponding electronic properties are a carrier

density of n = (8.3 ± 0.50) × 1018 cm−3 and an electron mobility of µ = (1020 ±
300) cm2(Vs)−1, if we assume an effective mass of m∗ = 0.063 · me (value for m∗

explained later). We do not observe a shift of the contrast for higher powers of the

laser (up to ∼ 100 mW) and therefore denote this resonance as linear plasmonic

resonance.

The behavior of the s-SNIM contrast differs significantly if the NW is probed by

the pulsed FEL, where much higher (peak) powers can be achieved. Figure 4.9 (c)

shows exemplary s-SNIM maps for two different peak powers Pp. Here, we observe

a reversal of the contrast sNW/sSi by increasing Pp from 0.27 kW up to 0.77 kW.

The contrast spectrum in Figure 4.9 (d), represented by the red dots, reveals the

significant redshift and increased damping of the plasmonic resonance for the

FEL measurement. For the different points of the spectrum, the peak power

varied in the range of 0.3 kW to 0.6 kW, which could explain deviations to the

fitted model (red curve). The latter is obtained by keep all values fixed with
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respect to the linear resonance, and only fit the plasmonic parameters. Hence,

we find the plasma frequency to be ωp = (95 ± 5) meV and the damping equal

to ~γp = (40 ± 5) meV. Since the carrier density should be constant, this means

that the effective mass has to increase to

m∗ = 0.063 me ·
(

125 meV
95 meV

)2

= 0.11 me . (4.10)

According to Equation (4.4), the increased effective mass and damping must also

reduce the carrier mobility significantly to µ = (260 ± 30) cm2(Vs)−1.

The s-SNIM contrast sNW/sSi depends both on the photon energy and the

(peak) power, as depicted in the color-map in Figure 4.9 (e). The dashed line

(as a guide to the eye) indicates how the plasma resonance, represented here by

the contrast reversal sNW/sSi = 1, gradually shifts towards lower photon energies

for increasing peak powers. The dashed line should merge the value of ~ω =

122 meV for very low peak powers, where the contrast reversal is observed with

the CO2 laser. However, the peak power range in between the CO2 laser and FEL

measurements is not accessible experimentally since it requires either very high

average powers of the CO2 laser (disturbs or even destroys the tip) or very low

average powers of the FEL (signal too small to detect).

According to Equation (4.10), the strong redshift can be explained by an in-

crease of the effective mass of the free carriers upon the strong, pulsed infrared

illumination. Such behavior has been observed in various far-field studies before,

for example on photoexcited GaAs [127] as well as on n-doped InGaAs [128].

Both studies explain their findings by intervalley scattering, i. e. from the Γ- to

the L-valley, in the strong electric field of (few cycle) THz radiation. As part

of this model, electrons in the low-effective mass Γ-valley get accelerated by a

high electric field and gain enough energy to scatter to the high-effective mass

L-valley, just before the ac-field reverses and electrons move back in the oppo-

site direction. In our case, however, the photon frequency is about one order of

magnitude higher than in references [127, 128]. Accordingly, the cycle-averaged

quiver energy of electrons, also known as ponderomotive energy is

Epon =
e2E2

4m∗ω2
≈ 2 meV (4.11)
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Figure 4.9: (a) Examplary map with s-SNIM signal s2Ω (color scale) and topgra-
phy (relief). The cantilever, tip and incoming FEL pulse are added
schematically. (b) s-SNIM maps for two different photon energies
measured with the CO2 laser. (c) s-SNIM maps at two different peak
powers Pp measured with the FEL. (d) Spectral dependence of s-SNIM
contrast (points) and fitted curves (lines) for CO2 laser (blue) and FEL
(red), respectively. (e) Measured s-SNIM dependence on both photon
energy and peak power. The color map visualizes the gradual spectral
shift for the FEL measurements. At very low peak powers, the reso-
nance should converge towards the CO2 laser resonance, as indicated
by the dashed line. Adapted from [91].
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for an electric field of E = 100 kVcm−1 and ω = 2π · 30 THz. Since the energy

difference between the Γ- and the L-valley is way larger (400 meV [129]), direct

intervalley-scattering is very unlikely or should only occur for unrealistically high

field values.

Tyborski et al. [130] found a plasmonic redshift and broadening in n-doped ZnO

attributed to a significant heating of the carriers in the nonparabolic conduction

band and a subsequent increase of the effective mass. Analogous to ZnO, InGaAs

reveals a nonparabolicity of the Γ-valley that can be described by [131]

E(1 + αE) =
~

2k2

2mΓ

, (4.12)

where α = 1.33 eV−1 is the nonparabolicity factor and mΓ = 0.044me is the

effective mass at the Γ-point4 [132]. Figure 4.10 (a) reveals the nonparabolic ap-

proximation of the conduction band (CB) in comparison to the parabolic approx-

imation (α = 0, dashed line). According to [133, 134], the effective mass depends

linearly on the energy (see Appendix C.1):

m(E) = mΓ(1 + 2αE) . (4.13)

The energy-dependent distribution ne of free carriers in the CB is described by

the product of the Fermi-Dirac distribution and the density of states (DOS, see

Appendix C.2) as

ne(E) =
1

2π2

(

2mΓ

~2

)3/2 [E(1 + αE)]1/2(1 + 2αE)
e(E−EF)/(kBT ) + 1

, (4.14)

where kB is the Boltzmann constant, EF is the chemical potential, and T is the

temperature of the electron gas. The average effective mass can be calculated

considering both the energy-dependent effective mass (4.13) and the carrier dis-

tribution (4.14) as
1

m∗
=

1
n

∫ ∞

0
dE ne(E)

m(E)
, (4.15)

where n =
∫ ∞

0 dEne is the total carrier density in the CB. The latter has been

4Note that these literature values are, technically, for a slightly different composition
(In0.53Ga0.47As).
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found to be ne = 8.3 × 1018 cm−3 according to the linear plasma resonance fit,

where the temperature of the electron gas is T ≈ 300 K. By considering equations

(4.14) and (4.15), we obtain an average effective mass of m∗
0 = 0.063me at a chem-

ical potential of EF = 250 meV. For the nonlinear, redshifted plasma resonance,

where the effective mass increased to 0.113me, we can estimate a temperature of

T = 3900 K at EF = −465meV. Figure 4.10 (b) depicts the carrier distributions

for both cases: the cold (blue) and hot (red) electron plasma. Accordingly, the

significant increase of the effective mass for the latter results from the increased

number of electrons with higher energy and hence higher mass.

For a more detailed estimation of the heating effect, one should also take into

account the satellite valleys in InGaAs, such as the X- or L-valley that would

probably decrease the simulated temperature since the effective masses are typ-

ically higher in these valleys. Moreover, holes in the valence band may have

an additional impact at high temperatures of the Fermi-distribution since the

chemical potential tends to decrease for increasing T . However, the impact of

holes should still be small due to the much higher effective mass of the heavy

holes (m∗
hh ≈ 0.36me [120]), and to the low DOS for the light holes. Due to

the mentioned possible effects, the estimated temperature of T = 3900 K can be

considered as an upper limit.

According to Equation (4.14) we can directly calculate the difference between

the energy densities of the electron gas5 to

E3900 K − E300 K =
∫ ∞

0
dE [ne(3900K) − ne(300K)] · E

≈ 8.4 × 105 J/m3 . (4.16)

Alternatively, the FEL dissipation can be estimated by Joule’s law and the fre-

quency dependent Drude model as

Ediss =
σ0

1 + (ω/γel)2

τ · E2
p

2
, (4.17)

where σ0 = ne2/(m∗γel) is the zero-frequency conductivity. By assuming ω =

95 meV/~ and τ = 2 ps, it requires a peak-field strength of Ep = 51 kVcm−1 to

5A simple estimation is given by E = (3/2)NkB(3900 K − 300 K) ≈ 6.2 × 105 J/m3, which is
close to the numerically calculated value.
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and nonlinear plasmonic response (red), where the electron gas is
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heat the electron gas to T = 3900 K, according to the dissipated energy estimated

in Equation (4.16). In fact, the estimated peak field value is in good accordance

to the FEL field values specified in Section 4.3.3.

In order to prove the heating scenario we varied the pulse duration τ (see Section

4.3.3) while keeping the pulse energy Epulse constant. Figure 4.10 (c) depicts the s-

SNIM contrast in dependence of the τ and Epulse for four different photon energies,

respectively. For a particular, fixed pulse duration, the resonance shifts to lower

photon energies for an increasing pulse energy, according to the tendency observed

in Figure 4.9 (e). At a photon energy of ~ω = 85.5 meV, the contrast slope even

reverses (that means sNW/sSi increases for increasing Epulse. Hence, the opposite

(and more shallow) edge of the plasmonic resonance is reached here.

For all photon energies, the impact of the pulse duration is very weak, i. e.

much weaker than the influence of the pulse energy, although a slight slope is

visible in all graphs. This behavior supports our theory that the dissipation of

FEL pulses is the relevant mechanism here. Since the initially dissipated energy

is transferred to the lattice within the pulse duration, the resonance should still

be influenced by τ . The strongest energy transfer should happen via LO phonon

emission at much shorter time scales with respect to the FEL pulse duration, i. e.

at sub-ps time scales [135]. Consequently, excitation and relaxation should be

(almost) in an equilibrium for all measured pulse durations, which could explain

the very weak observed τ -dependence. The minor slope of τ could still indicate

that the shorter pulses lead to a slightly higher electron heating with less energy

transfer to the lattice (smaller pulse energy is needed to observe the same effect).

4.4.2 Nanowire cross sections

We studied cross sections of both GaAs/InGaAs core/shell NWs (see Section 4.2.1)

and modulation doped NWs (see Section 4.2.2). All cross sections have been

prepared by FIB fabrication as discussed in Section 4.2.3. The s-SNIM maps have

been recorded by pseudo-heterodyne detection [57] using a commercial Neaspec s-

SNIM6 in the group of Prof. Taubner, RWTH Aachen. Here, pseudo-heterodyne

detection was necessary since the measurement at the direct sample edge and the

6The infrared source used here is a commercial laser system tunable in the MIR (QCL based):
DRS Daylight solutions, model MIRcat-QT .
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FIB grooves lead to strong background interference that cause artifacts in the

case of non-interferometric, i. e. self-homodyne, detection (see Appendix D).

The SEM image in Figure 4.11 (a) shows five cross sections (white) of GaAs/InGaAs

core/shell NWs, surrounded by carbon towards the edge (black) and Si towards

the sample (grey). The topography and s-SNIM maps are recorded at the posi-

tion of the marked area (white rectangle) in the SEM image. The topography

map in Figure 4.11 (b) reveals about 14 nm deep trenches (also visible in SEM)

towards the Si, starting from the actual NWs position. In the s-SNIM amplitude

map [Figure 4.11 (c)], the edges of these trenches are also visible. The NW cross

sections reveal a clear contrast to the surrounding carbon, although the exact

hexagonal shape is hardly visible due to a slight distortion of the cross sections.

We could not find any contrast to the undoped core that measures only 25 nm in

diameter. The s-SNIM phase map [Figure 4.11 (d)] shows a blurry contrast of the

cross sections, which is differently pronounced for each of the NWs. We observe

only a very weak spectral dependence of both s-SNIM amplitude [Figure 4.11 (e)]

and phase [Figure 4.11 (f)] between the NWs and the Si for a photon energy range

of about 105 meV to 140 meV. Hence, there is no clear evidence for a plasmonic

resonance. Since usually all NWs of this type (that have not been cut) showed

a plasmonic resonance at about 120 meV, it is likely that the surface has been

damaged during the FIB treatment.

Two cross sections of the modulation doped NWs are depicted in the SEM image

of Figure 4.12 (a). The white rectangle again marks the position of the topography

and s-SNIM maps. The topography map [Figure 4.12 (b)] shows a trench depth

of about 12 nm. The s-SNIM map [Figure 4.12 c)] reveals a clear contrast in

between the outer NW shell (mostly In0.44Al0.56As) and the inner part of the NW

(mostly In0.45Ga0.55As with GaAs core). This contrast could be an indication that

an increased charge carrier concentration has formed in the middle region of the

NW. In contrast, the phase map [Figure 4.12 c)] shows no clear difference between

the inner and the outer NW, although the hexagonal outer edge remains roughly

recognizable. However, the s-SNIM spectrum of both amplitude [Figure 4.12 e)]

and phase [Figure 4.12 f)] shows no clear spectral dependence. It is therefore

questionable whether the observed contrast is even caused by charge carriers or

if it is just material contrast of InAlAs, InGaAs, and carbon, respectively.

Finally, there are several possible reasons why we do not find evidence for a
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plasmonic resonance in any of the cross sections:

• The FIB process, in particular the introduction of Ga atoms as additional

impurities, decreases the carrier density and/or the mobility. Moreover, FIB

processing typically forms a ∼ 10 nm thick amorphous layer [136], disrupting

completely the electronic structure close to the surface,

• for the modulation doped NWs: the spatial resolution (∼ 25 nm) is too low,

i. e. the number of electrons in the effective probe volume [∼ (25 nm)3] is

too low,

• the plasma frequency is not in (or close) to the probed frequency range of

about 105 meV to 170 meV.

4.5 Conclusion

In this chapter, s-SNIM studies have been presented on GaAs/InGaAs core/shell

NWs lying flat on Si, as well as on NW cross sections of core/shell NWs and

modulation doped NWs, respectively.

The linear plasmonic response of the highly Si-doped core/shell NWs, measured

on Si substrate with the cw CO2 laser, yield a sharp resonance at about ωpl =

125 meV/~. Hence, we can quantify the charge carrier density to 8 × 1018 cm−3

and the mobility of about 1000 cm2V−1s−1, which demonstrates the excellent qual-

ity of the MBE-grown nanowires. For the first time, we observe a nonlinear plas-

monic response induced by the intense pulses of the FEL. This manifests itself

in a significant redshifted of the plasmonic resonance to about 95 meV, which

corresponds to an increase of the effective mass by about 74 %. The latter can be

explained by energy dissipation of the FEL pulses and thus heating of the electron

gas in the nonparabolic conduction band of InGaAs. The variation of the pulse

duration while keeping the pulse energy constant shows only a weak effect, which

underlines the dissipation hypothesis. We further estimate the total dissipated

energy and hence quantify the electric field at the s-SNIM tip apex to be in the

order of 50 kVcm−1. Our findings open up the possibility not only to passively

probe, but rather actively manipulate the s-SNIM contrast by the intense and (in
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this wide frequency tuning range) unique radiation of the FEL. Thus, a new path

to explore nonlinear plasmonics on the nanometer scale is enabled.

Furthermore, cross sections of two kinds of NWs have been produced by FIB

technique. The cross sections of the highy Si-doped GaAs/InGaAs core/shell NWs

show, in contrast to those lying flat on Si, no pronounced plasmonic resonance for

the same frequency range. Similarly, no indication of free charge carriers could

be found for the modulation doped NWs, in which the expected position of the

resonance was not known before. The lack of resonance, especially in the case of

the homogeneously doped NWs, could be due to damage to the surface and/or

amorphization during FIB processing. The FIB may induce additional impuri-

ties that increase the scattering and hence reduce the mobility at the surface.

However, we could achieve a contrast on both type of NWs, which is probably a

material contrast between the NWs and the surrounding carbon and Si. In the

case of the modulation doped NWs, we can even distinguish between the inner

InGaAs and the outer InAlAs shell, principally demonstrating the high resolution

and sensitivity of the s-SNIM.



5 Summary and outlook

In this work, two main aspects were addressed: the development of a cryogenic

s-SNIM system, and the room-temperature investigations on semiconductor NWs

at high electric fields. Both topics are connected by the use of the FEL as a

uniquely intense and widely tunable IR radiation source.

The LT s-SNIM setup, based on the LT AFM (Section 3.3.1) and the infrared-

optical setup (Section 3.3.2), has been described in detail. Thus, our LT s-SNIM

is able to operate in the temperature range from 5 K to 300 K and, in combina-

tion with the FEL, in the spectral range from 5 meV to 250 meV. To the best of

our knowledge, it is the only cryogenic s-SNIM system worldwide that combines

these characteristics. Furthermore, with our s-SNIM system it is also possible to

apply complementary AFM modes like PFM or KPFM with one and the same

tip. In particular, KPFM can be used in-situ to s-SNIM in order to effectively

prevent artifacts caused by surface charges. We demonstrated the performance of

all modes, i. e. topography, s-SNIM, PFM, and KPFM, at LHe tempereratures.

For this purpose, standard samples such as structured Si-SiO2 and Au, as well

as the interesting multiferroic material GaV4S8 have been measured. The latter

reveals a subtle ferroelectric domain pattern below its structural phase transition

at Tc = 42 K. This domain pattern showed signatures in all previously mentioned

measurement channels. With the help of the FEL we were able to spectrally iden-

tify the near-field resonance of GaV4S8 in the vicinity of the phonon resonance at

about ~ω = 39 meV. Finally, this made it possible to measure domain patterns

in the s-SNIM signal. Furthermore, we could utilize the clearly defined phase

transition to quantify the influence of the infrared radiation on the local temper-

ature under the tip. The local impact of the IR beam could also be used in the

future to specifically create domain structures. Moreover, a possible correlation

between the formation of the ferroelectric domains and its skyrmion phase could

be a point of future investigations.
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The measurements on semiconductor NWs, which make up the second part

of the work, have been investigated with the room-temperature scattering scan-

ning near-field infrared microscopy (RT s-SNIM) setup at FELBE. The room-

temperature scattering scanning near-field infrared microscopy (RT s-SNIM),

which is based on an home-built AFM, has been described in Section 4.3.2. Our

s-SNIM study with the tunable CO2 laser revealed a strong plasmonic reso-

nance at about ~ω = 126 meV. This resonance has been found on MBE-grown

GaAs/InGaAs core/shell NWs with a homogenious shell doping of about 9 × 1018 cm−3.

By fitting the plasmonic resonance with the analytic point-dipole model (PDM),

we could extract a carrier density of n = 8.3 × 1018 cm−3 and a mobility of

µ ≈ 1000 cm2/Vs, which demonstrates the high quality of our NWs. Investi-

gating the same NWs with intense FEL radiation reveals a pronounced redshift

to ~ω < 100 meV and increased damping of the resonance. The observed non-

linear effect could be explained reasonably well by strong heating of the electron

gas in the nonparabolic Γ-valley of InGaAs. Hence we could estimate a heating

of the electron gas to T ≈ 3900 K during the FEL pulse, which causes the nec-

essary increase in the effective mass by 75 %. Measurements at different pulse

durations and at constant pulse energy confirmed our hypothesis. The observed

nonlinear effect is an interesting example system for investigating FEL-induced

non-equilibrium states using s-SNIM. In our experiment pump and probe pulses

have been in both cases the FEL itself. In the future, it would be interesting to

synchronize another probe laser with the FEL in order to be able to investigate

time-resolved non-equilibrium phenomena.

The final Section 4.4.2 of the work was devoted to the s-SNIM study of NW

cross sections, conducted at RWTH Aachen. Here, the aim was to study the

spatial localization of the plasmon within the cross section. To this end, we

fabricated cross sections by FIB technique of the aforementioned core/shell NWs

as well as modulation doped NWs. The s-SNIM images of all cross sections

revealed a significant contrast. In particular, the modulation doped NWs showed

a pronounced contrast within the cross section. Unfortunately, no pronounced

spectral behavior with respect to a plasmonic resonance could be found in any

of the cases. This fact may be due to the fabrication by means of FIB and

subsequent damage to the NWs. Future efforts in this direction could therefore

either try to change the FIB process or even consider an alternative method of
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cutting cross sections. If it should be possible to detect charge carriers in the

modulation doped NWs, an investigation at (different) low temperatures could

be useful, since charge carriers could redistribute depending on the exact band

structure.





A Citation metrics

Figure A.1 (a) shows the citation metrics containing the terms “s-SNOM” and/or

“s-SNIM”, as well as “nanospectroscopy” according to the Web of Science1. It

demonstrates the tremendous increase of citations of about one order of magnitude

within the last ten years. Note that “nanospectroscopy” actually also contains

different methods/techniques than s-SNIM. However, it certainly demonstrates

the increasing interest of the scientific community in s-SNIM or related techniques.

Figure A.1 (b) reveals the relative amount of citations according to the scientific

discipline (for the term “s-SNIM” ). It becomes clear that in addition to materi-

als science disciplines, physics, optics and nanosciences, s-SNIM is also commonly

used in chemistry and physical chemistry. Biology, in which e. .g. optical (con-

focal) microscopy is used by default, is not represented here (or perhaps sorted

into “multidisciplinary”).

1http://wokinfo.com/
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B Additional nanospectroscopic

studies

This chapter is dedicated to projects that could not be completed, show negative

results for various reasons, or simply do not fit into the frame of the work. Nev-

ertheless, the preliminary work in these areas may be helpful for future projects

that are heading in a similar direction.

B.1 Silicon carbide nanoparticle probes

The aim of this project is to fabricate resonant near-field probes for the mid-

infrared (MIR) wavelength range, in particular for the wavelength range of the

CO2 laser of 9.6 µm to 11.4 µm, in order to significantly enhance the s-SNIM signal

and thus also the sensitivity for non-resonant samples. According to the point-

dipole model (PDM), the effective polarizability of a scattering sphere (in air)

is given by Equation (2.12) of Section 2.2.2. A suitable material for the desired

wavelength range is silicon carbide (SiC [137]) that has a strong phonon resonance

[138–140] with ε′ = −2 at λ = 10.8 µm [see Figure B.1 (a)]. Our approach to

fabricate SiC probes for resonant s-SNIM is to attach SiC nanoparticles (NPs)1

on standard Si tapping-mode AFM tips. Since the procedure of attaching Au NPs

to Si tip was well known before, the procedure of attaching SiC NPs is closely

oriented on it:

1. The SiC powder (1 mg) is dissolved in ethanol (20 ml) using a ultrasonic

probe for about 1 h. Subsequently, about 5 drops of the solution are dropped

on a glass (or Si) substrate and dried out by annealing at 250 ◦C for 2 h. A

1Nanopowder with SiC particles, primarely beta phase, diameter < 100 nm from Sigma
Aldrich.
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thin Au layer (∼ 1 nm Cr, ∼ 3 nm Au) is now evaporated on the sample

containing the SiC particles. The thin Au layer is later needed for bonding.

2. The AFM tip’s end is flattened intentionally to have a defined, ∼ 100 nm

wide plateau for collecting the NPs later on. This is achieved by controlled

pressing of the tip against a Si sample in contact-mode AFM. The tip has

to be imaged by SEM afterwards to check the plateau quality [see Fig-

ure B.1 (d)].

3. The "flattened" Si tip is dipped for 30 s into a solvent of 5 parts of distilled

H2O to 1 part of the silane APTMS2. Afterwards, the tip is dipped for

another 30 s into pure distilled H2O. The thin layer of the silane on the tip

should ensure a strong chemical bonding in between the Si tip and the Au

(the latter has been evaporated on the SiC before). This chemical procedure

is based on the experience of attaching Au NPs in the group of Prof. L.

Eng, TU Dresden.

4. Directly after the silane treatment, a individual SiC NP should be picked

with the prepared tip. To this end, the sample containing the NPs is scanned

in tapping-mode AFM to find a proper NP. The tip is now placed on the

NP and pressed against it in contact mode. The same area is scanned again

to ensure that the particle has disappeared and, hence, is now attached to

the tip. If this is not the case, the picking should be tried again with more

pressure or at another particle. Finally, the AFM tip with the attached NP

should be checked again by SEM [see Figure B.1 (d)].

Although it was possible to produce at least one AFM tip with a single SiC NP

attached, the procedure turned out to be very inefficient and no strongly enhanced

s-SNIM signal could be found with the tip. The following list comments on the

challenges that occurred concerning the steps in the previous list that would have

to be solved in subsequent studies:

1. Although individual NPs were fabricated by using this method, the SiC

powder still tends to form big clusters with a average size of several microm-

eters. This, later on, makes it difficult to find the (much fewer) individual

2(3-Aminopropyl)trimethoxysilane from Sigma Aldrich.
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NPs and also increases the probability to damage the tip. Figure B.1 (b)

depicts the s-SNIM maps of a single nanoparticle on Si at λ = 10.61 µm

and λ = 10.84 µm, measured with a conventional metal coated tip and the

CO2 laser. Indeed, a contrast reversal occurs at the expected wavelength,

as depicted in the spectrum in Figure B.1 (c).

2. The flattening of the tip is, generally, an unproblematic step. However, the

subsequent control of every single tip via SEM is still necessary, which is

time consuming and increases the risk of tip damage.

3. It is still unclear, how much of the silane is attached to the tip and if/how it

could influence the s-SNIM performance. We were able to observe significant

residues at some tips by SEM, which is probably due to the silane treatment.

4. The problem of the SiC cluster formation is critical at this point, since it is

likely to attach the big clusters before finding a individual NP. Additionally,

the particles often tend to attach at one side of the AFM tip plateau and

not central at the end. The points mentioned here are the main reason why

most of the produced tips are not useful.

Based on the observations we gained so far, we suggest to tackle the following

issues:

• Find a better procedure to reliably produce well separated, individual NPs,

i. e. suppress the formation of large clusters.

• Prove the SiC resonance by FTIR spectroscopy on the powder and further

s-SNIM spectra on single NPs (i. e. increase the statistical evidence).

• Finally, prove the s-SNIM performance of a SiC probe in terms of resolution

and signal strength both on non-resonant and resonant samples to confirm

the predictions.
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B.2 Individual impurities in Si

Isolated atoms or ions, typically confined in traps, are ideal systems for studying

fascinating coherent quantum effects such as photon echos. Likewise, isolated

donor impurity atoms in semiconductors like silicon show a hydrogen-like spec-

trum, shifted to the far infrared due to the small effective mass and high dielectric

constant [141]. Excited hydrogenic states are of particular interest for the devel-

opment of quantum computation and quantum information, because they allow

to prepare long living microscopic polarization states. For instance Greenland et

al. demonstrated the coherent control of impurity wavefunctions in phosphorus-

doped silicon (Si:P, see Fig. B.2) [73].

In contrast to previous far-field spectroscopy studies, which probed ensembles

of many impurities, the aim of this project is to study individual impurity centers

by means of low-temperature scattering scattering scanning near-field infrared

microscopy (LT s-SNIM). To this end, we investigate silicon samples containing

different donors (P,Bi) or acceptors (Mg) with different defect densities, respec-

tively. For instance, the low-temperature FTIR absorption spectra of Si:P and

Si:Bi are depicted in Figure B.3 (a) and (b). Both (a) and (b) show clear dis-

tinct peaks that can be attributed to the transitions (from the ground state to

the respective marked state) of isolated impurities. The temperature dependence

shows that the absorption drops drastically for temperatures > 30 K, where the

probability of electrons to get thermally excited to the conduction band increases.

Hence, LT s-SNIM measurements should also be performed at T < 30 K. The

linewidth of the Si:Bi spectrum is much larger than for the Si:P since the donor

density is about one order of magnitude larger for Si:Bi.

Even though the frequency of the transitions can be measured easily for all sam-

ples via low-temperature FTIR, there are several difficulties when it comes to

s-SNIM measurements that are:

1. FTIR absorption spectra measure the bulk, whereas s-SNIM exclusively

probes impurities close to the surface. The transition energies of these

near-surface impurities could be shifted. Even more critically, the Fermi

level pinning and the subsequent band bending at the surface may lead to

a significant depletion of carriers at the surface. Approaches and attempts

to overcome this surface depletion are described later.
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Figure B.2: (a) Energy level diagram for an isolated P donor in Si (Si:P). Only
certain, sharp transitition in the THz spectral range (e. g. 1s(A1) →
2p0 at ∼ 34 meV) are allowed. (b) Bloch sphere with simulated wave
packets, demonstrating the large spatial extent of ∼ 10 nm of the
excited state |1〉. (Both images from [73]).

2. The effective size of the impurities is significantly smaller than the s-SNIM

resolution. With a sufficiently large scattering cross section, it might still

be possible to find a signature. Conceptually, an s-SNIM study on intersub-

level transitions in quantum dots by Jacob et al. [29] is nearest. However,

the contrast mechanism is not dealt with exactly, and a use of the simpli-

fied point-dipole model is questionable in this case. Therefore, a straight-

forward estimate of the expected s-SNIM response is hardly possible.

3. The impurity transitions are outside the spectral range of the CO2 laser.

Consequently, all measurements must be made with the FEL, whereby the

restricted beam time and the significantly higher noise level must be taken

into account. Specifically, the transitions in Si:P lie in an unfavorable spec-

tral range for the far-infrared detector (see Section 3.3.3). Since we usually

have to work with comparatively high laser powers of 20 mW to 50 mW (on

the tip), there is also the danger that the defects are locally ionized.

4. In contrast to [29] there is no other AFM channel that can serve as an

indicator for finding the lateral position of the impurities. However, a small

signature may be possible in the KPFM signal: for example, Logowski et
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(a) Si:P, 1x1015 cm-3

(b) Si:Bi, 1.4x1016 cm-3

Figure B.3: (a) Absorption spectra of Si:P with nP = 1 × 1015 cm−3 for different
temperatures with assigned transitions. (b) Absorption spectra of
Si:Bi with nBi = 1.4 × 1016 cm−3. [For all spectra the background
is subtracted and interference fringes of the Si substrate are filtered
out.]
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al. [142] claim that they have detected single impurities by means of LT

KPFM. However, these measurements are based on a much higher doped

sample and require excellent KPFM resolution.

There are several approaches to the first issue in the above list, i. e. how to

passivate the surface:

• Thermal deposition of a thin layer of SiO2 on the surface. Unfortunately, a

suitably thin thermal layer (< 50 nm) could not be realized by the ion beam

center.

• Illumination with visible light (with low penetration depth, e. g. green light)

to repopulate the depleted area.

• A metal-insulator-semiconductor (MIS) structure as depicted by Figure B.4 (a)

to be able to actively populate the surface by applying a bias.

The MIS structure [sketched in Figure B.4 (a)] has been realized, which required

several processing steps:

1. Remove of the natural SiOx layer of the doped Si sample with hydrofluoric

acid.

2. Evaporate a thick Al layer (serves as ohmic back contact) on the sample

back side, followed by annealing.

3. Remove the natural SiOx layer again.

4. Sputter about 5 nm to 10 nm SiO2 on the top side.

5. Fabricate the Au top-gate structures on the SiO2 by electron beam lithog-

raphy.

The basic idea of the top-gate structure is to leave a small gap so that the tip can

get close to the Si and hence the impurities. In our sample, the gap distance varied

from 0 to a about 10 µm. Both the current-voltage characteristic [Figure B.4 (b)]

as well as the capacitance-voltage characteristic (not shown) indeed show a typical

behavior for a Schottky junction.
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Figure B.4: (a) MOS gate structure for tuning of the surface depletion. (b) I(U)
curves at low temperatures for a sample designed as proposed in (a).

In addition to the sample structure mentioned, we studied various other things

by LT s-SNIM, e.g. different donors (Si), additional illumination, different tem-

peratures, different reference structures (Si, Au), etc. Unfortunately, despite all

efforts, no evidence for impurity transitions could be found in the s-SNIM mea-

surements. In particular, the numerous possible difficulties (see list above) and

the large parameter space (such as temperature, laser power and wavelength, bias

voltage, bias illumination, etc.) make a systematic investigation very time con-

suming. In contrast, the FEL beam time, more specifically the time in which

both FEL and LT s-SNIM together provide sufficient signal quality, is compara-

tively low. Therefore, we propose to perform this challenging experiment with a

suitable table-top laser, allowing for a more thorough analysis of all possibilities,

less laser power and higher signal stability.



96 B Additional nanospectroscopic studies

B.3 Surface phonon polaritons in moybdenum

disulfide

The following introduction is adapted from our FEL beam time proposal, mainly

written by T. Venanzi, HZDR:

“Layered van der Waals (vdW) crystals have attracted a lot of interest in the

last decade. An appealing and promising application is the possibility to create

heterostructures made of different materials bound to each other by vdW forces.

This technology offers the possibility of engineering the physical properties of the

samples. In the library of layered vdW materials, transition metal dichalcogenides

(TMDs) are a very exciting class not only due to direct bandgap in the K-valley

that is important for several optoelectronics applications [143], but also due to

intriguing physical properties such as strong Coulomb interactions and distinctive

spin valley physics [144].

Different studies have been performed with s-SNOM on TMDs but all of them

have concentrated on the near-infrared detection of the photoluminescence (PL)

from the exciton relaxation [145]. On the other hand Basov et al. [146] have

studied the surface phonon polariton (SPhP) on few-layers (up to three layers)

of hexagonal Boron Nitride (h-BN) by s-SNOM technique providing new and

interesting knowledge about the phonon-light interaction in the near-field. SPhP

are quasiparticles originated from the coupling of a phonon and a photon in polar

crystals. More and more research is looking at SPhP because of the possibility

of sub-diffraction limited light confinement, reduced optical losses with respect

to surface plasmon polaritons and the possibility to use them in the mid-infrared

and THz range.

For h-BN the phonon resonance is in the mid-infrared that is spectrally much

easier to access. For TMDs , however, a FEL source at far-infrared wavelengths

is needed.”

The MoS2 sample has been prepared by mechanical exfoliation on a Si substrate.

Hence, flakes with different sizes and thicknesses are randomly distributed over

the sample. As depicted in Figure B.5, we could measure a clear dip in the s-SNIM

signal at about 471 cm−1, which can be identified as the out-of-plane phonon (A2u)

[147]. However, we found no such feature for the other in-plane phonon mode
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Figure B.5: (a) Topography and s-SNIM (Λ = 472 cm−1) maps of a MoS2 flake
on Si substrate. (b) Spectra, extracted from line 1 of (a), normalized
to Si, reveal a clear signature at the phonon resonance A2u.

(E1u) at 385 cm−1, even though we tested both p-polarization and s-polarization.

Finally, no clear indication of the SPhP could be found. The small response in

the s-SNIM signal suggests that the phonon resonances are actually very weak.

Recently, near-field spectra have been published by Kathib et al. [148], showing

also a very weak spectral contrast even for thick layers.





C Derivation of the nonparabolic

effective mass and density of

states

C.1 Effective mass

The most common definition of the effective mass is given by the second derivative

of the dispersion relation:

m∗ =

(

∂2E
∂p2

)−1

, (C.1)

where p = ~k is the momentum. However, this definition is only useful for

a parabolic approximation while an alternative definition is suggested for the

nonparabolic case.

An alternative approach is sketched, for example, by Ariel et al. in [133],

starting with the momentum of a one-dimensional wave-packet:

p = m∗vg , (C.2)

where vg = ∂E/∂p is the group velocity and m∗ is the effective mass. Hence, we

can define the effective mass to

m∗ = p

(

∂E
∂p

)−1

. (C.3)

For example, by applying Equation (C.3) to the relativistic dispersion E2 = (pc)2+

(m0c
2)2, where m0c

2 is constant, we get the correct relation m∗ = p/c [in contrast

to Equation (C.1)]. Equation (C.3) also holds for a linear isotropic dispersion,

such as in the vicinity of the Dirac point in graphene.
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In our case, applying Equation C.3 to the nonparabolic dispersion E(1 + αE) =

~
2k2/(2mΓ) results in the linear dependence

m(E) = mΓ(1 + 2αE) . (C.4)

C.2 Density of states

In the following, a derivation of the density of states (DOS) for a parabolic disper-

sion relation E = (~k)2/(2m∗) is sketched. The calculation of the non-parabolic

case then takes place analogously with the corresponding dispersion relation.

The three-dimensional DOS for a parabolic dispersion E = (~k)2/(2m∗) is

described as

n(E) =
N(E)

V
=

1
2π2

(

2m∗

~2

)3/2 √
E , (C.5)

where m∗ is the effective mass at the Γ point.

The derivation of Equation (C.5) uses

N(k) dk =

(

V k2

π2

)

dk (C.6)

as a result of the number of k states within a spherical shell, where each k state

can hold two electrons of opposite spins and, moreover, wave functions differing

only in sign are indistinguishable. Now we consider the dispersion relation and

its derivative to E :

k2 =
2m∗E
~2

(C.7)

(2k) dk =
2m∗

~2
dE . (C.8)

Combining the two latter Equations (C.7) and (C.8) leads to

dk =
m∗

~
√

2m∗E
dE . (C.9)
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Plugging both (C.7) and (C.9) into (C.6) results in the DOS (C.5):

N(k) dk =
V

π2
k2 m∗

~
√

2m∗E
dE

=
V

2m∗

2m∗E
~2

m∗

~
√

2m∗E
dE

=
V

2π2

(

2m∗

~2

)3/2 √
E

︸ ︷︷ ︸

=N(E)

dE . (C.10)

Likewise, the nonparabolic DOS can be deduced by substituting the dispersion

(C.7) by the nonparabolic approach:

k2 =
2m∗E(1 + αE)

~2
(C.11)

~
2k dk = m∗(1 + 2αE) dE , (C.12)

where α is the nonparabolicity factor. Combining both Equations (C.11) and

(C.12) results in

dk =
m∗(1 + 2αE)

~

√

2m∗E(1 + αE)
dE . (C.13)

Finally, using Equations (C.6), (C.11), and (C.13), we find the DOS for the non-

parabolic dispersion:

N(k) dk =
V

π2

2m∗E(1 + αE)
~2

m(1 + 2αE)

~

√

2m∗E(1 + αE)
dE

= (...)

=
V

2π2

(

2m∗

~2

)3/2 √

E(1 + αE)(1 + 2αE)
︸ ︷︷ ︸

=N(E)

dE . (C.14)

A comparison between the parabolic (C.10) and nonparabolic (C.14) DOS in

particular shows that both DOS are the equivalent for α = 0.





D Comparison of self-homodyne

and pseudo-heterodyne detection

Non-interferometric s-SNIM (also denoted as self-homodyne) detects a mixed sig-

nal of both scattered amplitude s and phase φ, as discussed in Section 2.2.4. In

contrast, pseudo-heterodyne detection utilizes the interference of the scattered

signal to a well defined reference signal, which enables the separation of the op-

tical amplitude and phase.

We can compare both detection schemes –self-homodyne and pseudo-heterodyne–

by the Neaspec setup, which we used for the NW cross section sample in Sec-

tion 4.4.2. The pseudo-heterodyne detection, e. g. described in Reference [57], is

the standard s-SNIM mode for the Neaspec. Here, we detect both the pseudo-

heterodyne amplitude sph and phase φph, as depiced in Figures D.1 (a) and (b).

The amplitude map shows a clear contrast for the cross sections, where the signal

of the latter is lower than the Si at the top of the image. The phase, however,

shows a blurred contrast at all cross sections. Figure D.1 (c) depicts the map

recorded by self-homodyne detection, where we blocked the reference arm of the

interferometer. The contrast is, in this case, not directly comparable to either

Figure D.1 (a) or (b). In particular, the cross sections appear significantly brighter

than the Si, with the entire image overlaid unevenly.

However, it turns out that we can reproduce image (c) quite accurately by

mixing the interferometric amplitude and phase signals properly. According to

Equation (2.25), we can apply

sph cos(φph − 2.6) , (D.1)

where sph is the pseudo-heterodyne amplitude, φph is the pseudo-heterodyne

phase, and 2.6 is an phase value that we choose intentionally to match the con-
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(a) pseudo-heterodyne amplitude

200 nm

(b) pseudo-heterodyne phase

(c) self-homodyne amplitude (d) mixed pseudo-heterodyne

Si

NWsC

Figure D.1: S-SNIM measurements on GaAs/InGaAs core/shell NW cross sec-
tions at ~ω = 108 meV: (a) Amplitude sph

2Ω and (b) phase φph
2Ω for

pseudo-heterodyne detection. (c) amplitude ssh
2Ω for self-homodyne

detection, i. e. blocked reference arm. (d) Mixed amplitude and
phase signal calculated from (a), (b), and an fitting background off-
set, reproducing the contrast of (c).

trast. The latter should correspond to the unknown background phase that we

assume constant here. As depicted by Figure D.1 (d), this mixing can principally

reproduce the contrast of the self-homodyne detection1.

Note that we also checked the strong plasmonic resonance of the GaAs/InGaAs

core/shell NWs lying flat on Si. Here, the spectral behavior for both self-homodyne

and pseudo-heterodyne detection is very similar. However, spatial modulations in

the signal seem to occur more likely for self-homodyne detection, hence yielding

a further uncertainty (beside the phase mixing).

1Apart from a further background interference, which is superimposed only in the self-
homodyne amplitude of of Figure D.1 (c).
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