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Abstract

The value of a game is assessed by measuring the intensity
of the level of activity of its players. No matter how thor-
oughly though the design is, the litmus test is whether play-
ers keep using it or not. To reduce the number of abandoning
players, it is important to detect in time the subjects at risk.
In the literature, many works are targeting this issue. How-
ever, the main focus has been on entertainment games, from
which articulated indicators of in-game behaviors can be ex-
tracted. Those features tend to be context-specific and, even
when they are not, they are proper of full-featured games,
and thus, impossible to adapt to other systems such as games
with a purpose and gamified apps. In this preliminary work,
we fed to an Artificial Neural Network general-purpose in-
game behaviors, such as participation data, to predict when a
player will definitively leave the game. Moreover, we study
the appropriate amount of information, in terms of players’
history, that should be considered when predicting players’
churn. Our use case study is an on-the-field long-lasting per-
suasive gameful system.

Introduction
The richness of information deriving from real-time log-
ging systems is often shadowed by the elevated amount
of data itself, which can be noisy and difficult to treat.
The very same phenomenon occurs in games and game-
ful systems, where every in-game action can be instanta-
neously stored. This gold mine of knowledge has to be
cautiously handled to avoid drawing biased and misleading
conclusions (Hooshyar, Yousefi, and Lim 2018). Neverthe-
less, gameplay data should be exploited to monitor, evaluate
and improve players’ experience. Studying this data enables,
among the other analyses, is the prediction and prevention of
churn, in particular in the industry - e.g., (Datta et al. 2000;
Hadden et al. 2006; Coussement and Van den Poel 2008;
Kawale, Pal, and Srivastava 2009; Periáñez et al. 2016). It
is, in fact, of crucial importance to control players abandon-
ment so that contingency strategies can be applied. Players’
retainment is also important in other application domains,
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such as serious games and gameful systems. This is particu-
larly true especially because of the escalation of interest that
gamification has suffered in the last few years (Warmelink
et al. 2018). Using elements generally proper of games to
pursue an ulterior motive is an appealing concept (Huotari
and Hamari 2012; 2017) and is drawing plenty of attention.
In gameful systems, since the fun component must go hand
in hand with the message that the designer is communicat-
ing through her system, keeping users engaged is even more
challenging than in traditional games. Even though several
studies have shown that gameful systems have generally a
positive effect (Xi and Hamari 2019), players, as human be-
ings, are unique, and hence, answer to the same mechanics
differently (Orji, Mandryk, and Vassileva 2017). To comply
with the many facets of the personality of the users involved
in the system, many theoretical models, which aim at clas-
sifying them, have been proposed (Marczewski 2015; Yee
2016; Caillois 2001), together with data-driven approaches
(Hooshyar, Yousefi, and Lim 2018) to study in-game be-
haviors. The latter represents a more objective source of
information, which could be used in the design and devel-
opment phases. Nevertheless, this type of data lends itself
to interpretation. An example is the difficulty of evaluating
the goodness of players’ experiences (Yannakakis and To-
gelius 2011; 2018), which is highly related to the prevention
of players churn: if the player is engaged enough, she will
keep playing.
In this work we contribute to the Game User Research com-
munity by investigating whether gameplay data can be ex-
ploited to predict if and when a player will abandon the
game, by structuring it in general-purpose behaviors moni-
toring the participation level, using an Artificial Neural Net-
work. Since such behaviors can be monitored in real-time,
this approach can result in a powerful online tool. Moreover,
we test the boundaries of this methodology by identifying
the amount of information needed to make the most accu-
rate prediction, in terms of the players’ history.

Related Works
The application of analytics to game-like data and research,
known as Game Analytics (El-Nasr, Drachen, and Canossa
2016), is assuming a fundamental role in the support of the



design and the development of games. Analytic procedures
allow the evaluation of games, both online and offline,
resulting in a strategic means to gather knowledge about
players by observing their in-game behaviors. Observing
the way players interact with the game, if done properly,
could help in measuring the goodness of players’ experience
(Loh, Sheng, and Ifenthaler 2015). To this end, more and
more developers and researchers made use of a plethora of
sources to gain knowledge about their players (Isbister and
Schaffer 2008). The objective nature of this approach led
to a massive use of gameplay metrics to assist and improve
the design and development of games (Kim et al. 2008).
The sources from which game metrics can be gathered are
several, an example being telemetry. The most common
form of telemetry data is gameplay data, which is very
knowledgeable when measuring the player experience is the
purpose (El-Nasr, Drachen, and Canossa 2016). Moreover,
it can be very easily retrieved through an automatic logging
system (Kim et al. 2008). The possible employments of this
data are several, from the extraction of basic learning indi-
cators (Kiili, Moeller, and Ninaus 2018) to the instruction
of difficulty adjustment mechanisms, and the evaluation
of player performance (Mellon 2009). Modeling players’
experiences through telemetry data (Gameplay-based PEM)
(Yannakakis and Togelius 2011) is driven by the assumption
that player experience can be extrapolated from real-time
actions. Being able to monitor players’ in-game behaviors
gives immediate feedback on how they interact with the
game, without the biases that are intrinsic in more subjective
methods (Sangin 2018). Besides, it enables the designers
to monitor and fine-tune the game online. Gameplay-based
PEM can either be theory-driven or data-driven. Although
theory-driven approaches can supply a rationale to the
choices of the model, they lack in adaptability, which counts
as a key feature in contexts such as games, that are versatile
by definition. As a consequence, data-driven approaches
are preferred. However, even these methods have their
downsides, such as the generalization issues, algorithmic
efficiency constraints and the ability to consider player
variation - e.g., skills development - in time (Hooshyar,
Yousefi, and Lim 2018).

Understanding whether players are living a pleasant ex-
perience while playing a game can be of use in multi-
ple contexts. In player churn prediction analysis, gameplay
data is exploited to assess whether (and when) a player
will leave the game, as long as to identify the behav-
iors that can be symptoms of an abandonment (El-Nasr,
Drachen, and Canossa 2016). Many studies have been con-
ducted to inspect whether churn is indeed predictable and
which are the features that should be studied to help to
prevent it (e.g., (Periáñez et al. 2016; Hadiji et al. 2014;
Melhart et al. 2019; Kawale, Pal, and Srivastava 2009;
Mahlmann et al. 2010)). In terms of results, the latest work
presents very well-performing models (Melhart et al. 2019).
However, in most cases, the features used by researchers
are context-specific game metrics (Mahlmann et al. 2010)
and/or generalized metrics applicable in full-featured games
(Hadiji et al. 2014). As a result, those solutions do not ap-

ply to contexts with a lower-level domain complexity, such
as gameful apps. Besides, the vast majority of studies on
churn prediction use aggregate data (Mahlmann et al. 2010;
Hadiji et al. 2014), instead of analyzing temporal data. This
is an aspect that should be carefully considered since it has
been shown that players, rather than having a static in-game
behavior, tend to change it throughout their gameplay (El-
Nasr, Drachen, and Canossa 2016). Exception are the study
of (Hadiji et al. 2014) and if (Demediuk et al. 2018). (Hadiji
et al. 2014) defined a generic model that considers temporal
features, while (Demediuk et al. 2018) used survival anal-
ysis to predict churn by considering information related to
matches, such as match length and time between matches.
However, the focus is on F2P and MOBA games which, to-
gether with entertainment games, have been the sole appli-
cation domains of the studies on churn prediction. It derives
that concepts like matches are often not found in gamified
apps and, thus, other employable features should be investi-
gated, which is one of the main motivations that have guided
our study.

The Use Case Scenario
Play&Go is a mobile gameful system whose aim is to incen-
tivize citizens to assume sustainable mobility behavior. The
game is active in the city of Trento and Rovereto (Italy) and,
with the sponsorship of the local municipalities, a 6-month
edition is conducted every year. In this work, we considered
gameplay data retrieved from the 3rd and 4th (from Septem-
ber 2017 to March 2018, and from October 2018 to April
2019) editions.
The game allows players to track their sustainable move-
ment within the region of Trentino by specifying the trans-
portation mean employed (walk, bike, bus or train). More-
over, an automatic system validates the trip by inferring the
veracity of what has been stated by analyzing the history
of physical quantities in the duration of the journey - e.g. the
speed - and by checking whether the journey is feasible - e.g.
checking the bus timetable. For each validated trip, Green
Leaves points are awarded based on the length of the jour-
ney and the level of sustainability of the mean used. Players
are also given weekly challenges - tuned according to both
their preferences and their skills -through a recommendation
system. The goal is to keep players in a state of flow (Naka-
mura and Csikszentmihalyi 2014), by, on the one hand, mo-
tivating them to improve (or maintain) their performance,
and, on the other hand, promoting (if needed) different and
more sustainable transportation means. For instance, even
though a player has already a high performance, if she tends
to mostly use the bus, the system would try to motivate her
to walk or use the bike. Each won challenge awards play-
ers additional Green Leaves points. Those points are used to
compute players’ leaderboards.

Goals and Methodology
In this work we primarily aim at answering the following
research question:

Can we predict player churn by inspecting players’ par-
ticipation level, measured through in-game behaviors?



Figure 1: Network structure of the universal approxima-
tor (Hagan et al. 2016).

Then, we researched the amount of gameplay history
needed to consider when predicting churn. We analyzed
gameplay data gathered from a persuasive gameful system.
We divided the whole gameplay in time-frames since
we needed to discretize the gameplay period to observe
players in well-defined and equidistant points of time.
The rationale is that the analysis of in-game interactions
is meaningful if conducted iteratively. Thus, the period
considered should be long enough to let players exhibit their
behaviors, without, on the other hand, risking flattening data
by aggregating information gathered in a too wide period.
This consideration derives from the idea that behaviors
assumed by players, instead of being static over time, tend
to dynamically change (El-Nasr, Drachen, and Canossa
2016). The most natural choice, in our application domain,
was to set the length of the time-frames to 7 days since the
concept of the week is highly tied to the game itself. The
whole gameplay is already structured in weeks: we have
weekly challenges and weekly leaderboards.

Our approach is based upon Loria and Marconi’s (Loria
and Marconi 2018) abstract behaviors, which are abstract
concepts meant to be instantiated by associating to each
one of them the appropriate gameplay items to monitor.
More specifically, we instantiated the behaviors related to
the evaluation of players’ participation: Committed and
Active behaviors. The Committed behavior is defined
to give a measure of the regularity of the gameplay over
time - e.g., does the player play every day? The Active
behavior, on the other hand, inspects the intensity of the
participation by, for example, measuring the amount of
points obtained.
We instantiated the behaviors as follows. To monitor the
Committed behavior we calculated the percentage of days
in which the player was active over the week. A day is
considered as active if at least a game action -i.e., tracking
of a trip - has been performed. To monitor the Active
behavior, which measures the intensity of the participation,
we calculated the amount of Green Leaves Points gathered
and the number of Actions performed during the week.

Both items measure the level of activity, one (Actions)
regardless of the ulterior motive the app is fostering, while
the other (Green Leaves points) is proportional to the level

Figure 2: Churn Time distribution over players.

Figure 3: Real values against predicted values, consider-
ing 3 weeks memory.

of the sustainability of the means employed to track the trip
and its length.

We analyzed 3 datasets, considering 2, 3, and 4 weeks
of memory (including the current). To avoid introducing
a bias by considering multiple observations per user, each
player is represented by only one entry in the dataset. To
this end, we picked a random point (i.e., time-frame) in the
gameplay (between the logged weeks) to consider the cur-
rent time-frame. From this point, we computed the behav-
ioral features for every week in the history considered (2,
3 or 4 weeks). The features selected were the commitment,
the activity indicators and the percentage of gameplay time
elapsed. Each entry has been labelled with a real value be-
tween 0 and 1, indicating how soon the player will leave
(Churn Time), calculated as the number of time-frames
the player will remain in the game over the total number
of time-frames (weeks) left before the gamification cam-
paign, hence the game, ended. A value of Churn Time
of 0 meant that the player never abandoned the game, rather
it stayed for the whole gamification campaign. A value of
1 indicated that the player will abandon it in the following
time-frame. Both input vectors and target vectors have been
normalized in the range (-1,1), which is one of the standard
methods used (Hagan et al. 2016). To predict the Churn
Time value, we built an Artificial Neural Network (ANN).
The design of the network has been guided by the structure



Metric Min Mean Max

Regression
R2 0.10 0.37 0.53

MSE 0.26 0.40 0.56
MAE 0.40 0.51 0.60

Binary

Classification

Acc 0.63 0.70 0.85
Prec 0.58 0.72 0.87
Rec 0.62 0.77 0.94

Table 1: Outcomes of the repeated tests, considering 3
weeks memory.

Metric Min Mean Max

2 weeks
R2 0.08 0.27 0.31

MSE 0.20 0.42 0.55
MAE 0.45 0.55 0.59

4 weeks
R2 0.14 0.31 0.56

MSE 0.26 0.40 0.56
MAE 0.40 0.60 0.60

Table 2: Outcomes of the repeated tests, considering 2
weeks memory.

depicted in Figure 1, which has been proven to be a universal
approximator of continuous functions (Hagan et al. 2016).
We adapted the ANN to our problem by defining a custom
loss function, which is a linear combination of the mean ab-
solute error (MAE) and the mean squared error (MSE). The
combination of the two quantities is designed to consider
them as equally significant. We opted for this loss function
since MAE is more robust (less sensitive to outliers), while
MSE gives higher importance to unexpected values, which
in our case are the under-represented Churn Time values in
the middle of the interval (see the distribution in Figure 2).
This loss function represented a good compromise between
the two.

Results and Discussion
To understand whether in-game behaviors are informative
in the prediction of when and if a player churn occurred,
we conducted a regression analysis using as features 3 items
evaluating 2 in-game behaviors (Committed and Active), to-
gether with the current length of the player’s gameplay up to
that moment. We analyzed the same indicators, considering
three different memory spans: 2,3 and 4 time-frames (i.e.,
weeks).
In the two editions of the game, we counted 595 players that
kept playing for more than 2 weeks, 484 for more than 3
weeks and 418 for more than 4 weeks, which are respec-
tively the size of the datasets employed for the predictions
with 2, 3 and 4 weeks of memory.
We found that indeed inspecting in-game behaviors provides
insights on the players’ churn. More into detail, we obtained
the best results when we considered 3 weeks memory (cur-
rent week included), with R2 = .37, MSE = .40, and MAE
= .51 (Figure 1). Either when we increased and decreased

Figure 4: Binary Classification of Churn, considering 3
weeks memory.

memory, the outcomes worsened (R2 = .27, MSE = .42, and
MAE = 0.55 considering 2 weeks memory; and R2 = .31,
MSE = .40, and MAE = 0.60 considering 4 weeks memory),
as shown in Figure 2. Figure 3 shows as the prediction is
more accurate at the extremes, which is justified by the dis-
tribution of the value of the Churn Time (Figure 2) in the
dataset. In our game either players immediately abandoned
the game, or they remained for the whole campaign, result-
ing in very few in-between values. Consequently, learning to
predict the churn time of players that abandoned the game
halfway through the gameplay was harder. At confirmation
of that, we brought the perdition to a more coarse-grained
level, by moving towards binary classification. Churn is la-
beled as TRUE when the Churn Time ≥ 0.5. The classifier
built worked generally well (accuracy = .76, and precision
= 0.77, recall = .75). Figure 4 shows the predicted values
against the real values of the test set (as in Figure 3) colored
by the class of belonging. It is even more evident that the
successfully predicted values are the ones at the extremes.
Despite having multiple observations of every player, we se-
lected only one entry for the user, to prevent introducing de-
pendencies among the data. The point of time considered for
every player was selected randomly and, to reduce the pos-
sibility to have good (or bad) results due to chance, we re-
peated the process 100 times. Every time we picked a point
in time randomly. Table1 shows the best, the worse and the
average values obtained for each metric, both for the regres-
sion and the classification analysis, considering the dataset
with 3 weeks memory. Table 2 shows the statistics of the re-
sults for 2 and 4 weeks of memory in the regression analysis.
The main limitation of this study lied in the size of the
dataset and in the uneven distribution of the Churn Time val-
ues. In fact, despite having more than 450 players active in a
real gamification campaign is already a challenging goal to
achieve, these numbers are just enough to conduct a predic-
tion analysis. Therefore, the outcomes should be seen as a
motivation to further explore this approach, since such easy
and generalizable in-game behaviors can be very insightful.
Thus, in spite of having a limited variety of data, in com-
parison to traditional games, churn can also be predicted
in gameful systems. These preliminary results are a small



step towards novel gameful design, more user-centered and
aimed at fostering long-term engagement.

Conclusion
This preliminary study leads the way in addressing the prob-
lem of detecting churn in gameful systems where complex
indicators are unavailable, either because not retrievable or
not implemented. We suggested using general-purpose in-
game behaviors, which the designers can easily extract and
analyze from the gameplay data. Although in this study we
conducted our analysis offline, this approach is immediately
applicable to an online setting.
Despite having obtained a first piece of evidence that mon-
itoring participation behaviors hold insightful information,
the paths that can be walked from this point onward are
many. Shortly, we plan to improve our prediction models
by increasing the size of our datasets with gameplay data
from the next edition of the game and by comparing the new
model with others - e.g., (Demediuk et al. 2018). Moreover,
we will migrate from an offline to an online approach, by in-
tegrating churn prediction as a metric to continuously mon-
itor players’ experience to identify players at risk of aban-
donment and actuate a contingency strategy to keep them in
the game. The goal is to reduce the players’ drop rate.
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