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#### Abstract

Interval valued generalized single valued neutrosophic trapezoidal number (IVGSVTrN-number), which permits the membership degrees of an element to a set expressed with intervals rather than exact numbers, is considered to be very useful to describe uncertain information for analyzing multiple criteria decision making (MCDM) problems. In this paper, we firstly introduced the concept of IVGSVTrN-number with some operations based on neutrosophic number. Then, we presented some aggregation and geometric operators. Finally, we developed a approaches for multiple criteria group decision making problems based on the proposed operators and we applied the method to a numerical example to illustrate proposed approach.
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## 1 Introduction

Since the nature of real world and limited knowledge and perception capability of human beings, their real life contain different styles of vagueness, inexact and imprecise information. To handle and analyze various kinds of vagueness, inexact and imprecise information a number of methods and theories have been developed. For example; in 1965, fuzzy set theory [53] has gradually become the mainstream in the field of representing and handling vagueness, inexact and imprecise information in decision-making, pattern recognition, game theory and so on. After fuzzy set theory, various classes of extensions have been defined and extended successively such as; intuitionistic fuzzy sets introduced Atanassov[3], neutrosophic sets by proposed by Smarandache[43], interval neutrosophic sets by developed by Wang et al. [44]. Recently, some studies on the sets have been researched by many authors (e.g. [7, 8, 9, 10, 16, 21, 22, 36, 41, 42, 50, 54]).

In recent years, many researchers have realized the need for a set that has the ability to accurately model and represent intuitionistic information in [48]. As a theory to model different styles of uncertainty, intuitionistic fuzzy set is usually employed to analyze uncertain MCDM problems through intuitionistic fuzzy number. As an important representation of fuzzy numbers, intuitionistic trapezoidal fuzzy numbers in [33]. Some of the recent research done on the MCDM of intuitionistic fuzzy number were presented in [28, 37].

In some real problems, a information can be modelling with intervals rather than exact numbers. Therefore, Wan [46] presented interval-valued intuitionistic trapezoidal fuzzy numbers which is its membership function and non-membership function are intervals rather than exact numbers. After Wan [46] some authors studied on the interval-valued intuitionistic trapezoidal fuzzy numbers in [4, 12, 27, 34, 38, 39]. Then, Wei [47] introduced some aggregating oprators and gave an illustrative example.

To modelling an ill-known quantity some decision making problems Deli and Şubaş [23, 24] defined single valued neutrosophic numbers. Some of the recent researchs done on the MCDM of neutrosophic numbers such as; on triangular neutrosophic numbers [1,5,18,35] and on trapezoidal neutrosophic numbers $[6,13,15,17,19,26,30,31,32,40,49,51,52]$. Although single valued neutrosophic numbers can characterize possible membership degrees of $x$ into the set $A$ in a exact number way, it may lose some original information. For this, interval valued single valued neutrosophic trapezoidal numbers studied in [2, 11, 14, 25, 29]. This paper is organized as follows; in section 2, we presented a literature review that presents papers about fuzzy sets, intuitionistic fuzzy sets, neutrosophic sets, single valued neutrosophic sets and single valued neutrosophic numbers. In section 3, we gave the concept of interval valued generalized single valued neutrosophic trapezoidal number(IVGSVTrN-number) which is a generalization of fuzzy number, intuitionistic fuzzy number, neutrosophic number, and so on. In section 4, we presented some aggregation is called IVGSVTrN ordered weighted aggregation operator, IVGSVTrN ordered hybrid weighted aggregation operator. In section 5 proposed some geometric operators is called IVGSVTrN ordered weighted geometric operator, IVGSVTrN ordered hybrid weighted geometric operator. In section 6, we developed a approaches for multiple criteria decision making problems based on the operator and we applied the method to a numerical example to illustrate the practicality and effectiveness of the proposed approach. In section 7, we concluded the research and determines the future directions of the work.

## 2 Preliminary

In this section, we recall some of the necessary notions related to fuzzy sets, neutrosophic sets, single valued neutrosophic sets and single valued neutrosophic numbers.

From now on we use $I_{n}=\{1,2, \ldots, n\}$ and $I_{m}=\{1,2, \ldots, m\}$ as an index set for $n \in \mathbb{N}$ and $m \in \mathbb{N}$, respectively.

Definition 2.1. [53] Let $E$ be a universe. Then a fuzzy set $X$ over $E$ is defined by

$$
X=\left\{\left(\mu_{X}(x) / x\right): x \in E\right\}
$$

where $\mu_{X}$ is called membership function of $X$ and defined by $\mu_{X}: E \rightarrow[0.1]$. For each $x \in E$, the value $\mu_{X}(x)$ represents the degree of $x$ belonging to the fuzzy set $X$.

Definition 2.2. [54] $t$-norm a function such that $t:[0,1] \times[0,1] \rightarrow[0,1]$

1. $t(0,0)=0$ and $t\left(\mu_{X_{1}}(x), 1\right)=t\left(1, \mu_{X_{1}}(x)\right)=\mu_{X_{1}}(x), x \in E$
2. If $\mu_{X_{1}}(x) \leq \mu_{X_{3}}(x)$ and $\mu_{X_{2}}(x) \leq \mu_{X_{4}}(x)$, then
$t\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right) \leq t\left(\mu_{X_{3}}(x), \mu_{X_{4}}(x)\right)$
3. $t\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=t\left(\mu_{X_{2}}(x), \mu_{X_{1}}(x)\right)$
4. $t\left(\mu_{X_{1}}(x), t\left(\mu_{X_{2}}(x), \mu_{X_{3}}(x)\right)\right)=t\left(t\left(\mu_{X_{1}}(x), \mu_{X_{2}}\right)(x), \mu_{X_{3}}(x)\right)$

Definition 2.3. [54] $s$-norm a function such that $s:[0,1] \times[0,1] \rightarrow[0,1]$ with the following conditions:

1. $s(1,1)=1$ and $s\left(\mu_{X_{1}}(x), 0\right)=s\left(0, \mu_{X_{1}}(x)\right)=\mu_{X_{1}}(x), x \in E$
2. if $\mu_{X_{1}}(x) \leq \mu_{X_{3}}(x)$ and $\mu_{X_{2}}(x) \leq \mu_{X_{4}}(x)$, then
$s\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right) \leq s\left(\mu_{X_{3}}(x), \mu_{X_{4}}(x)\right)$
3. $s\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=s\left(\mu_{X_{2}}(x), \mu_{X_{1}}(x)\right)$
4. $s\left(\mu_{X_{1}}(x), s\left(\mu_{X_{2}}(x), \mu_{X_{3}}(x)\right)\right)=s\left(s\left(\mu_{X_{1}}(x), \mu_{X_{2}}\right)(x), \mu_{X_{3}}(x)\right)$
$t$-norm and $t$-conorm are related in a sense of lojical duality as;

$$
t\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=1-s\left(1-\mu_{X_{3}}(x), 1-\mu_{X_{4}}(x)\right)
$$

Some $t$-norm and $t$-conorm are given as;

1. Drastic product:

$$
t_{w}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)= \begin{cases}\min \left\{\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right\}, & \max \left\{\mu_{X_{1}}(x) \mu_{X_{2}}(x)\right\}=1 \\ 0, & \text { otherwise }\end{cases}
$$

2. Drastic sum:

$$
s_{w}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)= \begin{cases}\max \left\{\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right\}, & \min \left\{\mu_{X_{1}}(x) \mu_{X_{2}}(x)\right\}=0 \\ 1, & \text { otherwise }\end{cases}
$$

3. Bounded product:

$$
t_{1}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\max \left\{0, \mu_{X_{1}}(x)+\mu_{X_{2}}(x)-1\right\}
$$

4. Bounded sum:

$$
s_{1}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\min \left\{1, \mu_{X_{1}}(x)+\mu_{X_{2}}(x)\right\}
$$

5. Einstein product:

$$
t_{1.5}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\frac{\mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)}{2-\left[\mu_{X_{1}}(x)+\mu_{X_{2}}(x)-\mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)\right]}
$$

6. Einstein sum:

$$
s_{1.5}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\frac{\mu_{X_{1}}(x)+\mu_{X_{2}}(x)}{1+\mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)}
$$

7. Algebraic product:

$$
t_{2}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)
$$

8. Algebraic sum:

$$
s_{2}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\mu_{X_{1}}(x)+\mu_{X_{2}}(x)-\mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)
$$

9. Hamacher product:

$$
t_{2.5}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\frac{\mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)}{\mu_{X_{1}}(x)+\mu_{X_{2}}(x)-\mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)}
$$
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10. Hamacher sum:

$$
s_{2.5}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\frac{\mu_{X_{1}}(x)+\mu_{X_{2}}(x)-2 \cdot \mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)}{1-\mu_{X_{1}}(x) \cdot \mu_{X_{2}}(x)}
$$

11. Minumum:

$$
t_{3}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\min \left\{\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right\}
$$

12. Maximum:

$$
s_{3}\left(\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right)=\max \left\{\mu_{X_{1}}(x), \mu_{X_{2}}(x)\right\}
$$

Definition 2.4. [45] Let $E$ be a universe. An single valued neutrosophic set (SVN-set) over $E$ defined by

$$
T_{A}: E \rightarrow[0,1], \quad I_{A}: E \rightarrow[0,1], \quad F_{A}: E \rightarrow[0,1]
$$

such that $0 \leq T_{A}(x)+I_{A}(x)+F_{A}(x) \leq 3$.
Definition 2.5. [44] Let $U$ be a universe. Then, an interval value neutrosophic set (IVN-sets) A in $U$ is given as;

$$
A=\left\{\left\langle T_{A}(u), I_{A}(u), F_{A}(u)\right\rangle / u: u \in U\right\}
$$

In here, $\left.\left(T_{A}(u), I_{A}(u), F_{A}(u)\right)=\left(\left[\inf T_{A}(u), \sup T_{A}(u)\right],\left[\inf I_{A}(u), \sup I_{A}(u)\right]\right],\left[\inf F_{A}(u), \sup F_{A}(u)\right]\right)$ is called interval value neutrosophic number for all $u \in U$ and all interval value neutrosophic numbers over $U$ will be denoted by $I V N(U)$.
\%begindefinition[24]

## 3 Interval valued generalized $\mathbf{S V T r N}$-numbers

In this section, we give definitions of interval valued generalized SVTrN-numbers with operations. Some of it is quoted from application in [2, 11, 23, 24, 25].

Definition 3.1. [2, 11, 25, 29] A interval valued generalized single valued trapezoidal neutrosophic number (IVGSVTrN-number)

$$
\tilde{a}=\left\langle\left(a_{1}, b_{1}, c_{1}, d_{1}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle
$$

is a special neutrosophic set on the set of real numbers $\mathbb{R}$, whose truth-membership, indeterminacy-membership and falsity-membership functions are respectively defined by

$$
\begin{aligned}
& T_{\tilde{a}}^{-}(x)= \begin{cases}\left(x-a_{1}\right) T_{\tilde{a}}^{-} /\left(b_{1}-a_{1}\right) & \left(a_{1} \leq x<b_{1}\right) \\
T_{\tilde{a}}^{-} & \left(b_{1} \leq x \leq c_{1}\right) \\
\left(d_{1}-x\right) T_{\tilde{a}}^{-} /\left(d_{1}-c_{1}\right) & \left(c_{1}<x \leq d_{1}\right) \\
0 & \text { otherwise }\end{cases} \\
& T_{\tilde{a}}^{+}(x)= \begin{cases}\left(x-a_{1}\right) T_{\tilde{a}}^{+} /\left(b_{1}-a_{1}\right) & \left(a_{1} \leq x<b_{1}\right) \\
T_{\tilde{a}}^{+} & \left(b_{1} \leq x \leq c_{1}\right) \\
\left(d_{1}-x\right) T_{\tilde{a}}^{+} /\left(d_{1}-c_{1}\right) & \left(c_{1}<x \leq d_{1}\right) \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$
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$$
\begin{gathered}
I_{\tilde{a}}^{-}(x)= \begin{cases}\left(b_{1}-x+I_{\tilde{a}}^{-}\left(x-a_{1}\right)\right) /\left(b_{1}-a_{1}\right) & \left(a_{1} \leq x<b_{1}\right) \\
I_{\tilde{a}}^{-} & \left(b_{1} \leq x \leq c_{1}\right) \\
\left(x-c_{1}+I_{\tilde{a}}^{-}\left(d_{1}-x\right)\right) /\left(d_{1}-c_{1}\right) & \left(c_{1}<x \leq d_{1}\right) \\
1 & \text { otherwise }\end{cases} \\
I_{\tilde{a}}^{+}(x)= \begin{cases}\left(b_{1}-x+I_{\tilde{a}}^{+}\left(x-a_{1}\right)\right) /\left(b_{1}-a_{1}\right) & \left(a_{1} \leq x<b_{1}\right) \\
I_{\tilde{a}}^{+} & \left(b_{1} \leq x \leq c_{1}\right) \\
\left(x-c_{1}+I_{\tilde{a}}^{+}\left(d_{1}-x\right)\right) /\left(d_{1}-c_{1}\right) & \left(c_{1}<x \leq d_{1}\right) \\
1 & \text { otherwise }\end{cases} \\
F_{\tilde{a}}^{-}(x)= \begin{cases}\left(b_{1}-x+F_{\tilde{a}}^{-}\left(x-a_{1}\right)\right) /\left(b_{1}-a_{1}\right) & \left(a_{1} \leq x<b_{1}\right) \\
F_{\tilde{a}}^{-} & \left(b_{1} \leq x \leq c_{1}\right) \\
\left(x-c_{1}+F_{\tilde{a}}^{-}\left(d_{1}-x\right)\right) /\left(d_{1}-c_{1}\right) & \left(c_{1}<x \leq d_{1}\right) \\
1 & \text { otherwise }\end{cases}
\end{gathered}
$$

and

$$
F_{\tilde{a}}^{+}(x)= \begin{cases}\left(b_{1}-x+F_{\tilde{a}}^{+}\left(x-a_{1}\right)\right) /\left(b_{1}-a_{1}\right) & \left(a_{1} \leq x<b_{1}\right) \\ F_{\tilde{a}}^{+} & \left(b_{1} \leq x \leq c_{1}\right) \\ \left(x-c_{1}+F_{\tilde{a}}^{+}\left(d_{1}-x\right)\right) /\left(d_{1}-c_{1}\right) & \left(c_{1}<x \leq d_{1}\right) \\ 1 & \text { otherwise }\end{cases}
$$

If $a_{1} \geq 0$ and at least $d_{1}>0$, then $\tilde{a}=\left\langle\left(a_{1}, b_{1}, c_{1}, d_{1}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle$, is called a positive IVGSVTrN, denoted by $\tilde{a}>0$. Likewise, if $d_{1} \leq 0$ and at least $a_{1}<0$, then $\tilde{a}=\left\langle\left(a_{1}, b_{1}, c_{1}, d_{1}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right]\right.$, $\left.\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle$, is called a negative IVGSVTrN, denoted by $\tilde{a}<0$.

Note that the set of all IVGSVTrN-number on $\mathbb{R}$ will be denoted by $\Omega$.
[2, 11, 25, 29] give some operations based algebraic sum-product norms on interval valued generalized SVTrN -numbers . We now give alternative operations based maximum-minimum norms on interval valued generalized SVTrN -numbers as;

Definition 3.2. Let $\tilde{a}=\left\langle\left(a_{1}, b_{1}, c_{1}, d_{1}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle, \tilde{b}=\left\langle\left(a_{2}, b_{2}, c_{2}, d_{2}\right) ;\left[T_{\tilde{b}}^{-}, T_{\tilde{b}}^{+}\right],\left[I_{\tilde{b}}^{-}, I_{\tilde{b}}^{+}\right]\right.$, $\left.\left[F_{\tilde{b}}^{-}, F_{\tilde{b}}^{+}\right]\right\rangle \in \Omega$ and $\Omega \neq 0$ be any real number. Then,

1. sum of $\tilde{a}$ and $\tilde{b}$, denoted by $\tilde{a}+\tilde{b}$, defined as;

$$
\begin{align*}
\tilde{a}+\tilde{b}= & \left\langle\left(a_{1}+a_{2}, b_{1}+b_{2}, c_{1}+c_{2}, d_{1}+d_{2}\right) ;\right. \\
& {\left[\min \left\{T_{\tilde{a}}^{-}, T_{\tilde{b}}^{-}\right\}, \min \left\{T_{\tilde{a}}^{+}, T_{\tilde{b}}^{+}\right\}\right],\left[\max \left\{I_{\tilde{a}}^{-} \vee I_{\tilde{b}}^{-}\right\}, \max \left\{I_{\tilde{a}}^{+}, I_{\tilde{b}}^{+}\right\}\right], }  \tag{3.1}\\
& {\left.\left[\max \left\{F_{\tilde{a}}^{-}, F_{\tilde{b}}^{-}\right\}, \max \left\{F_{\tilde{a}}^{+}, F_{\tilde{b}}^{+}\right\}\right]\right\rangle }
\end{align*}
$$

2. 

$$
\begin{align*}
\tilde{a}-\tilde{b}= & \left\langle\left(a_{1}-d_{2}, b_{1}-c_{2}, c_{1}-b_{2}, d_{1}-a_{2}\right) ;\right. \\
& {\left[\min \left\{T_{\tilde{a}}^{-}, T_{\tilde{\tilde{}}}^{-}\right\}, \min \left\{T_{\tilde{a}}^{+}, T_{\tilde{\tilde{}}}^{+}\right\}\right],\left[\max \left\{I_{\tilde{a}}^{-} \vee I_{\tilde{b}}^{-}\right\}, \max \left\{I_{\tilde{a}}^{+}, I_{\tilde{b}}^{+}\right\}\right], }  \tag{3.2}\\
& {\left.\left[\max \left\{F_{\tilde{a}}^{-}, F_{\tilde{b}}^{-}\right\}, \max \left\{F_{\tilde{a}}^{+}, F_{\tilde{b}}^{+}\right\}\right]\right\rangle }
\end{align*}
$$

3. 

$$
\tilde{a} \tilde{b}=\left\{\begin{align*}
\left\langle\left(a_{1} a_{2}, b_{1} b_{2}, c_{1} c_{2}, d_{1} d_{2}\right) ;\right. & {\left[\min \left\{T_{\tilde{a}}^{-}, T_{\tilde{b}}^{-}\right\}, \min \left\{T_{\tilde{a}}^{+}, T_{\tilde{b}}^{+}\right\}\right],\left[\max \left\{I_{\tilde{a}}^{-} \vee I_{\tilde{b}}^{-}\right\}, \max \left\{I_{\tilde{a}}^{+}, I_{\tilde{b}}^{+}\right\}\right], }  \tag{3.3}\\
& {\left.\left[\max \left\{F_{\tilde{a}}^{-}, F_{\tilde{b}}^{-}\right\}, \max \left\{F_{\tilde{a}}^{+}, F_{\tilde{b}}^{+}\right\}\right]\right\rangle\left(d_{1}>0, d_{2}>0\right) } \\
\left\langle\left(a_{1} d_{2}, b_{1} c_{2}, c_{1} b_{2}, d_{1} a_{2}\right) ;\right. & {\left[\min \left\{T_{\tilde{a}}^{-}, T_{\tilde{b}}^{-}\right\}, \min \left\{T_{\tilde{a}}^{+}, T_{\tilde{b}}^{+}\right\}\right],\left[\max \left\{I_{\tilde{a}}^{-} \vee I_{\tilde{b}}^{-}\right\}, \max \left\{I_{\tilde{a}}^{+}, I_{\tilde{b}}^{+}\right\}\right], } \\
& {\left.\left.\left[\max \left\{F_{\tilde{a}}^{-}, F_{\tilde{b}}^{-}\right\}, \max \left\{F_{\tilde{a}}^{+}, F_{\tilde{b}}^{+}\right\}\right]\right\rangle\right\rangle\left(d_{1}<0, d_{2}>0\right) } \\
\left\langle\left(d_{1} d_{2}, c_{1} c_{2}, b_{1} b_{2}, a_{1} a_{2}\right) ;\right. & {\left[\min \left\{T_{\tilde{a}}^{-}, T_{\tilde{b}}^{-}\right\}, \min \left\{T_{\tilde{a}}^{+}, T_{\tilde{b}}^{+}\right\}\right],\left[\max \left\{I_{\tilde{a}}^{-} \vee I_{\tilde{b}}^{-}\right\}, \max \left\{I_{\tilde{a}}^{+}, I_{\tilde{b}}^{+}\right\}\right], } \\
& {\left.\left[\max \left\{F_{\tilde{a}}^{-}, F_{\tilde{b}}^{-}\right\}, \max \left\{F_{\tilde{a}}^{+}, F_{\tilde{b}}^{+}\right\}\right]\right\rangle\left(d_{1}<0, d_{2}<0\right) }
\end{align*}\right.
$$

4. 

$$
\tilde{a} / \tilde{b}=\left\{\begin{align*}
\left\langle\left(a_{1} / d_{2}, b_{1} / c_{2}, c_{1} / b_{2}, d_{1} / a_{2}\right) ;\right. & {\left[\min \left\{T_{\tilde{a}}^{-}, T_{\tilde{b}}^{-}\right\}, \min \left\{T_{\tilde{a}}^{+}, T_{\tilde{b}}^{+}\right\}\right],\left[\max \left\{I_{\tilde{a}}^{-} \vee I_{\tilde{b}}^{-}\right\}, \max \left\{I_{\tilde{a}}^{+}, I_{\tilde{b}}^{+}\right\}\right], }  \tag{3.4}\\
& {\left.\left[\max \left\{F_{\tilde{a}}^{-}, F_{\tilde{b}}^{-}\right\}, \max \left\{F_{\tilde{a}}^{+}, F_{\tilde{b}}^{+}\right\}\right]\right\rangle\left(d_{1}>0, d_{2}>0\right) } \\
\left\langle\left(d_{1} / d_{2}, c_{1} / c_{2}, b_{1} / b_{2}, a_{1} / a_{2}\right) ;\right. & {\left[\min \left\{T_{\tilde{a}}^{-}, T_{\tilde{\tilde{b}}}^{-}\right\}, \min \left\{T_{\tilde{a}}^{+}, T_{\tilde{b}}^{+}\right\}\right],\left[\max \left\{I_{\tilde{a}}^{-} \vee I_{\tilde{b}}^{-}\right\}, \max \left\{I_{\tilde{a}}^{+}, I_{\tilde{b}}^{+}\right\}\right], } \\
& {\left.\left[\max \left\{F_{\tilde{a}}^{-}, F_{\tilde{b}}^{-}\right\}, \max \left\{F_{\tilde{a}}^{+}, F_{\tilde{b}}^{+}\right\}\right]\right\rangle\left(d_{1}<0, d_{2}>0\right) } \\
\left\langle\left(d_{1} / a_{2}, c_{1} / b_{2}, b_{1} / c_{2}, a_{1} / d_{2}\right) ;\right. & {\left[\min \left\{T_{\tilde{a}}^{-}, T_{\tilde{b}}^{-}\right\}, \min \left\{T_{\tilde{a}}^{+}, T_{\tilde{b}}^{+}\right\}\right],\left[\max \left\{I_{\tilde{a}}^{-} \vee I_{\tilde{b}}^{-}\right\}, \max \left\{I_{\tilde{a}}^{+}, I_{\tilde{b}}^{+}\right\}\right], } \\
& {\left.\left[\max \left\{F_{\tilde{a}}^{-}, F_{\tilde{b}}^{-}\right\}, \max \left\{F_{\tilde{a}}^{+}, F_{\tilde{b}}^{+}\right\}\right]\right\rangle\left(d_{1}<0, d_{2}<0\right) }
\end{align*}\right.
$$

5. 

$$
\tilde{a}= \begin{cases}\left\langle\left(\gamma a_{1}, \gamma b_{1}, \gamma c_{1}, \gamma d_{1}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle & (\gamma>0)  \tag{3.5}\\ \left\langle\left(\gamma d_{1}, \gamma c_{1}, \gamma b_{1}, \gamma a_{1}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle & (\gamma<0)\end{cases}
$$

6. 

$$
\tilde{a}^{\gamma}= \begin{cases}\left\langle\left(a_{1}^{\gamma}, b_{1}^{\gamma}, c_{1}^{\gamma}, d_{1}^{\gamma}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle & (\gamma>0)  \tag{3.6}\\ \left\langle\left(d_{1}^{\gamma}, c_{1}^{\gamma}, b_{1}^{\gamma}, a_{1}^{\gamma}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle & (\gamma<0)\end{cases}
$$

7. 

$$
\begin{equation*}
\tilde{a}^{-1}=\left\langle\left(1 / d_{1}, 1 / c_{1}, 1 / b_{1}, 1 / a_{1}\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle(\tilde{a} \neq 0) . \tag{3.7}
\end{equation*}
$$

Definition 3.3. Let $\tilde{a}=\left\langle(a, b, c, d) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle \in \Omega$. Then, we defined a method to normalize $\tilde{a}$ as;

$$
\left\langle\left(\frac{a}{d}, \frac{b}{d}, \frac{c}{d}, 1\right) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle
$$

such that $d \neq 0$.
Definition 3.4. Let $\tilde{a}=\left\langle(a, b, c, d) ;\left[T_{\tilde{a}}^{-}, T_{\tilde{a}}^{+}\right],\left[I_{\tilde{a}}^{-}, I_{\tilde{a}}^{+}\right],\left[F_{\tilde{a}}^{-}, F_{\tilde{a}}^{+}\right]\right\rangle \in \Omega$, then

$$
\begin{equation*}
S(\tilde{a})=\frac{1}{16}[a+b+c+d] \times\left[4+\left(T_{\tilde{a}}^{-}-I_{\tilde{a}}^{-}-F_{\tilde{a}}^{-}\right)+\left(T_{\tilde{a}}^{+}-I_{\tilde{a}}^{+}-F_{\tilde{a}}^{+}\right)\right] \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
A(\tilde{a})=\frac{1}{16}[a+b+c+d] \times\left[4+\left(T_{\tilde{a}}^{-}-I_{\tilde{a}}^{-}+F_{\tilde{a}}^{-}\right)+\left(T_{\tilde{a}}^{+}-I_{\tilde{a}}^{+}+F_{\tilde{a}}^{+}\right)\right] \tag{3.9}
\end{equation*}
$$

is called the score and accuracy degrees of $\tilde{a}$, respectively.

Example 3.5. Let $\tilde{a}=\langle(0.3,0.4,0.8,0.9) ;[0.5,0.7],[0.4,0.6],[0.3,0.7]\rangle$ be a IVGSVTrN-number then, based on Equation 3.8 and $3.9, S(\tilde{a})$ and $A(\tilde{a})$ is computed as;

$$
\begin{aligned}
& S(\tilde{a})=\frac{1}{16}[0.3+0.4+0.8+0.9] \times[4+(0.5-0.4-0.3)+(0.7-0.6-0.7)]=0.533 \\
& A(\tilde{a})=\frac{1}{16}[0.3+0.4+0.8+0.9] \times[4+(0.5-0.4+0.3)+(0.7-0.6+0.7)]=0.866
\end{aligned}
$$

Definition 3.6. Let $\tilde{a}_{1}, \tilde{a}_{2} \in \Omega$. Then,

1. If $S\left(\tilde{a}_{1}\right)<S\left(\tilde{a}_{2}\right) \Rightarrow \tilde{a}_{1}<\tilde{a}_{2}$
2. If $S\left(\tilde{a}_{1}\right)>S\left(\tilde{a}_{2}\right) \Rightarrow \tilde{a}_{1}>\tilde{a}_{2}$
3. If $S\left(\tilde{a}_{1}\right)=S\left(\tilde{a}_{2}\right)$;
(a) If $A\left(\tilde{a}_{1}\right)<A\left(\tilde{a}_{2}\right) \Rightarrow \tilde{a}_{1}<\tilde{a}_{2}$
(b) If $A\left(\tilde{a}_{1}\right)>A\left(\tilde{a}_{2}\right) \Rightarrow \tilde{a}_{1}>\tilde{a}_{2}$
(c) If $A\left(\tilde{a}_{1}\right)=A\left(\tilde{a}_{2}\right) \Rightarrow \tilde{a}_{1}=\tilde{a}_{2}$

## 4 Aggregation operators on IVGSVTrN-numbers

In this section, three IVGSVTrN weighted aggregation operator of IVGSVTrN-numbers is given. Some of it is quoted from application in [2, 11, 23, 24, 25].
Definition 4.1. Let $\tilde{a}_{j}=\left\langle\left(a_{j}, b_{j}, c_{j}, d_{j}\right) ;\left[T_{\tilde{a}_{j}}^{-}, T_{\tilde{a}_{j}}^{+}\right],\left[I_{\tilde{a}_{j}}^{-}, I_{\tilde{a}_{j}}^{+}\right],\left[F_{\tilde{a}_{j}}^{-}, F_{\tilde{a}_{j}}^{+}\right]\right\rangle \in \Omega\left(j \in I_{n}\right)$. Then $\operatorname{IVGSVTrN}$ weighted aggregation operator, denoted by $K_{a o}$, is defined as;

$$
\begin{equation*}
K_{a o}: \Omega^{n} \rightarrow \Omega, \quad K_{a o}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)=\sum_{i=1}^{n} \omega_{i} \tilde{a}_{i} \tag{4.1}
\end{equation*}
$$

where, $\omega=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)^{T}$ is a weight vector associated with the $K_{a o}$ operator, for every $j \in I_{n}$ such that, $\omega_{j} \in[0,1]$ and $\sum_{j=1}^{n} \omega_{j}=1$.
Theorem 4.2. Let $\tilde{a}_{j}=\left\langle\left(a_{j}, b_{j}, c_{j}, d_{j}\right) ;\left[T_{\tilde{a}_{j}}^{-}, T_{\tilde{a}_{j}}^{+}\right],\left[I_{\tilde{a}_{j}}^{-}, I_{\tilde{a}_{j}}^{+}\right],\left[F_{\tilde{a}_{j}}^{-}, F_{\tilde{a}_{j}}^{+}\right]\right\rangle \in \Omega(j \in I), \omega=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)^{T}$ be a weight vector of $\tilde{a}_{j}$, for every $j \in I_{n}$ such that $\omega_{j} \in[0,1]$ and $\sum_{j=1}^{n} \omega_{j}=1$. Then, their aggregated value by using $K_{\text {ao }}$ operator is also a IVGSVTrN-number and

$$
\begin{align*}
K_{a o}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)= & \left\langle\left(\sum_{j=1}^{n} \omega_{j} a_{j}, \sum_{j=1}^{n} \omega_{j} b_{j}, \sum_{j=1}^{n} \omega_{j} c_{j}, \sum_{j=1}^{n} \omega_{j} d_{j}\right) ;\left[\min _{1 \leq j \leq n}\left\{T_{\tilde{a}_{j}}^{-}\right\}, \min _{1 \leq j \leq n}\left\{T_{\tilde{a}_{j}}^{+}\right\}\right],\right. \\
& {\left.\left[\max _{1 \leq j \leq n}\left\{I_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq n}\left\{I_{\tilde{a}_{j}}^{+}\right\}\right],\left[\max _{1 \leq j \leq n}\left\{F_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq n}\left\{F_{\tilde{a}_{j}}^{+}\right\}\right]\right\rangle } \tag{4.2}
\end{align*}
$$

Proof: The proof can be made by using mathematical induction on $n$ as; Assume that,

$$
\tilde{a}_{1}=\left\langle\left(a_{1}, b_{1}, c_{1}, d_{1}\right) ;\left[T_{\tilde{a}_{1}}^{-}, T_{\tilde{a}_{1}}^{+}\right],\left[I_{\tilde{a}_{1}}^{-}, I_{\tilde{a}_{1}}^{+}\right],\left[F_{\tilde{a}_{1}}^{-}, F_{\tilde{a}_{1}}^{+}\right]\right\rangle
$$

and

$$
\tilde{a}_{2}=\left\langle\left(a_{2}, b_{2}, c_{2}, d_{2}\right) ;\left[T_{\tilde{a}_{2}}^{-}, T_{\tilde{a}_{2}}^{+}\right],\left[I_{\tilde{a}_{2}}^{-}, I_{\tilde{a}_{2}}^{+}\right],\left[F_{\tilde{a}_{2}}^{-}, F_{\tilde{a}_{2}}^{+}\right]\right\rangle
$$

be two IVGSVTrN-numbers then, for $n=2$, we have

$$
\begin{align*}
\omega_{1} \tilde{a}_{1}+\omega_{2} \tilde{a}_{2}= & \left\langle\left(\sum_{j=1}^{2} \omega_{j} a_{j}, \sum_{j=1}^{2} \omega_{j} b_{j}, \sum_{j=1}^{2} \omega_{j} c_{j}, \sum_{j=1}^{2} \omega_{j} d_{j}\right) ;\left[\min _{1 \leq j \leq 2}\left\{T_{\tilde{a}_{j}}^{-}\right\}, \min _{1 \leq j \leq 2}\left\{T_{\tilde{a}_{j}}^{+}\right\}\right],\right. \\
& {\left.\left[\max _{1 \leq j \leq 2}\left\{I_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq 2}\left\{I_{\tilde{a}_{j}}^{+}\right\}\right],\left[\max _{1 \leq j \leq 2}\left\{F_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq 2}\left\{F_{\tilde{a}_{j}}^{+}\right\}\right]\right\rangle } \tag{4.3}
\end{align*}
$$

If holds for $n=k$, that is

$$
\begin{align*}
\omega_{1} \tilde{a}_{1}+\omega_{2} \tilde{a}_{2}+\cdots+\omega_{k} \tilde{a}_{k}= & \left\langle\left(\sum_{j=1}^{k} \omega_{j} a_{j}, \sum_{j=1}^{k} \omega_{j} b_{j}, \sum_{j=1}^{k} \omega_{j} c_{j}, \sum_{j=1}^{k} \omega_{j} d_{j}\right) ;\right. \\
& {\left[\min _{1 \leq j \leq k}\left\{T_{\tilde{a}_{j}}^{-}\right\}, \min _{1 \leq j \leq k}\left\{T_{\tilde{a}_{j}}^{+}\right\}\right],\left[\max _{1 \leq j \leq k}\left\{I_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq k}\left\{I_{\tilde{a}_{j}}^{+}\right\}\right], }  \tag{4.4}\\
& {\left.\left[\max _{1 \leq j \leq k}\left\{F_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq k}\left\{F_{\tilde{a}_{j}}^{+}\right\}\right]\right\rangle }
\end{align*}
$$

then, when $n=k+1$, by the operational laws in Definition 3.2, I have

$$
\begin{align*}
\omega_{1} \tilde{a}_{1}+\omega_{2} \tilde{a}_{2}+\cdots+\omega_{k+1} \tilde{a}_{k+1}= & \left\langle\left(\sum_{j=1}^{k} \omega_{j} a_{j}, \sum_{j=1}^{k} \omega_{j} b_{j}, \sum_{j=1}^{k} \omega_{j} c_{j}, \sum_{j=1}^{k} \omega_{j} d_{j}\right) ;\right. \\
& {\left[\min _{1 \leq j \leq k}\left\{T_{\tilde{a}_{j}}^{-}\right\}, \min _{1 \leq j \leq k}\left\{T_{\tilde{a}_{j}}^{+}\right\}\right],\left[\max _{1 \leq j \leq k}\left\{I_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq k}\left\{I_{\tilde{a}_{j}}^{+}\right\}\right], } \\
& {\left.\left[\max _{1 \leq j \leq k}\left\{F_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq k}\left\{F_{\tilde{a}_{j}}^{+}\right\}\right]\right\rangle+ } \\
& \left\langle\left(\omega_{k+1} a_{k+1}, \omega_{k+1} b_{k+1}, \omega_{k+1} c_{k+1}, \omega_{k+1} d_{k+1}\right) ;\right. \\
& {\left.\left[T_{\tilde{a}_{k+1}}^{-}, T_{\tilde{a}_{k+1}}^{+}\right],\left[I_{\tilde{a}_{k+1}}^{-}, I_{\tilde{a}_{k+1}}^{+}\right],\left[F_{\tilde{a}_{k+1}}^{-}, F_{\tilde{a}_{k+1}}^{+}\right]\right\rangle } \\
= & \left\langle\left(\sum_{j=1}^{k+1} \omega_{j} a_{j}, \sum_{j=1}^{k+1} \omega_{j} b_{j}, \sum_{j=1}^{k+1} \omega_{j} c_{j}, \sum_{j=1}^{k+1} \omega_{j} d_{j}\right) ;\right. \\
& {\left[\min _{1 \leq j \leq k+1}\left\{T_{\tilde{a}_{j}}^{-}\right\}, \min _{1 \leq j \leq k+1}\left\{T_{\tilde{a}_{j}}^{+}\right\}\right],\left[\max _{1 \leq j \leq k+1} I_{\tilde{a}_{j}}^{-}, \max _{1 \leq j \leq k+1}\left\{I_{\tilde{a}_{j}}^{+}\right\}\right], } \\
& {\left.\left[\max _{1 \leq j \leq k+1}\left\{F_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq k+1}\left\{F_{\tilde{a}_{j}}^{+}\right\}\right]\right\rangle } \tag{4.5}
\end{align*}
$$

Finally, based on Equation 4.3, 4.4 and 4.5, the proof is valid.

## Example 4.3. Let

$$
\begin{aligned}
\tilde{a}_{1} & =\langle(0.125,0.439,0.754,0.847) ;[0.5,0.6],[0.4,0.7],[0.6,0.9]\rangle, \\
\tilde{a}_{2} & =\langle(0.326,0.427,0.648,0.726) ;[0.8,0.9],[0.2,0.5],[0.4,0.8]\rangle, \\
\tilde{a}_{3} & =\langle(0.427,0.524,0.578,0.683) ;[0.4,0.6],[0.3,0,8],[0,5,0.7]\rangle
\end{aligned}
$$

be three IVGSVTrN-numbers, and $\omega=(0.4,0.3,0.3)^{T}$ be the weight vector of $\tilde{a}_{j}(j=1,2,3)$. Then, based on

Equation 4.2,

$$
K_{a o}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)=\langle(0.276,0.461,0.669,0.762) ;[0.4,0.6],[0.4,0.8],[0.6,0.9]\rangle
$$

and, based on Equation 3.8, their score is 0.312 .
Definition 4.4. Let $\tilde{a}_{j}=\left\langle\left(a_{j}, b_{j}, c_{j}, d_{j}\right) ;\left[T_{\tilde{a}_{j}}^{-}, T_{\tilde{a}_{j}}^{+}\right],\left[I_{\tilde{a}_{j}}^{-}, I_{\tilde{a}_{j}}^{+}\right],\left[F_{\tilde{a}_{j}}^{-}, F_{\tilde{a}_{j}}^{+}\right]\right\rangle \in \Omega\left(j \in I_{n}\right)$.Then IVGSVTrN ordered weighted aggregation operator $\left(K_{\text {oao }}\right)$ is defined as;

$$
\begin{equation*}
K_{o a o}: \Omega^{n} \rightarrow \Omega, \quad K_{\text {oao }}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)=\sum_{k=1}^{n} \omega_{k} \tilde{b}_{k} \tag{4.6}
\end{equation*}
$$

where $\tilde{b}_{k}=\left\langle\left(a_{k}, b_{k}, c_{k}, d_{k}\right) ;\left[T_{\tilde{a}_{k}}^{-}, T_{\tilde{a}_{k}}^{+}\right],\left[I_{\tilde{a}_{k}}^{-}, I_{\tilde{a}_{k}}^{+}\right],\left[F_{\tilde{a}_{k}}^{-}, F_{\tilde{a}_{k}}^{+}\right]\right\rangle$is the $k$-th largest of the $n$ IVGSVTrN-numbers $\tilde{a}_{j}\left(j \in I_{n}\right)$ based on Equation 3.6.

Their aggregated value by using $K_{\text {oao }}$ operator is also a IVGSVTrN-number and computed as;

$$
\begin{align*}
K_{\text {oao }}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)= & \left\langle\left(\sum_{k=1}^{n} \omega_{k} a_{k}, \sum_{k=1}^{n} \omega_{k} b_{k}, \sum_{k=1}^{n} \omega_{k} c_{k} \sum_{k=1}^{n} \omega_{k} d_{k}\right) ;\right. \\
& {\left[\min _{1 \leq j \leq n} T_{\tilde{a}_{j}}^{-}, \min _{1 \leq j \leq n} T_{\tilde{a}_{j}}^{+}\right],\left[\max _{1 \leq j \leq n} I_{\tilde{a}_{j}}^{-}, \max _{1 \leq j \leq n} I_{\tilde{a}_{j}}^{+}\right], }  \tag{4.7}\\
& {\left.\left[\max _{1 \leq j \leq n} F_{\tilde{a}_{j}}^{-}, \max _{1 \leq j \leq n} F_{\tilde{a}_{j}}^{+}\right]\right\rangle }
\end{align*}
$$

Definition 4.5. Let $\tilde{a}_{j}=\left\langle\left(a_{j}, b_{j}, c_{j}, d_{j}\right) ;\left[T_{\tilde{a}_{j}}^{-}, T_{\tilde{a}_{j}}^{+}\right],\left[I_{a_{j}}^{-}, I_{\tilde{a}_{j}}^{+}\right],\left[F_{\tilde{a}_{j}}^{-}, F_{\tilde{a}_{j}}^{+}\right]\right\rangle \in \Omega\left(j \in I_{n}\right)$. Then, IVGSVTrN ordered hybrid weighted averaging operator denoted by $K_{\text {hao }}$ is defined as;denoted $K_{\text {hao }}$

$$
\begin{equation*}
K_{\text {hao }}: \Omega^{n} \rightarrow \Omega, \quad K_{\text {hao }}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)=\sum_{k=1}^{n} \omega_{k} \widehat{b}_{k} \tag{4.8}
\end{equation*}
$$

where $\omega=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)^{T}$ is a weight vector associated with the mapping $K_{\text {hao }}$ such that $\omega_{k} \in[0,1]$ and $\sum_{k=1}^{n} \omega_{k}=1, \tilde{a}_{j} \in \Omega$ weighted with $n \varpi_{j}\left(j \in I_{n}\right)$ is denoted by $\tilde{A}_{j}$, i.e., $\tilde{A}_{j}=n \varpi_{j} \tilde{a}_{j}$, here $n$ is regarded as a balance factor; $\varpi=\left(\varpi_{1}, \varpi_{2}, \ldots, \varpi_{n}\right)^{T}$ is a weight vector of the $\tilde{a}_{j} \in \Omega\left(j \in I_{n}\right)$ n such that $\varpi_{j} \in[0,1]$ and $\sum_{j=1}^{n} \varpi_{j}=1 ; \widehat{b}_{k}$ is the $k$-th largest of the n IVGSVTrN-number $\tilde{A}_{j} \in \Omega\left(j \in I_{n}\right)$ based on Equation 3.6.

Their aggregated value by using $K_{\text {hao }}$ operator is also a IVGSVTrN-number and computed as

$$
\begin{align*}
K_{\text {hao }}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)= & \left\langle\left(\sum_{k=1}^{n} \omega_{k} a_{k}, \sum_{k=1}^{n} \omega_{k} b_{k}, \sum_{k=1}^{n} \omega_{k} c_{k}, \sum_{k=1}^{n} \omega_{k} d_{k}\right) ;\right. \\
& {\left[\min _{1 \leq j \leq n} T_{\tilde{a}_{j}}^{-}, \min _{1 \leq j \leq n} T_{\tilde{a}_{j}}^{+}\right],\left[\max _{1 \leq j \leq n} I_{\tilde{a}_{j}}^{-}, \max _{1 \leq j \leq n} I_{\tilde{a}_{j}}^{+}\right], }  \tag{4.9}\\
& {\left.\left[\max _{1 \leq j \leq n} F_{\tilde{a}_{j}}^{-}, \max _{1 \leq j \leq n} F_{\tilde{a}_{j}}^{+}\right]\right\rangle }
\end{align*}
$$

Example 4.6. Let

$$
\begin{aligned}
& \tilde{a}_{1}=\langle(0.123,0.278,0.347,0.426) ;[0.7,0.8],[0.4,0.7],[0.1,0.6]\rangle, \\
& \tilde{a}_{2}=\langle(0.133,0.268,0.357,0.416) ;[0.1,0.6],[0.7,0.8],[0.4,0.7]\rangle
\end{aligned}
$$

and

$$
\tilde{a}_{3}=\langle(0.143,0.258,0.367,0.406) ;[0.4,0.7],[0.1,0.6],[0.7,0.8]\rangle
$$

be three IVGSVTrN-numbers. Assume that $\varpi=(0.2,0.3,0.5)^{T}$ be a weight vector and $\omega=(0.5,0.3,0.2)^{T}$ be a position weight vector.Then evaluation of the three numbers by using the Equation 4.9 is given as;

## Solving

$$
\tilde{A}_{1}=3 \times 0.2 \times \tilde{a}_{1}=\langle(0.074,0.167,0.208,0.256) ;[0.7,0.8],[0.4,0.7],[0.1,0.6]\rangle
$$

Likewise, we obtain:

$$
\begin{aligned}
& \tilde{A}_{2}=3 \times 0.3 \times \tilde{a}_{2}=\langle(0.160,0.322,0.428,0.499) ;[0.1,0.6],[0.7,0.8],[0.4,0.7]\rangle \\
& \tilde{A}_{3}=3 \times 0.5 \times \tilde{a}_{3}=\langle(0.286,0.516,0.734,0.812) ;[0.4,0.7],[0.1,0.6],[0.7,0.8]\rangle
\end{aligned}
$$

we obtain the scores of the IVGSVTrN-numbers $\tilde{A}_{j}(\mathrm{j}=1,2,3)$, based on Equation 3.8, as follows:

$$
\begin{aligned}
& S\left(\tilde{A}_{1}\right)=\frac{1}{16}[0.074+0.167+0.208+0.256] \times(4+(0.7-0.4-0.1)+(0.8-0.7-0.6))=0.163 \\
& S\left(\tilde{A}_{2}\right)=\frac{1}{16}[0.160+0.322+0.428+0.499] \times(4+(0.1-0.7-0.4)+(0.6-0.8-0.7))=0.185 \\
& S\left(\tilde{A}_{3}\right)=\frac{1}{16}[0.286+0.516+0.734+0.812] \times(4+(0.4-0.1-0.7)+(0.7-0.6-0.8))=0.426
\end{aligned}
$$

respectively. Obviously, $S\left(\tilde{A}_{3}\right)>S\left(\tilde{A}_{2}\right)>S\left(\tilde{A}_{1}\right)$. Thereby, according to the Equation 3.6, we have

$$
\begin{aligned}
& \hat{b}_{1}=\tilde{A}_{3}=\langle(0.143,0.258,0.367,0.406) ;[0.4,0.7],[0.1,0.6],[0.7,0.8]\rangle \\
& \hat{b}_{2}=\tilde{A}_{2}=\langle(0.133,0.268,0.357,0.416) ;[0.1,0.6],[0.7,0.8],[0.4,0.7]\rangle \\
& \hat{b}_{3}=\tilde{A}_{1}=\langle(0.123,0.278,0.347,0.426) ;[0.7,0.8],[0.4,0.7],[0.1,0.6]\rangle
\end{aligned}
$$

It follows from Equation 4.9 that

$$
\begin{aligned}
K_{\text {hao }}\left(\tilde{a}_{1}, \tilde{a}_{2}, \tilde{a}_{3}\right)= & \langle(0.143 \times 0.5+0.133 \times 0.3+0.123 \times 0.2, \\
& 0.258 \times 0.5+0.268 \times 0.3+0.278 \times 0.2, \\
& 0.367 \times 0.5+0.357 \times 0.3+0.347 \times 0.2, \\
& 0.406 \times 0.5+0.416 \times 0.3+0.326 \times 0.2) ;[0.1,0.6],[0.7,0.8],[0.7,0.8]\rangle \\
= & \langle(0.1360,0.2650,0.3600,0.4130) ;[0.1,0.6],[0.7,0.8],[0.7,0.8]\rangle
\end{aligned}
$$

## 5 Geometric operators of the IVGSVTrN-number

In this section, we give three IVGSVTrN weighted geometric operator of IVGSVTrN-numbers. Some of it is quoted from application in $[2,11,24,33]$.

Definition 5.1. Let $\tilde{a}_{j}=\left\langle\left(a_{j}, b_{j}, c_{j}, d_{j}\right) ;\left[T_{\tilde{a}_{j}}^{-}, T_{\tilde{a}_{j}}^{+}\right],\left[I_{\tilde{a}_{j}}^{-}, I_{\tilde{a}_{j}}^{+}\right],\left[F_{\tilde{a}_{j}}^{-}, F_{\tilde{a}_{j}}^{+}\right]\right\rangle \in \Omega\left(j \in I_{n}\right)$. Then IVGSVTrN
weighted geometric operator, denoted by $L_{g o}$, is defined as;

$$
\begin{equation*}
L_{g o}: \Omega^{n} \rightarrow \Omega, \quad L_{g o}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)=\prod_{i=1}^{n} \tilde{a}_{i}^{\omega_{i}} \tag{5.1}
\end{equation*}
$$

where, $\omega=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)^{T}$ is a weight vector associated with the $L_{g o}$ operator, for every $j \in I_{n}$ such that, $\omega_{j} \in[0,1]$ and $\sum_{j=1}^{n} \omega_{j}=1$.

Their aggregated value by using $L_{g o}$ operator is also a IVGSVTrN-number and computed as;

$$
\begin{align*}
L_{g o}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)= & \left\langle\left(\prod_{j=1}^{n} a_{j}^{\omega_{j}}, \prod_{j=1}^{n} b_{j}^{\omega_{j}}, \prod_{j=1}^{n} c_{j}^{\omega_{j}} \prod_{j=1}^{n} d_{j}^{\omega_{j}}\right) ;\right. \\
& {\left[\min _{1 \leq j \leq n}\left\{T_{\tilde{a}_{j}}^{-}\right\}, \min _{1 \leq j \leq n}\left\{T_{\tilde{a}_{j}}^{+}\right\}\right],\left[\max _{1 \leq j \leq n}\left\{I_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq n}\left\{I_{\tilde{a}_{j}}^{+}\right\}\right], }  \tag{5.2}\\
& {\left.\left[\max _{1 \leq j \leq n}\left\{F_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq n}\left\{F_{\tilde{a}_{j}}^{+}\right\}\right]\right\rangle }
\end{align*}
$$

Example 5.2. Let

$$
\begin{aligned}
& \tilde{a}_{1}=\langle(0.125,0.439,0.754,0.847) ;[0.5,0.6],[0.4,0.7],[0.6,0.9]\rangle, \\
& \tilde{a}_{2}=\langle(0.326,0.427,0.648,0.726) ;[0.8,0.9],[0.2,0.5],[0.4,0.8]\rangle, \\
& \tilde{a}_{3}=\langle(0.427,0.524,0.578,0.683) ;[0.4,0.6],[0.3,0,8],[0,5,0.7]\rangle
\end{aligned}
$$

be four IVGSVTrN-numbers, and $w=(0.4,0.3,0.3)^{T}$ be the weight vector of $\tilde{a}_{j}(j=1,2,3)$. Then, based on Equation 5.2,

$$
L_{g o}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)=\langle(0.241,0.459,0.665,0.758) ;[0.4,0.6],[0.4,0.8],[0.6,0.9]\rangle
$$

and, based on Equation 3.8, their score is 0.305 .
Definition 5.3. Let $\tilde{a}_{j}=\left\langle\left(a_{j}, b_{j}, c_{j}, d_{j}\right) ;\left[T_{\tilde{a}_{j}}^{-}, T_{\tilde{a}_{j}}^{+}\right],\left[I_{\tilde{a}_{j}}^{-}, I_{\tilde{a}_{j}}^{+}\right],\left[F_{\tilde{a}_{j}}^{-}, F_{\tilde{a}_{j}}^{+}\right]\right\rangle \in \Omega\left(j \in I_{n}\right)$. Then IVGSVTrN ordered weighted geometric operator denoted by $L_{o g o}$, is defined as;

$$
\begin{equation*}
L_{\text {ogo }}: \Omega^{n} \rightarrow \Omega, \quad L_{\text {ogo }}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)=\prod_{k=1}^{n} \tilde{b}_{k}^{w_{k}} \tag{5.3}
\end{equation*}
$$

where $\omega_{k} \in[0,1], \sum_{k=1}^{n} \omega_{k}=1 ; \tilde{b}_{k}=\left\langle\left(a_{k}, b_{k}, c_{k}, d_{k}\right) ;\left[T_{\tilde{a}_{k}}^{-}, T_{\tilde{a}_{k}}^{+}\right],\left[I_{\tilde{a}_{k}}^{-}, I_{\tilde{a}_{k}}^{+}\right],\left[F_{\tilde{a}_{k}}^{-}, F_{\tilde{a}_{k}}^{+}\right]\right\rangle$is the k-th largest of the n neutrosophic sets $\tilde{a}_{j}\left(j \in I_{n}\right)$ based on Equation 3.6.

Their aggregated value by using $L_{\text {ogo }}$ operator is also a IVGSVTrN-number and computed as;

$$
\begin{align*}
L_{\text {ogo }}: \Omega^{n} \rightarrow \Omega, \quad & L_{\text {ogo }}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)= \\
& \left\langle\left(\prod_{k=1}^{n} a_{k}^{w_{k}}, \prod_{k=1}^{n} b_{k}^{w_{k}}, \prod_{k=1}^{n} c_{k}^{w_{k}} \prod_{k=1}^{n} d_{k}^{w_{k}}\right) ;\right.  \tag{5.4}\\
& {\left[\min _{1 \leq j \leq n}\left\{T_{\tilde{a}_{j}}^{-}\right\}, \min _{1 \leq j \leq n}\left\{T_{\tilde{a}_{j}}^{+}\right\}\right],\left[\max _{1 \leq j \leq n}\left\{I_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq n}\left\{I_{\tilde{a}_{j}}^{+}\right\}\right], } \\
& {\left.\left[\max _{1 \leq j \leq n}\left\{F_{\tilde{a}_{j}}^{-}\right\}, \max _{1 \leq j \leq n}\left\{F_{\tilde{a}_{j}}^{+}\right\}\right]\right\rangle }
\end{align*}
$$

Definition 5.4. Let $\tilde{a}_{j}=\left\langle\left(a_{j}, b_{j}, c_{j}, d_{j}\right) ;\left[T_{\tilde{a}_{j}}^{-}, T_{\tilde{a}_{j}}^{+}\right],\left[I_{\tilde{a}_{j}}^{-}, I_{\tilde{a}_{j}}^{+}\right],\left[F_{\tilde{a}_{j}}^{-}, F_{\tilde{a}_{j}}^{+}\right]\right\rangle \in \Omega\left(j \in I_{n}\right)$. Then IVGSVTrN ordered hybrid weighted geometric operator denoted by $L_{h g o}$, is defined as;

$$
\begin{equation*}
L_{\text {hgo }}: \Omega^{n} \rightarrow \Omega, \quad L_{h g o}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)=\prod_{k=1}^{n} \hat{b}_{k}^{\omega_{k}} \tag{5.5}
\end{equation*}
$$

where $\omega=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)^{T} . \omega_{j} \in[0,1]$ and $\sum_{j=1}^{n} \omega_{j}=1$ is a weight vector associated with the mapping $L_{h g o}, a_{j} \in \Omega$ a weight with $n \varpi\left(j \in I_{n}\right)$ is denoted by $\tilde{A}_{j}$ i.e., $\tilde{A}_{j}=n \varpi \tilde{a}_{j}$, here $n$ is regarded as a balance factor $\varpi=\left(\varpi_{1}, \varpi_{2}, \ldots, \varpi_{n}\right)^{T}$ is a weight vector of the $a_{j} \in \Omega\left(j \in I_{n}\right) ; \hat{b}_{k}$ is the k-th largest of the n IVGSVTrNnumbers $\tilde{A}_{j} \in \Omega\left(j \in I_{n}\right)$ based on Equation 3.6.

Their aggregated value by using $L_{h g o}$ operator is also a IVGSVTrN-number and computed as

$$
\begin{align*}
L_{h g o}: \Omega^{n} \rightarrow \Omega, & L_{\text {hgo }}\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{n}\right)= \\
& \left\langle\left(\prod_{k=1}^{n} a_{k}^{w_{k}}, \prod_{k=1}^{n} b_{k}^{w_{k}}, \prod_{k=1}^{n} c_{k}^{w_{k}} \prod_{k=1}^{n} d_{k}^{w_{k}}\right) ;\right.  \tag{5.6}\\
& {\left[\min _{1 \leq j \leq n} T_{\tilde{a}_{j}}^{-}, \min _{1 \leq j \leq n} T_{\tilde{a}_{j}}^{+}\right],\left[\max _{1 \leq j \leq n} I_{\tilde{a}_{j}}^{-}, \max _{1 \leq j \leq n} I_{\tilde{a}_{j}}^{+}\right], } \\
& {\left.\left[\max _{1 \leq j \leq n} F_{\tilde{a}_{j}}^{-}, \max _{1 \leq j \leq n} F_{\tilde{a}_{j}}^{+}\right]\right\rangle }
\end{align*}
$$

## 6 IVGSVTrN-multi-criteria decision-making method

In this section, we define a multi-criteria decision making method as follows. Some of it is quoted from application in [2, 11, 23, 24, 25].

Definition 6.1. Let $X=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ be a set of alternatives, $U=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ be the set of attributes. If $\tilde{a}_{i j}=\left\langle\left(a_{i j}, b_{i j}, c_{i j}, d_{i j}\right) ;\left[T_{\tilde{a}_{i j}}^{-}, T_{\tilde{a}_{i j}}^{+}\right],\left[I_{\tilde{a}_{i j}}^{-}, I_{\tilde{a}_{i j}}^{+}\right],\left[F_{\tilde{a}_{i j}}^{-}, F_{\tilde{a}_{i j}}^{+}\right]\right\rangle \in \Omega$, then

$$
\left[\tilde{a}_{i j}\right]_{m \times n}=\begin{gather*}
 \tag{6.1}\\
x_{1} \\
x_{2} \\
\vdots \\
x_{m}
\end{gather*}\left(\begin{array}{cccc}
u_{1} & u_{2} & \cdots & u_{n} \\
\tilde{a}_{11} & \tilde{a}_{12} & \cdots & \tilde{a}_{1 n} \\
\tilde{a}_{21} & \tilde{a}_{22} & \cdots & \tilde{a}_{2 n} \\
\vdots & \vdots & \vdots & \vdots \\
\tilde{a}_{m 1} & \tilde{a}_{m 2} & \cdots & \tilde{a}_{m n}
\end{array}\right)
$$

is called an IVGSVTrN-multi-criteria decision-making matrix of the decision maker.
Now, we can give an algorithm of the IVGSVTrN-multi-criteria decision-making method as follows;
Algorithm:

Step 1. Construct the decision-making matrix $\left[\tilde{a}_{i j}\right]_{m \times n}$ for decision based on Equation 6.1;
Step 2. Compute the IVGSVTrN-numbers $\tilde{A}_{i j}=n \varpi_{i} \tilde{a}_{i j}\left(i \in I_{m} ; j \in I_{n}\right)$ and write the decision-making matrix $\left[\tilde{A}_{i j}\right]_{m \times n}$;

Step 3. Obtain the scores of the IVGSVTrN-numbers $\tilde{A}_{i j}\left(i \in I_{m} ; j \in I_{n}\right)$ based on Equation 3.8;

Step 4. Rank all IVGSVTrN-numbers $\tilde{A}_{i j}\left(i \in I_{m} ; j \in I_{n}\right)$ by using the ranking method of IVGSVTrN-numbers and determine the IVGSVTrN-numbers $\left[b_{i}\right]_{1 \times n}=\tilde{b}_{i k}\left(i \in I_{m} ; k \in I_{n}\right)$ where $\tilde{b}_{i k}$ is k -th largest of $\tilde{A}_{i j}$ for $j \in I_{n}$ based on Equation 3.6 ;

Step 5. Give the decision matrix $\left[b_{i}\right]_{1 \times n}$ for $i=1,2,3,4$;
Step 6. Compute $K_{\text {hao }}\left(\tilde{b}_{i 1}, \tilde{b}_{i 2}, \ldots, \tilde{b}_{i n}\right)$ for $i \in I_{m}$ based on Equation 4.9;
Step 7. Compute $L_{\text {hgo }}\left(\tilde{b}_{i 1}, \tilde{b}_{i 2}, \ldots, \tilde{b}_{i n}\right)$ for $i \in I_{m}$ based on Equation 5.6;
Step 8. Rank all alternatives $x_{i}$ by using the Equation 3.6 and determine the best alternative.
Example 6.2. Let us consider the decision-making problem adapted from [24, 52]. There is an investment company, which wants to invest a sum of money in the best option. There is a panel with the set of the four alternatives is denoted by $X=\left\{x_{1}=\right.$ car company, $x_{2}=$ food company, $x_{3}=$ computer company, $x_{4}=$ arms company\} to invest the money. The investment company must take a decision according to the set of the four attributes is denoted by $U=\left\{u_{1}=\right.$ risk, $u_{2}=$ growth, $u_{3}=$ environmental impact, $u_{4}=$ performance $\}$. Then, the weight vector of the attributes is $\varpi=(0.2,0.3,0.2,0.3)^{T}$ and the position weight vector is $\omega=$ ( $0.3,0.2,0.3,0.2)^{T}$ by using the weight determination based on the normal distribution. For the evaluation of an alternative $x_{i}(i=1,2,3,4)$ with respect to a criterion $u_{j}(j=1,2,3,4)$, it is obtained from the questionnaire of a domain expert. Then, the four possible alternatives are to be evaluated under the above three criteria by corresponding to linguistic values of IVGSVTrN-numbers for linguistic terms (adapted from [24]), as shown in Table 1.

| Linguistic terms | Linguistic values of IVGSVTrN-numbers |
| :--- | :--- |
| Absolutely low | $\langle(0.1,0.2,0.3,0.4) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle$ |
| Low | $\langle(0.1,0.3,0.4,0.7) ;[0.2,0.4],[0.7,0.8],[0.6,0.8]\rangle$ |
| Fairly low | $\langle(0.1,0.4,0.5,0.7) ;[0.3,0.5],[0.6,0.7],[0.5,0.7]\rangle$ |
| Medium | $\{(0.2,0.4,0.5,0.8) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle$ |
| Fairly high | $\langle(0.4,0.5,0.6,0.8) ;[0.6,0.7],[0.4,0.5],[0.3,0.5]\rangle$ |
| High | $\langle(0.5,0.6,0.7,0.9) ;[0.7,0.8],[0.3,0.4],[0.2,0.3]\rangle$ |
| Absolutely high | $\langle(0.6,0.7,0.8,0.9) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle$ |

Table 1: IVGSVTrN-numbers for linguistic terms
Step 1. The decision maker construct the decision matrix $\left[\tilde{a}_{i j}\right]_{4 x 4}$ based on Equation 6.1 as follows:

$$
\begin{gathered}
\left(\begin{array}{rl}
\langle(0.2,0.4,0.5,0.8) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle & \langle(0.1,0.4,0.5,0.7) ;[0.3,0.5],[0.6,0.7],[0.5,0.7]\rangle \\
\langle(0.1,0.3,0.4,0.7) ;[0.2,0.4],[0.7,0.8],[0.6,0.8]\rangle & \langle(0.1,0.2,0.3,0.4) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle \\
\langle(0.6,0.7,0.8,0.9) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle & \langle(0.4,0.5,0.6,0.8) ;[0.6,0.7],[0.4,0.5],[0.3,0.5]\rangle \\
\langle(0.5,0.6,0.7,0.9) ;[0.7,0.8],[0.3,0.4],[0.2,0.3]\rangle & \langle(0.2,0.4,0.5,0.8) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle \\
\langle(0.1,0.4,0.5,0.7) ;[0.3,0.5],[0.6,0.7],[0.5,0.7]\rangle & \langle(0.1,0.3,0.4,0.7) ;[0.2,0.4],[0.7,0.8],[0.6,0.8]\rangle \\
\langle(0.2,0.4,0.5,0.8) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle & \langle(0.6,0.7,0.8,0.9) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle \\
\langle(0.6,0.7,0.8,0.9) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle & \langle(0.1,0.2,0.3,0.4) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle \\
\langle(0.1,0.2,0.3,0.4) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle & \langle(0.5,0.6,0.7,0.9) ;[0.7,0.8],[0.3,0.4],[0.2,0.3]\rangle
\end{array}\right)
\end{gathered}
$$

Step 2. Compute $\tilde{A}_{i j}=n \varpi_{i} \tilde{a}_{i j}(i=1,2,3,4 ; j=1,2,3,4)$ as follows:

$$
\begin{aligned}
\tilde{A}_{11} & =4 \times 0.2 \times\langle(0.2,0.4,0.5,0.8) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle \\
& =\langle(0.16,0.32,0.40,0.64) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle
\end{aligned}
$$

Likewise, we can obtain other IVGSVTrN-numbers $\tilde{A}_{i j}=n \varpi_{i} \tilde{a}_{i j}(i=1,2,3,4 ; j=1,2,3,4)$ which are given by the IVGSVTrN-decision matrix $\left[\tilde{A}_{i j}\right]_{4 \times 4}$ as follows:
$\langle(0.08,0.32,0.40,0.56) ;[0.3,0.5],[0.6,0.7],[0.5,0.7]\rangle\langle(0.12,0.36,0.48,0.84) ;[0.2,0.4],[0.7,0.8],[0.6,0.8]\rangle$
$\langle(0.16,0.32,0.40,0.64) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle\langle(0.72,0.84,0.96,1.08) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle$
$\langle(0.08,0.16,0.24,0.32) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle\langle(0.12,0.24,0.36,0.48) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle$
$\langle(0.48,0.56,0.64,0.72) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle\langle(0.60,0.72,0.84,1.08) ;[0.7,0.8],[0.3,0.4],[0.2,0.3]\rangle$
Step 3. We can obtain the scores of the IVGSVTrN-numbers $\tilde{A}_{i j}$ of the alternatives $x_{j}(j=1,2,3,4)$ on the four attributes $u_{i}(i=1,2,3,4)$ based on Equation 3.8 as follows:

$$
\begin{array}{llll}
S\left(\tilde{A}_{11}\right)=0.295 & S\left(\tilde{A}_{12}\right)=0.293 & S\left(\tilde{A}_{13}\right)=0.196 & S\left(\tilde{A}_{14}\right)=0.191 \\
S\left(\tilde{A}_{21}\right)=0.128 & S\left(\tilde{A}_{22}\right)=0.068 & S\left(\tilde{A}_{23}\right)=0.295 & S\left(\tilde{A}_{24}\right)=1.148 \\
S\left(\tilde{A}_{31}\right)=0.765 & S\left(\tilde{A}_{32}\right)=0.621 & S\left(\tilde{A}_{33}\right)=0.045 & S\left(\tilde{A}_{34}\right)=0.068 \\
S\left(\tilde{A}_{41}\right)=0.581 & S\left(\tilde{A}_{42}\right)=0.442 & S\left(\tilde{A}_{43}\right)=0.765 & S\left(\tilde{A}_{44}\right)=0.871
\end{array}
$$

respectively.
Step 4. The ranking order of all IVGSVTrN-numbers $\tilde{A}_{i j}(i=1,2,3,4 ; j=1,2,3,4)$ based on Equation 3.6 as follows;

$$
\begin{aligned}
& \tilde{A}_{11}>\tilde{A}_{12}>\tilde{A}_{13}>\tilde{A}_{14} \\
& \tilde{A}_{24}>\tilde{A}_{23}>\tilde{A}_{21}>\tilde{A}_{22} \\
& \tilde{A}_{31}>\tilde{A}_{32}>\tilde{A}_{34}>\tilde{A}_{33} \\
& \tilde{A}_{44}>\tilde{A}_{43}>\tilde{A}_{41}>\tilde{A}_{42}
\end{aligned}
$$

Thus, we have:

$$
\begin{aligned}
& \tilde{b}_{11}=\tilde{A}_{11}, \tilde{b}_{12}=\tilde{A}_{12}, \tilde{b}_{13}=\tilde{A}_{13}, \tilde{b}_{14}=\tilde{A}_{14} \\
& \tilde{b}_{21}=\tilde{A}_{24}, \tilde{b}_{22}=\tilde{A}_{23}, \tilde{b}_{23}=\tilde{A}_{21}, \tilde{b}_{24}=\tilde{A}_{22} \\
& \tilde{b}_{31}=\tilde{A}_{31}, \tilde{b}_{32}=\tilde{A}_{32}, \tilde{b}_{33}=\tilde{A}_{34}, \tilde{b}_{34}=\tilde{A}_{33} \\
& \tilde{b}_{41}=\tilde{A}_{44}, \tilde{b}_{42}=\tilde{A}_{43}, \tilde{b}_{43}=\tilde{A}_{41}, \tilde{b}_{44}=\tilde{A}_{42}
\end{aligned}
$$

Step 5. The decision matrix $\left[b_{i}\right]_{1 \times n}$ for $i=1,2,3,4$ are given by;

$$
\begin{aligned}
\tilde{b}_{1}= & (\langle(0.16,0.32,0.40,0.64) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle,\langle(0.12,0.48,0.60,0.84) ;[0.3,0.5],[0.6,0.7],[0.5,0.7]\rangle, \\
& \langle(0.08,0.32,0.40,0.56) ;[0.3,0.5],[0.6,0.7],[0.5,0.7]\rangle,\langle(0.12,0.36,0.48,0.84) ;[0.2,0.4],[0.7,0.8],[0.6,0.8]\rangle) \\
\tilde{b}_{2}= & (\langle(0.72,0.84,0.96,1.08) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle,\langle(0.16,0.32,0.40,0.64) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle, \\
& \langle(0.08,0.24,0.32,0.56) ;[0.2,0.4],[0.7,0.8],[0.6,0.8]\rangle,\langle(0.12,0.24,0.36,0.48) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle) \\
\tilde{b}_{3}= & (\langle(0.48,0.56,0.64,0.72) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle,\langle(0.48,0.60,0.72,0.96) ;[0.6,0.7],[0.4,0.5],[0.3,0.5]\rangle, \\
& \langle(0.12,0.24,0.36,0.48) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle,\langle(0.08,0.16,0.24,0.32) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle) \\
\tilde{b}_{4}= & (\langle(0.60,0.72,0.84,1.08) ;[0.7,0.8],[0.3,0.4],[0.2,0.3]\rangle,\langle(0.48,0.56,0.64,0.72) ;[0.8,0.9],[0.1,0.2],[0.1,0.2]\rangle, \\
& \langle(0.40,0.48,0.56,0.72) ;[0.7,0.8],[0.3,0.4],[0.2,0.3]\rangle,\langle(0.24,0.48,0.60,0.96) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle)
\end{aligned}
$$

Step 6. We can calculate the IVGSVTrN-numbers based on Equation $4.9 K_{\text {hao }}\left(b_{i}\right)=K_{\text {hao }}\left(\tilde{b}_{i 1}, \tilde{b}_{i 2}, \tilde{b}_{i 3}, \tilde{b}_{i 4}\right)$ for $i=1,2,3,4$ as follows:

$$
\begin{aligned}
K_{\text {hao }}\left(b_{1}\right)= & K_{\text {hao }}\left(\tilde{b}_{11}, \tilde{b}_{12}, \tilde{b}_{13}, \tilde{b}_{14}\right) \\
= & \langle(0.16 \times 0.3+0.72 \times 0.2+0.48 \times 0.3+0.60 \times 0.2, \\
& 0.32 \times 0.3+0.84 \times 0.2+0.56 \times 0.3+0.72 \times 0.2, \\
& 0.40 \times 0.3+0.96 \times 0.2+0.64 \times 0.3+0.84 \times 0.2, \\
& 0.64 \times 0.3+1.08 \times 0.2+0.72 \times 0.3+1.08 \times 0.2) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle \\
= & \langle(0.456,0.576,0.672,0.840) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle \\
K_{\text {hao }}\left(b_{2}\right)= & K_{\text {hao }}\left(\tilde{b}_{21}, \tilde{b}_{22}, \tilde{b}_{23}, \tilde{b}_{24}\right) \\
= & \langle(0.12 \times 0.3+0.16 \times 0.2+0.48 \times 0.3+0.48 \times 0.2, \\
& 0.48 \times 0.3+0.32 \times 0.2+0.60 \times 0.3+0.56 \times 0.2, \\
& 0.60 \times 0.3+0.40 \times 0.2+0.72 \times 0.3+0.64 \times 0.2, \\
& 0.84 \times 0.3+0.64 \times 0.2+0.96 \times 0.3+0.72 \times 0.2) ;[0.3,0.5],[0.6,0.7],[0.7,0.8]\rangle \\
= & \langle(0.308,0.500,0.604,0.812) ;[0.3,0.5],[0.6,0.7],[0.7,0.8]\rangle \\
K_{\text {hao }}\left(b_{3}\right)= & K_{\text {hao }}\left(\tilde{b}_{31}, \tilde{b}_{32}, \tilde{b}_{33}, \tilde{b}_{34}\right) \\
= & \langle(0.08 \times 0.3+0.08 \times 0.2+0.12 \times 0.3+0.40 \times 0.2, \\
& 0.32 \times 0.3+0.24 \times 0.2+0.24 \times 0.3+0.48 \times 0.2, \\
& 0.40 \times 0.3+0.32 \times 0.2+0.36 \times 0.3+0.56 \times 0.2, \\
& 0.56 \times 0.3+0.56 \times 0.2+0.48 \times 0.3+0.72 \times 0.2) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle \\
= & \langle(0.156,0.312,0.404,0.568) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
K_{\text {hao }}\left(b_{4}\right)= & K_{\text {hao }}\left(\tilde{b}_{41}, \tilde{b}_{42}, \tilde{b}_{43}, \tilde{b}_{44}\right) \\
= & \langle(0.12 \times 0.3+0.12 \times 0.2+0.08 \times 0.3+0.24 \times 0.2, \\
& 0.36 \times 0.3+0.24 \times 0.2+0.16 \times 0.3+0.48 \times 0.2, \\
& 0.48 \times 0.3+0.36 \times 0.2+0.24 \times 0.3+0.60 \times 0.2, \\
& 0.84 \times 0.3+0.48 \times 0.2+0.32 \times 0.3+0.96 \times 0.2) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle \\
= & \langle(0.132,0.300,0.408,0.636) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle
\end{aligned}
$$

Step 7. We can calculate the IVGSVTrN-numbers $L_{h g o}\left(b_{i}\right)=L_{h g o}\left(\tilde{b}_{i 1}, \tilde{b}_{i 2}, \tilde{b}_{i 3}, \tilde{b}_{i 4}\right)$ for $i=1,2,3,4$ based on Equation 5.6 as follows:

$$
\begin{aligned}
& L_{\text {hao }}\left(b_{1}\right)= L_{\text {hao }}\left(\tilde{b}_{11}, \tilde{b}_{12}, \tilde{b}_{13}, \tilde{b}_{14}\right) \\
&=\left\langle\left( 0.16^{0.3}+0.72^{0.2}+0.48^{0.3}+0.60^{0.2},\right.\right. \\
& 0.32^{0.3}+0.84^{0.2}+0.56^{0.3}+0.72^{0.2}, \\
& 0.40^{0.3}+0.96^{0.2}+0.64^{0.3}+0.84^{0.2}, \\
&\left.\left.0.64^{0.3}+1.08^{0.2}+0.72^{0.3}+1.08^{0.2}\right) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\right\rangle \\
&=\langle(0.391,0.540,0.636,0.817) ;[0.5,0.6],[0.5,0.6],[0.4,0.5]\rangle \\
& L_{\text {hao }}\left(b_{2}\right)= L_{\text {hao }}\left(\tilde{b}_{21}, \tilde{b}_{22}, \tilde{b}_{23}, \tilde{b}_{24}\right) \\
&=\left\langle\left( 0.12^{0.3}+0.16^{0.2}+0.48^{0.3}+0.48^{0.2},\right.\right. \\
& 0.48^{0.3}+0.32^{0.2}+0.60^{0.3}+0.56^{0.2}, \\
& 0.60^{0.3}+0.40^{0.2}+0.72^{0.3}+0.64^{0.2}, \\
&\left.\left.\left.0.84^{0.3}+0.64^{0.2}+0.96^{0.3}+0.72^{0.2}\right) ;[0.3,0.5],[0.6,0.7],[0.7,0.8]\right\rangle\right\rangle \\
&=\langle(0.254,0.488,0.592,0.803) ;[0.3,0.5],[0.6,0.7],[0.7,0.8]\rangle \\
& L_{\text {hao }}\left(b_{3}\right)= L_{\text {hao }}\left(\tilde{b}_{31}, \tilde{b}_{32}, \tilde{b}_{33}, \tilde{b}_{34}\right) \\
&=\left\langle\left( 0.08^{0.3}+0.08^{0.2}+0.12^{0.3}+0.40^{0.2},\right.\right. \\
& 0.32^{0.3}+0.24^{0.2}+0.24^{0.3}+0.48^{0.2}, \\
& 0.40^{0.3}+0.32^{0.2}+0.36^{0.3}+0.56^{0.2}, \\
&=\left.\left.\left.0.56^{0.3}+0.56^{0.2}+0.48^{0.3}+0.72^{0.2}\right) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\right\rangle\right\rangle \\
&=\langle(0.125,0.301,0.396,0.562) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
L_{\text {hao }}\left(b_{4}\right)= & L_{\text {hao }}\left(\tilde{b}_{41}, \tilde{b}_{42}, \tilde{b}_{43}, \tilde{b}_{44}\right) \\
= & \left\langle\left( 0.12^{0.3}+0.12^{0.2}+0.08^{0.3}+0.24^{0.2},\right.\right. \\
& 0.36^{0.3}+0.24^{0.2}+0.16^{0.3}+0.48^{0.2}, \\
& 0.48^{0.3}+0.36^{0.2}+0.24^{0.3}+0.60^{0.2}, \\
& \left.\left.0.84^{0.3}+0.48^{0.2}+0.32^{0.3}+0.96^{0.2}\right) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\right\rangle \\
= & \langle(0.122,0.276,0.385,0.577) ;[0.1,0.2],[0.8,0.9],[0.8,0.9]\rangle
\end{aligned}
$$

Step 8. The scores of $K_{\text {hao }}\left(\tilde{b}_{i}\right)$ for $i=1,2,3,4$ can be obtained based on Equation 3.8 as follows:

$$
S\left(K_{\text {hao }}\left(b_{1}\right)\right)=0.493
$$
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$$
\begin{aligned}
& S\left(K_{\text {hao }}\left(b_{2}\right)\right)=0.320 \\
& S\left(K_{\text {hao }}\left(b_{3}\right)\right)=0.081 \\
& S\left(K_{\text {hao }}\left(b_{4}\right)\right)=0.083
\end{aligned}
$$

respectively. It is obvious based on Equation 3.6 that

$$
K_{\text {hao }}\left(b_{1}\right)>K_{\text {hao }}\left(b_{2}\right)>K_{\text {hao }}\left(b_{4}\right)>K_{\text {hao }}\left(b_{3}\right)
$$

Therefore, the ranking order of the alternatives $x_{j}(j=1,2,3,4)$ is generated as follows:

$$
x_{1} \succ x_{2} \succ x_{4} \succ x_{3}
$$

The best supplier for the enterprise is $x_{1}$.
Similarly, the scores of $L_{\text {hgo }}\left(\tilde{b}_{i}\right)$ for $i=1,2,3,4$ can be obtained based on Equation 3.8 as follows:

$$
\begin{aligned}
& S\left(L_{\text {hgo }}\left(b_{1}\right)\right)=0.462 \\
& S\left(L_{\text {hgo }}\left(b_{2}\right)\right)=0.307 \\
& S\left(L_{\text {hgo }}\left(b_{3}\right)\right)=0.078 \\
& S\left(L_{\text {hgo }}\left(b_{4}\right)\right)=0.077
\end{aligned}
$$

respectively. It is obvious that

$$
L_{\text {hgo }}\left(b_{1}\right)>L_{\text {hgo }}\left(b_{2}\right)>L_{\text {hgo }}\left(b_{3}\right)>L_{\text {hgo }}\left(b_{4}\right)
$$

Therefore, the ranking order of the alternatives $x_{j}(j=1,2,3,4)$ is generated based on Equation 3.6 as follows:

$$
x_{1} \succ x_{2} \succ x_{3} \succ x_{4}
$$

The best supplier for the enterprise is $x_{1}$.

## 7 Conclusion

The paper gave the concept of interval valued generalized single valued neutrosophic trapezoidal number (IVGSVTrN-number) which is a generalization of fuzzy number, intuitionistic fuzzy number, neutrosophic number, and so on. An IVGSVTrN-number is a special interval neutrosophic set on the set of real numbers $\mathbb{R}$. To aggregating the information with IVGSVTrN-numbers, we give some operations on IVGSVTrN-numbers.

Also, we presented some aggregation and geometric operators is called IVGSVTrN weighted aggregation operator, IVGSVTrN ordered weighted aggregation operator, IVGSVTrN ordered hybrid weighted aggregation operator, IVGSVTrN weighted geometric operator, IVGSVTrN ordered weighted geometric operator, IVGSVTrN ordered hybrid weighted geometric operator. Furtermore, for these operators, we examined some desirable properties and special cases. Finally, we developed a approach for multiple criteria decision making problems based on the operator and we applied the method to a numerical example to demonstrate its practicality and effectiveness. In the future, we shall focus on the multiple criteria group decision making problems problems with IVGSVTrNs in which the information of attributes weights is partially unknown in advance.
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