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Abstract

We prove the existence of a viscosity solution of the following path dependent non-
linear Kolmogorov equation:

8tu(t7 (b) + ‘Cu(tv (b) + f(ta d)a ’U,(t, (b)v 8Iu(ta d))a(ta ¢)5 (U(, d)))t) = 07 te [07 T)v (b € Aa
u(T,¢) = h(9), ¢ € A,

where A = C([0,T];RY), (u(-,¢)): == (u(t + 0, 9))ge[—s,0) and

Lu(t, ¢) = (b(t, ¢), Oxu(t, §)) + %Tr[ff(t, $)o™ (t, ¢)Ozult, 9)].

The result is obtained by a stochastic approach. In particular we prove a new type of
nonlinear Feynman—-Kac representation formula associated to a backward stochastic dif-
ferential equation with time—delayed generator which is of non-Markovian type. Ap-
plications to the large investor problem and risk measures via g—expectations are also
provided.
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1 Introduction

We aim at providing a probabilistic representation of a viscosity solution to the following
path—dependent nonlinear Kolmogorov equation (PDKE)

{ —Owu(t, ¢) — Lu(t,d) — f(t,¢,u(t, d), D (t, ) o(t, ), (u(-,¢)),) =0,

1
U(Ta ¢) = h(‘b)? g

for T < oo a fixed time horizon, t € [0,T), ¢ € A := C([0,T];R?), the space of continuous
Ré—valued functions defined on the interval [0, 7. For a fixed delay § > 0, we have set

(u('7 (b))t = (u(t + 97 ¢))€€[—5,0] .
In equation (1) we have denoted by L the second order differential operator given by
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Lu(t, ¢) = S Tr[o(t, 6)o" (t, 9)O5,ult, @)] + (b(t, 6), Drult, 9)),

with b : [0,7] x A — R and o : [0, T] x A — R¥? being two non-anticipative functionals to
be better introduced in subsequent section.

We will prove that, under appropriate assumptions on the coefficients, the deterministic
non-anticipative functional « : [0,7] x A — R given by the representation formula

u(t,9) = V" (1)
is a viscosity solution, in the sense given in [16], to equation (1), where
(X9 (s),Y"? (5), 259 (s))sefe1)

is the unique solution to the decoupled forward-backward stochastic differential system on
[t,T]

X0 (s) = ¢ (t) + / b(r, XY dr + / o(r, X5)dW (r),
t t
T T (2)
Y9 (s) = h(X"?) + / FOr, X80 Y50 (), 259 (r) Y1 0)dr — / 2% (r)dw (r),
with (¢, ¢) € [0, 7] x A, where W is a standard Brownian motion.
Here, the notation ¥, appearing in the generator f of the backward component in sys-
tem (2) stands for the path of the process Y*¢ restricted to [r — J, 7], namely

Y= (YO (r + 6))per-s0) -

In system (2) the forward equation is a functional stochastic differential equation, while the
backward equation has time—delayed generator, that is the generator f can depend, unlike
the classical backward stochastic differential equations (BSDEs), on the past values of Y.



Let us stress that if we do not consider delay neither in the forward nor in the backward
component, we retrieve standard results of Markovian forward-backward system, hence in
this case u(t, ¢) = u(t, ¢ (t)) and equation (1) becomes

—owu(t,z) — Lu(t,x) — f(t,x,u(t,z), 0zu(t,z)o(t,z)) =0,
u(T,z) = h(x), te€0,T), <R,

with 1
Lu(t,z) = §Tr [o(t, z)0*(t,2)02,u(t, z)] + (b(t, z), Opu(t,z)) .

Let us recall that BSDEs were first introduced by Bismut [4], in the linear case, whereas
the nonlinear case was considered by Pardoux and Peng in [30]. Later, in [31, 37], the con-
nection between BSDEs and semilinear parabolic partial differential equations (PDEs) was
established, proving the nonlinear Feynman-Kac formula for Markovian equations. Also,
similar deterministic representations associated with suitable PDEs can be proved by taking
into account different types of BSDEs, such as BSDEs with random terminal time, see, e.g.
[9], reflected BSDEs, see, e.g. [19], or also backward stochastic variational inequalities, see,
e.g. [26, 27].

When considering the non-Markovian case, the associated PDE becomes path-dependent;
this is shown for the first time in [34]. Subsequently, in [38] the authors proved, in the case
of smooth coefficients, the existence and uniqueness of a classical solution for the path-de-
pendent Kolmogorov equation

u(T, ) =h(g), tel0,T), ¢ €A

In particular, the authors appealed to a representation formula using the non-Markovian
BSDE:

{ Ot d) — 02ult, d) — F(t. b ult, d),0uu(t.0)) = 0,

T T
Y4 (s) = h(WH?) + / fOWEe Y89 () Z59 (r))dr — / Z4 (r)dW (1), s€[t,T], (4)

S

with the generator and the final condition depending on the Brownian paths

W (s)=p(t)+ W (s) =W (t), ifselt,T], and
W (s) = ¢ (s), ifsel0,t).

After that, in order to deal with such PDEs, in [36] a new type of viscosity solution is intro-
duced.

The definition of viscosity solution we will adopt in the present work is that introduced
in [16, 17, 18] for semilinear and fully non linear path-dependent PDE, by using the frame-
work of functional It6 calculus first set by Dupire [15] and Cont & Fournié [7].

In the present work we will generalize the results in [16] along two directions. First
we will consider a BSDE whose generator depends not only on past values assumed by
a standard Brownian motion W, but the BSDE may depend on a general diffusion pro-
cess X. Secondly, and perhaps the most important result, we will prove the connection
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between path—-dependent PDEs and BSDEs with time—delayed generators. We recall that
time—delayed BSDEs were first introduced in [13] and [14] where the authors obtained the
existence and uniqueness of the solution of the time-delayed BSDE

T T
Y(t):£+/t f(s,Ys,Zs)ds—/t Z2()dW(s), 0<t<T 5)

where
Y:e = (Y(T))TG[O,S] and ZS = (Z(T))TG[O,S] .

In particular, the aforementioned existence and uniqueness result holds true if the time hori-
zon T or the Lipschitz constant for the generator f are sufficiently small. A generalization
of the existence and uniqueness theorem for these kind of BSDEs was made in [6] by con-
sidering the equation

T
Y(t):£+/t F(5,Ys, My)ds + M(T) — M (t), 0<t < T,

where the solution is the pair (Y, M) such that Y is an adapted process and M is a martingale.

To our best knowledge, the link between time-delayed BSDEs and path—-dependent
PDEs has never been addressed in literature.

We also emphasize that our framework, since the BSDE under study is time—delayed, re-
quires that the backward equation contains a supplementary initial condition to be satisfied,
namely

Yo (s) =Y (s), ifsel0,t).

Let us further stress that the Feynman—-Kac formula would fail with standard prolongation
Y49 (s) = YH? (t), for s € [0,t) . Although the existence results for equation (5) have already
been treated in [13, 14], our new initial condition imposes a more elaborated proof.

The last part of the paper presents two financial models based on our theoretical re-
sults. In recent years delay equations have been of growing interest, mainly motivated by
many concrete applications where the effect of delay cannot be neglected, see, e.g. [28, 40].
On the contrary, BSDEs with time delayed generator have been first introduced as a pure
mathematical tool, with no application of interest. Only later in [10, 11] the author pro-
posed some financial applications to pricing, hedging and investment portfolio manage-
ment, where backward equations with delayed generator provide a fundamental tool.

Based on the recently introduced path—-dependent calculus, together with the mild as-
sumptions of differentiability required, the probabilistic representation for a viscosity solu-
tion of a non-linear parabolic equations proved in the present paper finds perhaps its best
application in finance. In fact, a wide variety of financial derivatives can be formally treated
under the theory developed in what follows, from the more standard European options, to
the more exotic path—-dependent options, such as Asian options or look-back options.

We propose here two possible applications of forward-backward stochastic differential
system (2), where the delay in the backward component arises from two different motiva-
tions. The first example we will deal with is a generalization of a well-known model in
finance, where we will consider the case of a non standard investor acting on a financial
market. We will assume, following [8, 21], that a so called large investor wishes to invest on
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a given market, buying or selling a stock. This investor has the peculiarity that his actions
on the market can affect the stock price. In particular, we will assume that the stock price S
and the bond B are a function of the large investor’s portfolio (X, 7), X being the value of
the portfolio and 7 the amount invested in the risky asset S.

This case has already been treated in the financial literature, see, e.g. [21]. We further
generalize the aforementioned results assuming a second market imperfection, that is we
assume that it might be a small time delay between the action of the large investor and the
reaction of the market, so that we are led to consider the financial system with the presence
of the past of X in the coefficients r, j1, o :

Cf_((tt)) —r(t, X(8), 7 (8), X)dt . B(0)=1,
%Sf)) = (t, X (1), 7 (t), X)) dt +o(t, X (t), X, )dW (t), S(0) = so >0,

where the notation X; stands for the path (X (¢ + 0))yc(_s o), 6 being a small enough delay.

The second example we deal with arises from a different situation. Recent literature in
financial mathematics has been focused in how to measure the riskiness of a given financial
investment. To this extent dynamic risk measures have been introduced in [2]. In particular,
BSDEs have been shown to be perhaps the best mathematical tool for modelling dynamic
risk measures, via the so called g-expectations. In [11] the author proposed a risk measure that
takes also into account the past values assumed by the investment, that is we will suppose
that, in making his future choices, the investor will consider not only the present value of
the investment, but also the values assumed in a sufficiently small past interval. This has
been motivated by empirical studies that show how the memory effect has a fundamental
importance in an investor’s choices, see, e.g. [11] and references therein for financial studies
on the memory effect in financial investment. We therefore consider an investor that tries to
quantify the riskiness of a given investment, with Y being his investment, and will assume
that the investor looks at the average value of his investment in a sufficiently recent past,
that is we consider a generator of the form % g1 ( fi) ;Y (E+0)db) g2 (Z (), with 6 > 0 being
a sufficiently small delay.

The paper is organized as follows: in Section 2 we introduce notions which are needed
for the functional It6’s calculus and also the notion of viscosity solution for path-dependent
PDEs. In Section 3 we prove the existence and uniqueness of a solution for the time-delayed
BSDE, whereas Section 4 is devoted to the main results of the present work, that is the proof
of the continuity of the function u (¢, ¢) := Y%? (t) as well as the nonlinear Feynman-Kac
formula, that is Theorem 13, the core of the present work. In Section 5 we eventually present
the financial applications.

2 Preliminaries

2.1 Pathwise derivatives and functional It6’s formula

Let us first introduce the framework on which we shall construct the solutions of PDKE (1).
For a deep treatment of functional Itd calculus we refer the reader to Dupire [15] and Cont
& Fournié [7].



Let A := D ([0,7];R?) be the set of cadlag (i.e., right continuous, with finite left-hand
limits) Re-valued functions, B the canonical process on A ie. B(t,¢) := ¢(t) and F :=
(Fs )sefo,7] the filtration generated by B. On A and [0,T] x A, we introduce the following
norm and respectively pseudometric, with respect to whom it becomes a Banach space,
respectively a complete pseudometric space. In this regard, we define, for any (¢, ¢), (', ¢') €
0,7 x A,

18Il = sup,eor 6 ()

d((t,9), (t',8) = [t = ¥'| +sup,eor) |6 (r At) =& (r AT

Let @ : [0,7] x A — R be an [F—progresswely measurable non-anticipative process, that
is a(t, b) depends only on the restriction of ¢ on [0,t], i.e. a(t, qb) = uf(t, ¢( At)), for any
(t,¢) € [0,T] x A. We say that @ is vertically differentiable at (¢, ¢) € [0,T] x A if there exists

ilt, ¢+ hiprpe:) — a(t, d)

h—>0 h

oAt ) =

for any i = 1,d, where we have denoted by {e;} i=7.q the canonical basis of R?. The sec-
ond ord_er derivatives, when they exist, are denoted by 8%96]_11(15, P) = 0z,(0x, 1), for any
i,j = 1,d. Let us further denote by 0,4(t, ¢) the gradient vector, that is we have 0,u(t, ¢) =
(896111(15 0), ..., 0,0t (5)) , and by 82,4(t, ) the d x d-Hessian matrix, that is 82, 0(t, ¢) =

5 oy 2
(89” 2, 0l ’¢)>i,jzm ) R
Fort € [0,T] and a path ¢ € A, we denote

by = (- A1) € A ©)
We say that 4 is horizontally differentiable at (¢, %) € [0, T] x A if there exists

h—)0+ h

Orii(t, ) = :
fort € 0,T) and 8,a(T, o) = limy_,7_ dyii(t, d).

If 4 : [0,T] x A — R is non-anticipative, we write & € C([0,T] x A) if 4 is continuous on
0,7 x A under the pseudometric d; we write that 4 € Cb([O T] x A) ifu € C([0,T] x A) and
@ is bounded on [0, T] x A. Eventually we write @ € C 2(10,T] x A) if @ € C([0,T] x A) and
the derivatives 0,1, 8 LU, Oyt exist and they are contmuous and bounded.

Having introduced the above notations by following [15], we will now work with pro-
cesses u : [0, 7] x A — R, with A being the space of continuous paths, i.e.

A =C([0,T]; RY).

Let B be the canonical process on A, i.e. B(t,¢) := ¢ (t) and [ := (F;)c(o,r) the filtration
generated by B.

From the fact that A is a closed subspace of A, we have (A, || - ||7) is also a Banach space;
similarly, we claim that ([0,7] x A,d) is a complete pseudometric space. As above, if u :
[0,T] x A — R is a non-anticipative process, we write that v € C([0,T] x A) if u is continuous
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on [0, 7] x A under the pseudometric d; if, moreover, u is continuous and bounded on [0, T'] x
A, we write u € Cp([0,T] x A). Eventually, following [16], we write that u € Cb1 2([0,T) x A) if
there exists u € C; 2([0,T] x A) such that a 0.7)xn = U and by definition we take 0y, u := 01,
Opu = 0,1, 02,u = 02,4; notice that definitions are independent of the choice of 1. R

We introduce now the shifted spaces of cadlag and continuous paths. If ¢ € [0,7], B' is
the shifted canonical process on Af := D ([t, T];RY), Ft .= (ﬁ:ﬁ)se[tﬂ is the shifted filtration
generated by B¢,

16114 := sup,epezy @ (r) |,
d'((s,9), (s', ) :=|s — &'| + sup,epe |6 (r As) — & (r As) |,

for any (s, ¢), (s',¢') € [t,T] x At. Analogously we define the spaces C([t, T] x At), Cy([t, T x
M) and C2([t,T] x At). Similarly, we denote A! := C([t, T];R%), B! the shifted canonical
process on A, F* := (F{)scp ) the shifted filtration generated by B' and we introduce the
spaces C([t, T] x '), Cy([t, T] x A) and C,([t, T] x A').

Let us denote by 7 the set of all F-stopping times 7 such that for all ¢ € [0,7'), the
set {¢p € A: 7(4) >t} is an open subset of (A, || - ||7) and T the be the set of all F-stopping
times 7 such that forall s € [t,T), theset {¢ € A’ : 7 (¢) > s} is an open subset of (A%, || - [|%).

For a cadlag function ¢ € D ([—6,7]; R?), we denote

Gr = (0(t +0))gei_s0 - )

We conclude this subsection by recalling the functional version of Itd’s formula (see Cont &
Fournié [7, Theorem 4.1]).

Theorem 1 (Functional It6’s formula) Let A be a d—dimensional Ito process, i.e. A : [0, T] x A —
R? is a continuous R~valued semimartingale defined on the probability space (A, T, P) which admits
the representation

t t
A(t) = A(0) + / b(r)dr + / o(r)dB (1), forallte[0,T], P-as,
0 0
where b, o are progressively measurable stochastic processes such that f(;‘r (1b(r)]+|o (r) B )dr < oo,
P—a.s.
If F e C%([0,T] x M) then, for any t € [0,T), the following change of variable formula holds
true:

F(tAw) =F(0=A<0))+/ O F (r,A(T))dr—k/ (0.F (r, Apy) ,b (1)) dr
0 0
+3 | Wle @) () B A+ [ (0F (A o () aB @), P

2.2 Path-dependent PDEs

We give now the notion of viscosity solution to equation (1) as it was first introduced in [16]
(see also [17, 18]).



Let (t,$) € [0,T] x A be fixed and (W (t)),>, be a d'~dimensional standard Brownian
motion defined on some complete probability space (22, G, P). We denote by G’ = (G?) cl0.1]
the natural filtration generated by (W (s) — W (t))]l{szt})se[o,T] , augmented by N, the set
of P-null events of G.

Let us take L > 0 and ¢t < T.. We denote by U/ the space of G'~progressively measurable
Ré—valued processes A such that |\| < L. We define a new probability measure P“* by
dPY .= MY (T') dP, where

M (s) := exp (/ts A(r)dW (r) — % /ts |A(r) ]2dr), P-a.s..

Under some suitable assumptions on the coefficients, to be specified later on (see Theo-
rem 4), there exists and is unique a continuous and adapted stochastic process (X*? (s))

such that, for given (¢, ¢) € [0,T] x A,

s€[0,7T

X0 (s) = ¢ (t) + /ts b(r, XY dr + /ts o(r, X" dWw (r), se[t,T],
XM (s) = (s), s€0,t).
We are now ready to define the space of the test functions,
Alu(t,¢) = {(,0 € Cl2([0,T) x A): I € T,
@ (t,6) = u(t,¢) = min er EF[( — u) (7 A 7o, X*9)] }

and
—L

A u(t, ) :

{cp e C(0,T) x A): 3y € TE,
@ (1,0) = u(t,6) = max,ere & [(p — ) (7 Ao, X)) },
where T := {7 € T': 7> t},ift < T and T} := {T}. Also, for any ¢ € L? (F};P),
gh(©) =inf,gn E7"(6) and & (&) :=supyge EF (€)

are nonlinear expectations.

We are now able to give the definition of a viscosity solution of the functional PDE (1),
see, e.g. [16, Definition 3.3].

Definition 2 Let u € Cy([0,T] x A) be such that u(T, ¢) = h (), for all ¢ € A.
(a) Forany L > 0, we say that w is a viscosity L—subsolution of (1) if at any point (t, ) € [0,T] X A,
for any o € AFu (t, ¢), it holds

_at(p(t7 qb) - £(p(t7 qb) - f(t7 ¢7 u(t7 Qb), am(p (t7 qb) U(t7 qb)v (u(7 qb))t) é 0.

(b) For any L > 0, we say that w is a viscosity L—supersolution of (1) if at any point (t,¢) €
[0, T] x A, for any ¢ € A u (¢, 6), we have

_at(p(t7 (b) - ﬁ(p(t, (b) - f(t7 ¢7 u(t7 (b)a a:c(p (t7 (b) U(t7 (b)a (u(7 ¢))t) = 0.
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(c) We say that u is a viscosity subsolution (respectively, supersolution) of (1) if w is a viscosity
L—subsolution (respectively, L—supersolution) of (1) for some L > 0.

(d) We say that w is a viscosity solution of (1) if u is a viscosity subsolution and supersolution of (1).

Remark 3 It is easy to see that this definition is equivalent to the classical one in the Markovian
framework, see, e.g. [16].

Let us stress that if u is a function from Cg 2([0,T] x A), then it is easily seen that u is a
viscosity solution of (1) if and only if  is a classical solution for (1). Indeed, if u is a viscosity

solution then u € Alu (t,¢) N Al (t, ) and therefore u satisfies (1). For the reverse state-
ment one can use the nonlinear Feynman-Kac formula proved in this new framework (see
Theorem 21 below), together with functional It6’s formula in order to compute u (s, X W’)
and the existence and uniqueness result for the corresponding stochastic system (2).

Let us also mention that, in accordance with the standard theory of viscosity solutions,
the viscosity property introduced above is a local property, i.e. to check that « is a viscosity
solution in (¢, ¢) it is sufficient to know the value of u on the interval [¢t, 7|, where € > 0 is
arbitrarily fixed and 7. € T is given by 7 := inf {s > ¢ : [¢ (s)| > €} A (t +¢).

Eventually, let us notice that since b and o are Lipschitz, we have uniqueness in law for
X49; also, since the filtration on (2, G, P) is generated by W, every progressively measur-
able processes ) is a functional of W. Therefore, the spaces of test functions and the above
definition are independent on the choice of (©2, G, P) and W.

3 The forward-backward delayed system

We are now able to state the existence and uniqueness results for a delayed forward-backward
system, where both the forward and the backward component exhibit a delayed behaviour,
that is we will assume that the generator of the backward equation may depend on past val-
ues assumed by its solution (Y, Z). In complete generality, since we will need these results
in next sections, we will allow the solution to depend on a general initial time and initial
values. Also we remark that in order to ensure the existence and uniqueness result, we need
to equip the backward equation with a suitable condition in the time interval [0,¢), ¢ being
the initial time, fact that implies a different proof than the one provided in [13].

The main goal is to find a family (X*¢, V¢, Z1) (t.6)c[0.7)x s Of stochastic processes such
that the following decoupled forward-backward system holds P-a.s.

X (s) = (t) + /S b(r, X4®)dr + /S o(r, X")dW (r), s € [t,T],
sz) (8) :¢(8)7 s € [O’t)7

T
Y (s) = h(X"?) + / F(r, X", Y™ (r), 25 (r),Y,2?, Z5%)dr (8)

s

T
—/ 75 (1) dW (), s € [6T],

s

Y9 (s) =Y (s), Z%(s)=0, s€l0,t).

\



Let us stress once more that in both the forward and backward equation, the values of
X" and (Y*?,Z%) need to be known in the time interval [0, ¢] and respectively [t — 4, ;
this is one reason for which we have to impose such initial conditions. The above initial
condition for Y is absolutely necessary in view of the Feynman—-Kac formula, which will be
proven later. We also prolong, by convention, Y by Y%¢(0) on the negative real axis (this
is needed in the case that ¢ < §). For the sake of simplicity, we will take Z"? (s) := 0 and

3.1 The forward path-dependent SDE

Let us first focus on the forward component X appearing in system (8); the next theorem
states the existence and the uniqueness, as well as estimates, for the process (X t.é (r))r co.1]"

The existence result is a classical one (see, e.g. [28] or [29]) and the estimates can be
obtained by applying It6’s formula together with assumptions (A;)-(A,), see, e.g. [41], and
for these reasons we will not state the proof.

In what follows we will assume the following to hold.

Let us consider two non-anticipative functionals b : [0,7] x A — R¢and o : [0,T] x A —
R4 such that

(A,) band o are continuous;

(A,) there exists £ > 0 such that for any ¢ € [0,T], ¢, ¢’ € A,
’b(t7 (b) - b(ta ¢/)’ + ‘U(ta ¢) - U(t7 (b/)‘ < €H¢ - ¢/"T .

Theorem 4 Let b, o satisfying assumptions (A;)—(A,). Let (t,¢),(t',¢") € [0,T] x A be given.

Then there exists a unique continuous and adapted stochastic process (X% (s)) cl0.1] such that

X (s) = (t) + /t ’ b(r, X4®)dr + /t Sa(r, XYW (r), s € [t,T], o
X (s)=¢(s), s€0,t).
Moreover, for any g > 1, there exists C = C (¢, T, £) > 0 such that
E(IX11) < 0+ 119117,
£ — X7 2) < (16— 13 + (1 + 1912 +116]2) - |t — ¢
o $UPepiar v 16 (8) = 6 () ),

E(Subsrefery |X59 (5) = X59 () %) < C(L+ ||8]3)er™, forall e > 0.

[s—r|<e

3.2 The backward delayed SDE

Let us now consider the delayed backward SDE appearing in (8). In what follows, d and
d' are previously fixed constants, whereas m € N* is a new fixed constant. Let us then
introduce the main reference spaces we will consider.

10



Definition 5
(i) let ”Hf’de/ denote the space of (equivalence classes of) G'—progressively measurable processes

T
Z :Qx [0,T] — R™*4 such that E [/ \Z(s)]st] < 00}
0

(i) let SP™ the space of (equivalence classes of) continuous G'—progressively measurable processes

Y :Q x[0,7] — R™ such that E | sup |Y(s)|2] < 00.
0<s<T

Also we will equip the spaces H> M g S2™ with the following norms

Y

T
12 e =E | [ 2P0 VI = [ sup #|Y (s)]?
; 0 0<s<T

for a given constant 3 > 0.

Concerning the delayed backward SDE in (8), we will assume the following to hold.
Let F : [0, T]x AX R™ x R™*¥ % 2 ([—6,0]; R™) x L*([—6,0); R™*¥) = R™and h : A — R™
such that the following holds:

(A;) Thereexist L, K, M > 0, p > 1 and a probability measure « on ([—6, 0], B ([-6,0])) such
that, forany t € [0,T], ¢ € A, (y,2), (i, 2') € R™ x R™, g, € L2 ([-9,0]; R™) and
2,2" € L*([-6,0]; R™*%), we have

(1) ¢ — F(t, ¢,y,2,7, %) is continuous,
(ZZ) |F(t7¢ayazag72) - F(t,¢,y/,z/,@), 2)| < L(|y - y/| + |Z - Z/|)7
(iid) |F(t.¢,y,2,9.2) = F(t, 6,929, 2)
0
< K/ ( 2(0) ~ 2(0)") a(a).
-5

(iv) |F(t,¢,0,0,0,0)| < M(1+ [I8]7).

G R

(A,) The function F (-,-,y, 2,9, 2) is F-progressively measurable, for any (y, 2,7, 2) € R™ x
R x L2 ([—6,0]; R™) x L([—4,0]; R™*?).

A.) The function h is continuous and |h(¢)| < M (1 + ||¢|%.), forall ¢ € A.
5 T

Remark 6 In order to show the existence and uniqueness of a solution to the backward part of system
(8) and to obtain the continuity of Y'"¢ with respect to ¢ we are forced to impose that K or & are small
enough.

More precisely, we will assume that there exists a constant v € (0, 1) such that

('y+£)6

e g 1

e 1,7} < — 10
1= yyz e dLTh < 555 (10)

We are now ready to state the first result of the this section.
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Theorem 7 Let us assume that assumptions (As)—(Ay) hold true. If condition (10) is satisfied,
then there exists a unique solution (Y%, Z4?) (1.6)E[0.T] XA for the backward stochastic differential

system from (8) such that (Y49, Zt9) € SP™ x HF™ | for all t € [0,T) and the application
t s (Y19, Z89) is continuous from [0, T] into So™ x Ha™ 7.

Remark 8 The previous theorem provides only the regularity of t — (Y%, Z%?) . In what concerns
the continuity of (Y%, Zt%) with respect to ¢, see the proof of Theorem 16.

Remark 9 Theorem 7 states that if K or & are small enough such that condition (10) is satisfied,
then there exists a unique solution.

More precisely, if ¢ is fixed, then we can find K sufficiently small such that restriction (10) is
satisfied.

On the other hand, if K is fixed it seems, at first sight, that restriction (10) cannot be made true
by letting & to 0; but in this case it is sufficient to take L > L large enough for which there exists
a small enough § > 0 such that condition (10) with L replaced by L is still satisfied. Of course,
assumption (A, — ii) is still verified with L instead L .

Remark 10 The proof is mainly based on Banach fixed point theorem; we provide it in the Appendix
section.

The main difference between our result and Theorem 2.1 from [13] is due to the supplementary
structure condition Y9 (s) = Y9 (s), for s € [0,t) which should be satisfied by the unknown
process Y49,

We also allow T to be arbitrary and we consider that the time horizon is different from the delay
0 € [0,T); moreover, we make the difference between the Lipschitz constant L with respect to (y, z)
and the Lipschitz constant K with respect to § and z, and hence in restriction (10) we can play also
with the constant K.

Remark 11 Using Ito’s formula and proceeding as in the proof of Theorem 7, we can easily show
that the solution (Y%, Z"%) to equation (3) satisfies the following inequality. For any q > 1, there
exists C' > 0 such that

T q
[E( sup \YW (r) \2‘1) + [E(/ \ZW (r) ]2dr)
re0,7] 0 1)

N T o 2 2
< C[EnE ) + £ Fe X 0,0,0,0)ldr) | < C(1+ I3,

4 Path-dependent PDE - proof of the existence theorem

The current section is devoted to the study of viscosity solution to the path-dependent equa-
tion (1). In particular, in order to obtain existence of a viscosity solution, we will impose
some additional assumptions on the generator f and on the terminal condition % in equation
(8), in particular we will assume that the generator f depends only on past values assumed
by Y and not by past values of Z. In what follows we will assume the following to hold.
Let f: [0,T] x Ax Rx REx C ([~6,0] ; R) — Rand h : A — R such that the following hold.
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(A4) the functions f and h are continuous; also f (-, -, y, 2, §) is non-anticipative;

(A,) thereexist L, K, M > 0and p > 1such thatforany (¢,¢) € [0,T]xA, v,y € R, 2,2' € R?
and :g7:g/ ecC ([_57 O] ) [R) :

(@) [f(t, by, 2,9) — f(t, by, 2" 9) < L(ly — y'| + |z = 2')),
0
(ZZ) |f(t7 ¢7y7 Z)Zj) - f(tv ¢7y7 Z,Zj/)|2 < K/—(S |g (0) - gl (9) |2(Jé (de) )

(iii) |f(t ¢,0,0,0)] < M(1+ [6]7),
(iv) |h(d)] < M(1+l7),

with « a probability measure on ([—4,0], B ([—9,0])).

Remark 12 For example, the following generators satisfy assumptions (Ay),(A;):

0
fl (t,¢,y,z,z}) ::K/_(Sg(s)dsv f2 (t,¢,y,z,z}) :Kg(t_é) .

In general, if g : [0,T] — R is a measurable, bounded function with g (t) = 0 for t < 0, then the
following linear time—delayed generator

0
Fltbmzd) = [ o(t+0)i0)a(@).
satisfies assumptions (Ag),(A;).
We state now the main result of the present paper.

Theorem 13 (Existence) Let us assume that assumptions (A,),(A,),(Ag),(A;) hold. If the delay
0 or the Lipschitz constant K are sufficiently small, i.e. condition (10) is verified, then the path—
dependent PDE (1) admits at least one viscosity solution.

Remark 14 The new and the essential part of the proof of Theorem 13 is the nonlinear representation
Feynman—Kac type formula, which links the functional SDE (9) to a suitable BSDE with time—
delayed generators. We prove Feynman—Kac type formula first in the case of BSDE independent of
the past of Y, see Theorem 18, and after that in the general case of BSDE (15), see Theorem 21.

We also mention that this theorem is a generalization of the Theorem 4.3 from [16].

Remark 15 (Uniqueness) The problem of uniqueness is solved” by reducing it to the problem of
uniqueness of the viscosity solution from the case of f being independent of the term (u(-, ¢)), . This
particular case is presented in Theorem 4.6 from [16].

Let us take two viscosity solutions u' and u? of the path—dependent PDE (1). We define

fi(t7¢7y7z) = f(t7¢7y7z7 (uZ (.’¢))t)’ 2217—2

*We are thankful to the Reviewer for his/her solution in what concerns the uniqueness problem.
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Using these drivers we associate the following BSDEs:

T T
Yo (s) = h(Xt’¢)+/ Fir, X5 v (r), 249 (T))dr—/ Z (r)dw (), i=12, (12)

S

for which there exist unique solutions (Y-, Z49) € S x (Tl
Using Theorem 18 we see that

1,2.

Yibe (s) = vi(s, X¥?), foralls € [0,T], as.,
forany (t, ¢) € [0,T] x A, where v* : [0, T] x A — R are defined by (16), i.e.
Vit ) = YO (1), (8,9) €0,T] x A

Hence, using Theorem 13, we obtain that the functions v’ are solutions of the PDE of type (1), but
without the delayed terms (v' (-, ¢)), :
{ —0w'(t, 6) — LV'(t,6) — f'(t, 6, "(t,6), 020" (1, 6) o (t, 8)) = O

. _ (13)
v(T,¢) = h(e), i=1,2.

Since u' is also solution to equation (13), by using Theorem 4.6 from [16] we obtain
u'(t, ) =v'(t,¢), (t,¢)€[0,T] xA, i=1,2.

We mention that Theorem 4.6 from [16] is proved in the particular case b = 0,0 = I, but we can
adapt the proof to our case without difficulty. However, some stronger assumptions on f and h
(boundedness and uniform continuity w.r.t. ¢) are required and we will have to adopt them in order
to use this result.

In this case, since

Yo (5) = vi(s, Xb®) = ui(s, Xb%), i = 1,2,
BSDEs (12) become a single equation,

T T
Yo (5) = h(X19) + / Flr, XBO Y0 () Z509 (r) Y00 dr — / Z559 (r)dWw (r) , (14)

s

with i = 1,2, for which we have uniqueness (see Theorem 7).
Hence Y149 = Y249 and therefore

ul(t,¢) = YO (1) = Y2H0 (t) = WP (¢, 9).

Under assumptions (A;),(A,),(Ag),(A,), it follows from Theorem 7 (in the case m = 1)
that for each (¢, ¢) € [0, T]x A there exists a unique triple (X*?, Y%, Z"?) of G'~progressively

measurable processes such that X' satisfies equation (9) and (Y4, Z1¢) € 8! x H2*4,
with Y49 (s) = Y59 (s), for any s € [0, ), is a solution of the following BSDE on [t, T :

T T
Y59 (5) = h(X0) + / Fr, X190, Y06 (1), 206 () Y59)dr — / 259 (r)dW (r).  (15)

S
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Let us further observe that the generator f depends on w only via the the process X**.
Before proving Theorem 13, we need to show some results. For that, let us first define
the function u : [0,7] x A — Rby

u(t, @) ==Y (), (t,¢) € [0,T] x A; (16)
notice that u(t, ¢) is a deterministic function since Y*? (¢) is G{ = N'-measurable.
Theorem 16 Under the assumptions of Theorem 13, the function w is continuous.
Remark 17 As in the case of Theorem 7, the proof can be found in the Appendix section.

In order to prove the generalized Feynman—Kac formula suitable to our framework we
first consider the particular case when the generator f is independent of the past values of
Y and Z, namely (Y, Z%?) is the solution of the standard BSDE with Lipschitz coefficients

T T
Yhe (s) = h(X4?) + / f(r, X5 Y59 (r), Z59 (r))dr — / Z49 (r)dW (r), s € [t,T]. (17)

s

Theorem 18 Let us assume that (A,),(A,),(Ag), (A7) hold. Then
Yi? (s) = u(s, X49), forall s €[0,T], as.,

for any (t, ¢) € [0,T] x A, where Y% is the solution of BSDE (17) and u : [0, T] x A — R is defined
by (16).

Remark 19 We mention that this kind of result was previously proven only in a particular case by
Peng, Wang [35] who considered the case of smooth coefficients h and f (they also took b = 0,0 = I).

Remark 20 We also mention that Theorem 4.3 from [16] uses the essential Feynman—Kac formula
Y0 =u (8, Bt)
but without proving it; a similar situation can be found in [17]. Our result fills this gap.

Proof. Again, for the sake of readability, we split the proof into several steps.
Step 1.
Let0 =ty <t <--- <t, =T and suppose that

b(t, @) = bi(t, @(t)) 10,4, (1) + ba(t, ¢(t1), d(t) — d(t1)) L[ty 40y () + - -
+on(t, d(t1), d(t2) — (1), ..., ¢(t) — ¢(tn—1))1p,_, (1),
o(t,d) = o1(t,0(t))Ljo.4,)(t) + o2(t, d(t1), B() — G(t1)) Lz, 1) (E) + - ..
+on(t, d(t1), ¢(t2) — o(t1), ..., d(t) — ¢(tn—1))Lp,_, 17(t)
and
ft,0,y,2) = fi(t, 0(1),y, 2)jo4,) (1) + falt, d(t1), ¢(t) — d(t1), ¥, 2) Ly, 40)(E) + ..
+fu(t, o(t1), ¢(t2) — o(t1), ..., d(t) — d(tn—1)) 1, m(t),

W) = @(d(t1), d(t2) = ¢(t1), - -, ¢(T) = d(tn-1)),
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for every ¢ € A.
Let us first show that the terms (X%?(t1),..., X% (r)— X"®(t;)),0 < k < n—1 are related
to the solution of a SDE of It6 type in R"*<. Let
b1(t, 21)Ljo,4,)(t)
~ bg(t, I, w2)]1[t1,t2)(t)

b(t,z1,...,op) = )
bn(ta AP 7x7l)ﬂ[tn,1,tn)(t)
and
01 (t7x1)1[0,t1)(t)
_ 0-2(t7x17x2)]1[t1,t2)(t)
g(t,z1,...,oy) =

on(t,z1,... 7$n)1[tn,1,tn)(t)

Let then X%, with t € [0,7] and = (z1,...,2,) € R¥™" be the unique solution of the
following stochastic differential equation:

Xb®(s) = +/ b(r, X% dr +/ &(r, X4®)dW (r), s € [t, T].
t t
We assert that, for t € [tx,, tko+1), S € [tk tht1], s > t, with 0 < ky < k <n — 1, we have

t,¢ t,é _ tv(z) — Ni7t7(¢(t1)7"'7¢(t)_¢(tk )707“'70)
(XM0(t), ..., X0 (s) = X00(t)) = (X 0 (S))izm'
Let us stress that for k = 0 this reads X*%(s) = X119 (s); so that for k > ko = 0, it is
interpreted as (X"?(t1),..., Xb%(s) — X'?(t,)) = (Xivt’(‘f’(t)’ov"'vo)(s))izm.

We will prove this statement by induction on k. If £ = 0, then ky = 0 and we obviously

have
Xt (s) = X120 (s).

Let us suppose that the statement holds true for k£ — 1; for the sake of brevity, in what follows
we will denote « := (¢(t1),. .., P(t) — d(tk,),0,...,0).
If kg < k — 1 then, from the induction hypothesis, we have

(Xw(tl)’ o ,Xt’d’(r) _ Xt’¢(tk_1)) — <j(i7t,(¢(t1),~--7¢(t)—¢(tk0)70,---70)(r)>i_l .

for every r € [ty—1,1], so that, for s € [ty, tx+1] we have,
Xj,t,m(s) = Xj’t’m(tk) = Xt’d)(tj) — Xt’(z)(tj_l), 1<75< k?,

with the convention X% (ty) = 0.
In the case ky = k, for s € [t, t41] we also have:

X9 (s) = & = ¢(t;) — (tj—1) = X"2(t;) = X" (t;1), 1< j <k,
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again with the convention ¢(tp) = 0.
Consequently, on [t V ¢, t;41] it holds

Xk-i—l,t,w(s) — wk—i—l + / bk+1(7,7 Xl,t,w (7‘), o 7X*k-i—l,t,w (T))d?‘

tVi,

+/ 0k+1(7‘,X1’t"”(7’), . ,XkJrl’t’w(T))dW(r)
t

Vi

= ghtl 4 / b1 (1, X592 (81), .., X5 (1) — X9 (), XFHLE2 (1)) dr
t

Vi

+/ O'k+1(747 Xt7¢(tl)7 s 7Xt’¢(tk) - Xt’¢(tk—1)7 Xk+17t7w(r))dW(T)'
t

Vi
If kg < k — 1 then **! = 0; if ko = k, then F1 = ¢(t) — d(t,) = X"(t) — X"9(t;). By
uniqueness, since X t.¢ satisfies

X5 (s) = XUO(EV ) + / b (r, X0 (1), ..., XO(r) — X9 (84))dr
tVitg

+/ Ty (1, XPO (1), XOO(r) = X0 (84))AW (r), s € [V b, thpa].
Vit

we obtain X142 (5) = X19(s) — X19(t},), forall s € [tV ty, x4 1]. We thus have proved that
the statement holds true for k.

The next step is to derive a Feynman-Kac type formula linking X*¢ and Y*?. For that,
let us consider the following BSDE:

~ ~ T ~ ~ ~ ~ s ~
Y (s) = o(X"*(T)) —i—/t flr, X5 (r), Y52 (r), Z5% (7)) dr —|—/t ZVdW (r), s € [t,T),

where f is defined by

f(twrla"'uwrwy?Z)
= fl(tv Ty, z)]]'[(],t1)(t) + f2(t7 r1,22,Y, Z)]l[tl,tz)(t) +oet fn(tv L1, X2, .- 7$n)]l[tn71,T] (t)

From [20], there exist some measurable functions @, d such that for all (t,z) € [0,T] x R¥xn
it holds

f/t’w(s) = ﬂ(s,Xt’w(s)), forall s € [t,T7;
74 (s) = d(s, X" (s))5 (s, X"®), ds-a.e. on [t, T].

On the other hand, let ¢ € [t,,tx,+1), with 0 < ky < n — 1 and denote, for simplicity,
= (6(t1), -, ¢(t) = (), 0, 0).

If s € [tg,tr+1]), s > t, and therefore k > ky, we have

(X"9(0),. X () = X09(15) = (XH2(s)
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Thus, on [t V tg, tg11]
Fls, X0%(s), YP(5), Z5%(s)) = fraa(s, XU (t1), -, XPP(s) = XPO(ty), Y2 (s), Z%(5))
= f(s, X5 Y% (s), 212 (s)).
Allowing k to vary, we obtain the equality
f(s, XM®(5), Y5 (s), 2 (s)) = f(s, X", Y"®(s), Z""(s)), foralls € [t,T].

Also, .
PLEE(T)) = p(X(t1). ..., XM(T) = X'(t,1)) = h(X"),

and by the uniqueness of the solution of the BSDE, we get that
(Ve 242) = (19, 20%)
and, consequently,
Y9(s) = a(s, X5 (t1),..., Xb%(s) — Xb®(t1),0,...,0), forall s € [tV tg, tri1],
Z49(s) = dpsr (s, X990 (t1), ..., XbP(s) — Xb2(t,),0,...,0)-
Ot (8, X0O (1), ..., XbP(s) — Xb9(11,)), ds-a.e. on [tV ty, tpy1].
By setting, for0 < k <n —1,t € [t, tg+1) and ¢ € A,
u(t, ¢) = u(t, ¢(t1), ..., o(t) — (tx),0,...,0);
d(t7 ¢) = dk+1(t7 qb(tl)v s 7¢(t) - qb(tk)) 0,... 70)7
we get that, for every ¢t € [0,7] and ¢ € A,
Yi9(s) = u(s, Xb?), foralls e [t,T];
Z49(s) = d(s, X))o (t, X"9), ds-a.e. on [t,T].

Step 11.
Let us notice that the same conclusion holds for b, ¢ and f of the form

b(t7 qb) = b (t7 qb(t))l[(),tl)(t) + b2(t7 ¢(t1)7 ¢(t))1[t1,t2)(t) Tt
+bn(t7 ¢(t1)7 EER qb(tn—l)v ¢(t))1[tn71,T} (t)7

0(t7 qb) =01 (tv ¢(t))1[0,t1)(t) + 0-2(t7 ¢(t1)7 ¢(t))1[t1,t2)(t) Tt
+on(t, ¢(t1), -, d(tn-1), 9(£)) L, _, 1) (t)

and

f(t7 ¢7 Y, Z) = fl(tv ¢(t)7 Y, Z)l[(],t1)(t) + f2(t7 ¢(t1)7 @(t), Y, z)l[t1 ,tg)(t) Tt
+fn(t7 qb(tl)v ) ¢(tn—1)7 qb(t))]-[tn,l,T] (t)v

h(@) = 90(¢(t1)7 s 7¢(tn—1)7 ¢(T))a
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for every ¢ € A.

Step I11.
ForO=ty <t <--- <ty <Tandzi,...,z; € RY, letfbxl’ ’mk : [0,7] — R? be such that

OF R () =@, i =1 ks O PR(T) = ay,  @F7E(0) = oy

and is prolonged to [0, 7| by linear interpolation.
Let us consider partitions of [0,7], 0 = t§ < t} < --- <t} =T, t} := % For k €
{1,...,n},t€[0,T] and z1,...,z; € R? we define

bp(t, @1,...,zp) = b(t, <I>x1’ ’jif“).

Notice that b} (¢, -) are continuous functions.
Finally, for t € [0,T] and 1, ..., z, € R? we set

Z;n(t,xl, S ,xn) = b?(taxl):ﬂ-[o,t’f) + -+ bZ(t,a:l, e, Ip )1[ n

nl’n

and, for (t,¢) € [0,T] x A,

bn(t7 (b) = bn(ta ¢(t N t?)? s 7¢(t N tﬁ))

Ift € [tp_,,t}) withk € {1,...,n},orif t =T and k = n, then

bn(tv ¢) = bZ(t7 qb(t?)v s 7¢(t7kl—1)7 qb(t)),
so by, has the form described in Step II. In this case it also holds

DT )5 (th_1),0(L
Iba(t.0) = b(t. &) = [b(t, @5 ") it )]

Z R R

< sup |b (t7 ¢) - b(tv ¢)| < EW(¢, T/”))
ll—=8llp<w(e,T/n)

where w(¢, €) 1= sup|;_, <. [#(s) — B(r)|.
In a similar way, one introduces o, fy, hy, and we have, for every (¢,¢,y,z) € [0,T] x
A xR xR,

lw(e, T/n);

|on(t, @) — o(t, @)
|fn(t7 ¢7y7 Z) ( ¢7y7 ) sup |f (t,¢,y,2§) _f(t7 ¢7y7 Z)| ;
o=l <w(¢,T/n)

(@) = h(9)| < sup [ () = ()] -
=6l <w(9.T/n)

| <
| <

We also have that b, o,,, f, and h,, satisfy assumptions (A,),(A,),(Ag),(A;) with the same
constants. Corresponding to these coefficients, we define the solution of the associated FB-
SDE,

(Xn,t,(i)’ Yn,t,(i)’ Zn,t,d)) ]
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By the Feynman-Kac formula, already proven in this case, we have the existence of some
non-anticipative functions u,, and d,, such that, for every (¢, ¢) € [0,T] x A we have:

Yn’t7¢(5) = Un(s7 th’d))? forall s [t’ TL
79 (s) = dp(s, X))o (t, X™5?),  ds-a.e. on [t,T].

In order to pass to the limit in the first formula above, we need to show that X nté _y Xte
in probability in A and that u,, converges to u on compact subsets of A.
Lett € [0,7] and ¢, ¢’ € A. By Itd’s formula we have

| X709 (5) — XH0(s)|2 = |8/ (t) — o(1)]?

+2 / {by (r, X0y — b(r, X52), X0 (1) — XBO(r) ) + / |0 (r, X8) — o (r, X5 P dr
t t

+2 / (o (r, X™0?) — o (r, X0), (X0 () — XBO(r))dW ().
t

By standard computations using Gronwall’s lemma, Burkholder-Davis—-Gundy inequalities
and Theorem 4, we get, for some arbitrary p > 1,

E sup [X™(s) = X9(5)| 7 < O (|6 = 9l[F + E(X"2,T/m)%)
s€[0,7T
1
L+ |l (18)

np—1

<C (W — oIl + +w(¢, T/n)zp) ,
where the positive constant C' is depending only on p and the parameters of our FBSDE;
also, as above, the constant C'is allowed to change value from line to line during this proof.
2, we obtain, for 5 > 0,

Applying now Itd’s formula to e[V (s) — Y9(s)
t, .0 2 r t, .0 2 r t, 0,9 2
A (s)]" + 8 / | ALY (1) Pdr + / e ALY (1) dr
té,¢ |2 T t,é,¢/ tb,d'
= STIAPP )" 42 / (AT (), P ALY (1) )y
T / / / / /
+2 / (fals, XY (5), 2009 () = fu(s, XD Y0 (s), 259 (s)), €77 AT (r) ) dr
T / /
‘2/ (7 AT (), A (r)dW (),
where, for the sake of simplicity, we have denoted
ALY (5) = Y (5) — YO (s) 5
ALY (5) = 278 (5) — 289 (s);

AZ’t7¢7¢/ — hn(Xn,t,¢’) _ h(Xt,fi));
AP (5) 1= fuls, X0 VIO (), 250 (5)) — (5, X2, Y50 (5), 29 (5)).
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Again, for § sufficiently large, exploiting Burkholder-Davis—-Gundy inequalities and the
Lipschitz property in (y,z) € R x R? of f,, we infer that

/ T / / T /
E sup !A;’t’d)’(’b (S)‘2 + [E/t !Ag’t’¢’¢ (T)‘2dr < CL [!AZ’t’¢’¢ ‘2 —l—/t ‘A?t’d)’d) (r)‘zdr .

s€(t,T)
(19)
We now have
‘Az,t#’#’,‘ < |hn(Xn,t,¢') _ h(Xn,t,qﬁ')‘ 4 ‘h(Xn,t#)/) _ h(Xt,¢)|
< sup [ () = h(X™9)| 4 [(X) — h(X9)|
[[9p=Xm:t0" || Sw(X 4" T /)
< sup h () = ROX9)] 4+ 2| — hxte)| @0
=X 12| Sw(X 4, T/n)+3|| X0 — X 19| |7
<3 sup |h (%) = h(X*?)],
9= X107 <w(X 4 T /n)+3[| X0 — X127
since
(X" Tfn) < w(X5,T/n) +2|| X" — X|7.
Similarly, we obtain
n,t,d,¢ , ,
A7 ()] < B5UP|y xtuo)jpcwxto,p/my gl s —x oy | ] (5,9, Y 0 (5), 2 (5)) 2D

—f(s, X4, Y10 (5), Zb9 (s))!

Let now (¢, ¢) € [0,T] x A and let (¢,,) be a sequence converging to ¢ in A. It is clear from re-

lation (18) that (X™"¢") converges in L% (Q; A\) to X*?, therefore there exists a subsequence

converging a.s. in A to X ¢ Without restricting the generality, we will still denote (X "’t7¢")

this subsequence. Since w(X"?,T/n) + 3||X™4¢ — X"%||1 converges to 0 a.s., it is clear by

relations (20) and (18) that AZ’t’¢’¢/ and A?’t’d)’d)/(s) converge to 0, a.s., respectively dsP-a.e.
Then, by the dominated convergence theorem, we obtain

T
E |:‘AZ,t,¢y¢n 2 +/ ‘A}L’t’¢’¢7l(7‘)|2d7‘ — 0,
t

which, combined with estimate (19), gives that Esupyc, 79|Y ™" (s) — Y*% (s)|* — 0. On
the one hand, assuming ¢,, = ¢, this implies

E sup ]Y”’t’d’ (s) — yhe (s) \2 —0;
s€[t,T)

on the other hand, letting s = ¢, we obtain
un(t, ¢n) = u(t, ¢).
Therefore we can pass to the limit in the relation
Y™ (s) = uy, (s, X4?), foralls € [t,T], as.,
and find the conclusion of the theorem. [ ]

We are able now to prove the Feynman-Kac formula in the case where the generator f
depends of the past values of Y.
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Theorem 21 Let us assume that (A,),(A,),(Ag), (A7) hold and condition (10) is verified. Then
Yi? (s) = u(s, X49), forall s €[0,T], as.,

for any (t, ¢) € [0,T] x A, where Y49 is the solution of BSDE (15) and u : [0, T] x A — R is defined
by (16).

Proof. The continuity of u was already asserted in Theorem 16.
Let now consider BSDE with delayed generator

T T
Ve (s) = h(X") + / Fr, X0 Y00 (r), 280 (r), Yo%) dr — / Z5 (r)dw (r),  (22)

S

and the corresponding iterative process, given by the equations

T
YRR () = X+ [ XY ), 2 ) Y

S ’ 3)
—/ VAR (r)dw (r), s €t,T],

S

with Y04 = 0 and Z%¢ = 0.
Let us suppose that there exists a F—progressively measurable functional w,, : [0,T]xA —
R such that u,, is continuous and Y49 (s) = u, (s, X%?), for every ¢, s € [0,7] and ¢ € A.
Let us now consider the term

YTn,t,¢> _ (y”vt’d’(r + 9))96[_5,0} ;

since Y59 (r 4 0) = up,(r + 6, X59) if r + 0 > 0 and Y49 (r + 0) = Y™02(0) = u,, (0, X4?) if
r 4+ 60 < 0, by defining

ﬂn(t7 (b) = (un(ﬂ-[O,T] (t + 6)7 ¢))9€[_570} )

we have
Y;n7t7¢) — ﬂn (;,a’ Xt7d))'

We can then apply Theorem 18 in order to infer that
Y (5) = upga (s, XH9),

for a continuous non-anticipative functional u,11 : [0,7] x A — R.
Notice that (Y™, Z™%?) is the Picard iteration sequence used for constructing the so-
lution (Y%, Z4%):
(Yn-i-l;,(j:’ Zn-i—l,-,qb) — F(yn,-,qb’ Zn,~,¢) ’

where I' is the contraction defined in the proof of Theorem 7. We then have:

lim E( sup [Y™%(s) = Y"(s)[*) = 0.
]

n—=0o0 Cselo,T

Of course, uy,(t,¢) converges to u(t,¢) := EY“?(t), for every t € [0,7] and ¢ € A. This
implies that the nonlinear Feynman-Kac formula Y% (s) = u(s, X*?) holds. ]
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Remark 22 From the above proof it can be seen why we have renounced to the dependence of the
driver on the past of z. More precisely, even if we had a representation of the form

AR (s) =d"(s, Xt"z’)
in Theorem 18, we couldn’t use it because of the lack of continuity of d™ .

We are now able to prove Theorem 13, which shows the existence of a viscosity solution
to equation (1).

Proof of Theorem 13.
We will prove that function « defined by (16) is a viscosity solution to (1). In particular
we will only show that v is a viscosity subsolution, the supersolution case being similar.
Suppose by contrary that u is not a viscosity subsolution. Then, for any Ly > 0, there
exists L > L such that u is not a viscosity L—subsolution in the sense of Definition 2. There-
fore, there exist (t, ¢) € [0,T] x A and ¢ € ALu (t, ¢) such that, for some ¢ > 0,

Opp(t, @) + Lo(t, 9) + f(t, b, ult, 9), 0up (t,0) o(t, 8), (u(-, ¢));) < —c <0

Using the definition of A”u (¢, ¢) we see that there exists 7y € 7 such that

2 (ta ¢) —Uu (t, (]5) = minTeTt étL |:((p — u) (7- A To, Xt,¢>} )
Let us now take

Fi=T A1 Ainf{s >t : Oyp(s, X1?) + Lp(s, X59)
+£(s, X0, u(s, X4), 0pp(s, XY o (5, X9), (u(-, X"))s) > —c/2}.

By the continuity of the coefficients, we deduce that 7 € T} .
Let us denote

(Y1(s),Z"(s)) := (¢(s, X"®), 0p0(s, X1P)o (5, Xb?)), fors e [t,T],
(Y2(s),2%(s)) := (Y¥? (s5),2Z5% (s5)), forsc[0,T]

and
AY (s):=Y'(s) = Y?(s), AZ(s):=2Z'(s)—Z*(s), forsc [t,T].

Using It6’s formula we deduce, for any s € [t,T],

(s, X1?) = o(t, ¢) + / " (Buplr, X19) - Lo, X19))dr + / (Buiplr, X9, o (r, XSO)AW (1)),

so that we obtain

AY (7) — AY (8)

_ /: (Bpp(r, XB0) + Lop(r, X59) + f(r, X0, Y2(r), Z2 (r) , Y,2))dr + /: AZ (r)dW (r).

23



Since for any r € [t,7] we have
Op(r, X10) + Lop(r, X19) + f(r, X2, Y2 (r), 22 (1), Y7)

<=5+ FR XYY, 22 (1), Y2) = F(n X1, ulr, X10), Dpip(r, X (r, X10), (u(-, XP9),),

we deduce, using the Feynman-Kac formula Y2 (r) = u (r, X*?) , that

AY (7) = AY (1) < —5(%—t)+/t AZ (r)dW ()

+ /tT (f(T, Xt’¢7u(747 Xt7¢)7 Z2 (T) ’ (u('vXtﬂb))T’)) - f(T, Xt’¢7u(747 Xt7¢)7 Zl (T) s (u('vXt7¢))T’))dr'

We have that there exists A € U% such that

f(?", Xt@?”(ﬁ Xt’d))? Zl (T) ’ (u('7Xt7¢))T’)) - f(?", Xt@?”(ﬁ Xt’d))? 22 (T) ) (u('7Xt7¢))T)
= (A(r),AZ(r))

and therefore

AY (7) — AY (1) g—g(%—tw/jum (dW (r) — A(r)dr).

Noticing now that W (s) — [ A (r) dr is a P“*—martingale, we obtain
AY (t) = EP(AY (b))
> PN (AY (7)) + gtﬁﬂ’“ (F —t)+ EF /t Az (r) (dW (r) — A (r) dr)
> B (AY (7)) = E7 (o7, X19) Y9 (7)) = £ (o —w) (7. X))
> gF [(p —u) (7, X)] = £F [(p — w) (0 A 7, X09)]

> min,e7e Ef [(so —u) (10 A F, XW)] = p(t, X"?) =Y (1) = AY (1),

which is a contradiction.
The proof is complete now. n

5 Financial applications
In what follows we shall apply theoretical results developed in previous sections in order to
analyze some particular models of great interest in modern finance.

Financial literature that shows how delay naturally arises when dealing with asset price
evolution or in general with certain financial instruments, is nowadays wide and developed,
see, for instance, [1, 5, 24, 25] and references therein. On the other hand, not much is done
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when the delay enters the backward component. We aim here to give some financial ap-
plications where also the backward equation exhibits a delayed behaviour. We remark that
since the goal of the present work is purely theoretical, the examples provided will not be
stated in complete generality. Actually in this section we will show how the study of BSDEs
with delayed generators, together with the associated path-dependent Kolmogorov equa-
tion, may lead to the study of a completely new class of financial problems that have not
been studied before. Nevertheless, we intend to address in a future work the study of these
problems in complete generality.

BSDEs with delay have been introduced in [13] as a pure mathematical tool with no fi-
nancial application of interest. Later on, some works showing that the delay in the backward
component arises naturally in several applications have appeared, see, e.g. [10, 11].

In what follows we will provide two extensions of forward-backward models that have
been proposed in past literature where the backward components can exhibit a short-time
delay.

5.1 The large investor problem

Following the model studied in [8], see also, e.g. [21], we will consider in the current ex-
ample a non-standard investor acting on a financial market. We assume that this investor,
usually referred to as the large investor in the literature, has superior information about the
stock prices and/or he is willing to invest a large amount of money in the stock. This fact im-
plies that the large investor may influence the behaviour of the stock price with his actions.
It is further natural to assume that there is a short time delay between the investor’s actions
and the reaction of the market to the large investor’s actions. In particular we assume that
the drift coefficient of the underlying S at time ¢ depends on how the large investor acts on
the market in the interval (¢ — 6, ¢).
Let us then consider a risky asset .S and a riskless bond B evolving according to

dB(t) _
B - r(t, X (t), 7 (t),Xy)dt, B(0)=1, 29)

Here we have denoted by X the portfolio of the large investor. Also we used the notations
introduced by (6) and (7). We suppose that the coefficients r, 4 and o satisfy some suitable
regularity assumptions.

We have that the portfolio X, composed at any time ¢ € [0,7] by 7(¢), the amount in-
vested in the risky asset S and by X (t) — 7(¢), the amount invested in the riskless bond B,
evolves according to

m(t)

AX (1) = g5dS () + w

=m(t) - [p(t, X(),7(t), X)) dt +o(t,X(t), Xp)dW ()] + [X (t) — w(t)] - r(t, X(t), 7 (t), X¢)dt,

dB (t)

with the final condition X (T") = h (5).
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Hence, for ¢t € [0, 7],

T T
X(t):h(S)+/t F(s,X(s),ﬂ(s),Xs,ﬂs)ds—/t w(s)o(s, X(s), X.)dW(s),  (25)

where we have denoted for short

F (87 X(S)7 T (S) s Xss 7TS) = [X(S) - 77(8)] 'T(Sv X(S)7 T (S) > XS)_T(S)'/L (57 X(S), ™ (S) ) XS) :
(26)
Since the forward equations in (24) can be explicitly solved by

L 5

S () = spexp [/Ot <# (5, X(s).7 (), X.) ~ 30 (s,X(s),XS)> ds+/0ta(s,X(s),Xs)dW ).

we deduce that S is a functional of X, 7 and W, i.e. there exists h such that the final condition
becomes X (T) = h (W, X, 7).

A first remark is that we can impose some suitable assumptions on the functions r, x and
o such that the function F' : [0, 7] x R x R x L? ([-6,0]; R) — R, defined by

F (Saya Zag) = (y - ZU_I (Sayag)) : T(S7y7 ZU_I (Sayag) 7@) —Z (Saya Za_l (Sayag) 7@) )

satisfies assumptions (A5)—(A;).
The second remark concerns the fact that Theorem 7 is still true, with a slight adjustment
of the proof, if we consider in the backward equation (8) the final condition

B(Wsz) = B(I/VvX7O-_1 (7X7X)Z)7

instead of a functional of W only (which represents the forward part within the theoretical
framework from Section 3), with & satisfying a Lipschitz condition:

T T
‘h(w,y,z)—h(x,y',z'ﬂz§L[/O ‘y(s)—y'(sﬂzds—i—/o ‘z(s)—z'(s)‘zds.

Of course, h will satisfy (A;) and the above condition if we impose some suitable assump-
tions on p and o (for instance, if we consider i bounded and o constant).
Therefore we can rewrite (25) as

T T
X(t):l_z(W,X,Z)Jr/t F(s,X(s),Z(s),Xs)ds—/t Z()dW(s), te0.1] ()

and we deduce from Theorem 7 that, under proper assumptions on the coefficients, there
exists a unique solution (X, Z) to equation (27).
Hence equation (25) admits a unique solution (X, 7), where

7 (s) :=Z (s)o (s, X(5), Xs).
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In order to obtain the connection with the PDE we consider first the decoupled forward-
backward stochastic system:

Wt"z’(s):(;ﬁ(t)—i—/tSdW(r), s e [t,T],

Whe (s)=¢(s), sel0,t),

T
Xt? (s) = h(Whe, X0 709) ¢ / F(r, X" (r), 2% (r), X1%)dr

T
_ / ZEAW (r), s € [t,T],

S

X0 (s) = X% (s), 7w?(s)=0, sel0,t).

Using Theorem 7 we see that, under suitable assumptions on the coefficients, there exists a
unique solution (X%¢, 7%?) (t.6)c[0.17] s Of the above system.

From the results of the I:;revic;us sections, in particular from theorem 21, we have the
following representation for the solution (X, Z) of the backward component in the above

system. In particular we have, for every (¢, ¢) € [0,7] X A,
X4? (s) = u(s, Wh?), foralls e [t,T],

where u (t,¢) = X% (¢) is a viscosity solution of the following path-dependent PDE:

Oeult, ¢) + %agm“(t@) + F(t,u(t, ¢),0pu(t,¢), (u(-,9),) =0, ¢ tel0,T),

An example of this type has been developed first in [3] and then treated by many authors,
see, e.g. [21], where they considered a case where the drift and the diffusion component of
the price equation depend both on the wealth process X and the underlying process S. This
would lead to a fully coupled forward-backward system which does not fit in our setting.
On the other hand in our model we have assumed that the drift 1 and the interest rate » may
be influenced also by past values of the wealth process X, whereas in cited papers no delay
in the backward component is assumed.

5.2 Risk measures via g-expectations

A key problem in financial mathematics is the risk management of an investment. Such
a problem has been widely studied in finance since the introductory paper [2] where the
notion of risk measure has been first introduced. Since then, several empirical studies con-
cerning the key task of risk-management have been conducted, showing in particular that
the best way to quantify the risk of a given financial position should be a dynamic risk mea-
sure, rather than a classic static one. Starting from this fact, the notion of g-expectation has
been first introduced in [33], as a fundamental mathematical tool when dealing with dynamic
risk measures; we refer also to [35, 39] for a comprehensive and exhaustive introduction to
dynamic risk measures.
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The main purpose of a risk measure is to quantify in a single number the riskiness of a
given financial position. The next one is the mathematical formulation of the notion of risk
measure, see, e.g. [12, Definition 13.1.1].

Definition 23 A family (pt) (o ) of mappings py : L3(Q, Fr) — L*(Q, F), such that pr (&) =
—¢& is called a dynamic risk measure.

From a practical point of view, if we denote by ¢ the terminal value of a given finan-
cial position, p;(§) quantifies the risk the investor takes in the position ¢ at terminal time
T. Clearly, in order to have a concrete financial use, a risk measure has to satisfy a set of
properties, usually referred to as axioms of risk measures; we refer to [12] to a complete list of
the aforementioned axioms.

From a mathematical point of view, it has been shown that BSDEs and the related for-
ward-backward system are a perfect tool to tackle the problem of risk management. In
particular, one possible way to define a dynamic risk measure is to specify the generator g
of the driving BSDE, from here the name g—expectation, where the generator g determines
the properties of the dynamic risk measure. A direct approach to g-expectation is therefore to
introduce a BSDE of the form

T T
YO =€+ [ gl Y620 ds - [ 26)aws). 29
t t
where the generator g is called the generator of a g—expectation. In this sense we have

pi(§) =B [E| F] =Y (1),

where we have used the subscript g to emphasize the role played by the generator g. Heuris-
tically speaking we have the relation

E9[dY ()| Fi] = —g (£, Y (), Z(t))dt, 0<t<T,

so that intuitively the coefficient g reflects the agent’s belief on the expected change of risk.

Once we have chosen a risk measure g, such that it is financially reasonable, we then
solve the BSDE (28) endowed with a suitable final condition which represents the investor’s
wealth at terminal time 7', we refer to [3, 39] for a detailed introduction to the usage of
BSDEs as dynamic risk measures.

In the literature it has always been considered a generator g that depends only on the
present value at time ¢ of the risk measure Y (¢) and its variability Z(¢), but, as pointed
out in [11], if we want to model an investor preference we cannot leave aside the memory
effect, that is it is reasonable to assume that an investor makes his choices based also on
what happened on the past. In [11] the author proposed to consider a g—expectation which
incorporates a disappointment effect through a BSDE of moving average. In fact in the
just mentioned work the author suggests that when dealing with the investor’s preferences,
to consider Markovian systems is restrictive since it is natural that an investor takes into
account the past history of a given investment when he is to make some choice. We refer to
[11] for a short but exhaustive review of different economical studies of how memory effect
cannot be neglected when dealing with an investor’s choice. Regarding the case considered
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in [11], we make the assumption that the investor has a short memory, that is, in making his
choices he considers only what has happened in the recent past.

Let us take two bounded and Lipschitz functions g, g2 such that g (0) = 0. We consider
a g—expectation of the form g(s,y,z) = B g1 (y) g2 (z), where y is the time-average in a
sufficiently small time interval and 3 € R a given financial parameter (and we remark that,
in this case, the assumption ¢(s,y,0) = 0 is satisfied). Hence we will deal with a BSDE with
delayed generator of the form

V() = ¢+ g /tT gl(/_(; Y (s 4 r)dr) g2 (2 (s)) ds ~ /tT Z()dW (s), (29)

with £ the terminal payoff of the investment to be introduced soon and § small enough such
that inequality (10) is well-posed.

Let us now assume that the financial market is composed by one risky asset S and one
riskless bond B. The generalization to d risky assets can be easily derived from the present
case. We assume, in a complete generality, that both the bond and the asset may exhibit
delay. For the case of delay in the forward component a more established theory exists, with
existence and uniqueness, as well as regularity results, see, e.g. [1, 22, 23].

We consider in what follows the delayed market model introduced in [5]. In what con-
cerns the stock price we assume that S evolves according to the following stochastic delay
differential equation:

dS(t)
S()

with Sy = 59 € R, where p,0 : [0,7] x A — R are some given functions, where the notation
is introduced in Sectlon 1.

Let us assume that p and o satisfy assumptions of type (A;)—(A,), so that there exists a
unique solution of equation (30) (this is a consequence of Theorem 4).

u(t, S)dt + o(t, S)dW (t) (30)

Also we assume the investor subscribes a claim with terminal payoff » : A — R so that
the BSDE (29) becomes

T
Y () = h(Sr) + 5/ o / Y (s + r)dr) g2 (2 ())ds—/ Z(s)dW(s), (1)
where we assume h to satisfy (A,)—(iv); also, let us stress that the generator g : L?([—6,0];R) —

R defined above satisfies assumptions (Ay), (A-), see, e.g. Remark 12. We are naturally led
to consider the following forward-backward system with delay

SH9 (s / SHO (1) u(t, SHVdr + / St (r)a(t, SEYIW (r), s € [t T],

St(s) = p(s), sel0,t),

Y(s) = h(S"?) + 5/ 9 / Yt¢r+9)d0>gg(Zt’¢(r))dr (32)

T
_ / ZHm AW (1), s € [T,

[ Y'(s) =Y*%(s), s€0,1),
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and by theorems 4-7, the forward-backward system (32) admits a unique solution.

Let us also stress that the great majority of possible claims that can be considered in
finance satisfies the above assumptions on the terminal payoff h; also we allow the option
to possibly be path—-dependent, that is its terminal value at time 7" depends explicitly on past
values assumed by the asset S.

From the results of the previous sections, we have the following characterization for the
FBSDE (32). In particular we obtain theorem 21 holds, so that, for every (¢, ¢) € [0,T] x A,

Y49 (5) = u(s, S4?), forallsc [t,T],

where u (¢, ¢) = Y (¢) is a viscosity solution of the following path-dependent PDE:
1
8tu(t7 ¢) + 5 ¢2 02 (t7 ¢) a:%mu(tv ¢) + ¢lu’(t7 Qb) 8wu(t7 ¢)

0
2o [ ult+nodr) p(s0(t.0)2(t.6) =0, o€ te 0D,
-5

u(T,¢) =h(p), oeN

6 Appendix: Proofs of Theorem 7 and Theorem 16

Proof of Theorem 7. The existence and uniqueness will be obtained by the Banach fixed
point theorem. Let ¢ € A be arbitrarily fixed and let us consider the map I' defined on
A x B, with A := C([0,7];85™) and B := ¢([0,T] ;%%’”Xd'), in the following way: for
(U, V) e Ax B, T'(UV) = (Y,Z), where for t € [0,T], the couple of adapted processes
(Y'(s),2"(s)), cj1.7) is the unique solution of the BSDE

T T
y? (s):h(Xt’d’)—l—/ F(r, X% Yt (r), 2t (r),U,?,V:)dr—/ Z(r)ydw (r), se€[t,T).

(33)
Now we prolong the solution by taking Y (s) := Y* (s) and Z! (s) := 0, fors € [0,t).
Step 1.

Let us first show that I' takes values in the Banach space A x B. For that, let us take
(U,V) € A x B; we will prove that (Y,Z2) :=T'(U,V) € A x B, ie. foreveryt € [0,T] we
have

Yie 8P C8&2m, gt e yEmxd C y2mxd (34)

and the applications
0,T] 3t Yt eSS,
0,T] 5t Zt € H2™
are continuous.
Let t € [0,7] be fixed and ¢’ € [0,T]; with no loss of generality, we will suppose that
t<t'andt —t <.
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We have, using (33),
E(supsepo,r Y (5) = Y (5)?)
< E(supaco [V (5) = Y7 (5) ) +E(supacp ) V" (5) = Y7 (5)]?)
< 2E (supyeq [Y' (5) = Y (6)[2) + 2[E(supse[t,t/] Y ()~ Y (5) )
+E(supsep ) [Y* (5) = Y7 (5) ).
From the continuity of the solution of equation (33) with respect to time, we have

E( sup [Y'(s)—Y'(t)|*) =0,
sE[t,t']

ast' — t.

Concerning the term [E( suDgep 7] Y () —Y? (s) ?) let us denote for short, only through-

out this step,

and
Ah := h(X4?) — h(X9),
AF (r) = F(r, X", Y" (r), Z" (r) ;UL V) = F(r, X"2,Y" (r), Z' (r) UL V).
Exploiting It6’s formula we have, for any 8 > 0 and any s € [¢/,T],
T T
eP3|AY (s)]? + ﬁ/ eFTIAY (r) Pdr —I—/ ePTIAZ () |2dr

s

=PTIAY (T) | - 2/T ePT(AY (r),AZ (r))dW (r)

T
+2/ YAY (r), F(r, X", Y (r), 2" (r) UL V) = F(r, X"0 Y7 (r), 2" (r) UL V) dr

From assumptions (A;)—(A;), and noting that it holds
T 0
/ eﬂ"(/ (AU (r +0) > + |AV (r + ) [2) a(d6))dr
s -4
0 T
:/ U T (IAT (r + 0) ]2 + |AV (r 4 0) ) dr] o(df)
-4 s
0 T+06 0 ) )
:/5(/ (A (1) P+ |AV (1) ) dr)a(as)
0 T
§eﬁ‘5-/ a(de)./ (AT () 2+ |AV () [2)dr
- 0
T
<Te? sup (eBT|AU (r) |2) + 656/ ePIAV (1) |Pdr
rel0,7] 0
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we have for any a > 0,
T / / / / /
T 3 (T 6L2 [T
< a/ T AY (r)|2dr—|—a/ TIAF (r)|2dr—|—7/ ST (IAY () 2+ |1AZ () [2) dr

s

_l’_

TKe KeP T
STKe sup (eﬁ’"]AU (r) \2) + She / eBT]AV (r) \zdr.
a r€[0,T] a 0

Therefore we have
2 T 2 T
IAY (5) ]2 + <5 . %) / FTAY () [Pdr + (1 - %) / HTAZ () [2dr

< PT|IAY (T) | + Z /T ePIAF () Pdr — 2/T PT(AY (r), AZ (r))dW (r)

s

3KePd
+

TK Bé T
STKe sup eBT\AU (r) \2 + / eBT]AV (r) \zdr.
a r€[0,T] 0

We now choose 3, a > 0 such that

6L°2 6L2

hence we obtain

612 T o ) s ) 3 T o )
L= — [ eTAZ(r) fdr <E(e|AR?) +2E [ e |AF (r) [*dr
S : 37)
B3 B6

3TK€ [E( sup eﬁr’AU (7‘) ’2) + 3K€

a r€[0,T]

+

T
[E/ FTIAV (1) |2dr.
0
and, exploiting Burkholder-Davis—Gundy’s inequality, we have

T
2[E( sup / PT(AY (r),AZ (r))dW (r) ‘)

selt!,T]

T
< JE( sup ¢PIAY () )+ 144E [ PTIAZ (1) P
4 se 1 t

which immediately implies

T

§[E( sup €”*|AY (s) |?) g[E(eBT|Ah|2)+§[E/ PTIAF (1) Pdr
s€ft,T] a Jy

T

K Bo T
she [E/ eﬁ"yAV(r)\2dr+144rE/ IAZ (r) |dr.
0 t/

TKe?
SThRe E( sup €”|AU (1) *) +
a r€[0,T)

_l’_
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Hence, we have

T
§[E( sup €’|AY (s) ]2) < [E(GBT\Ah!2) + §Cl[E/ T|AF (r) [Pdr
4 seft! | T a t

TKe»
—1-37601 E( sup T\IAU (r) ?) (38)
a r€[0,T)

K B6 T
+73 ea @ [E/ eBT\AV (r)\er,
0

where
144

Clzl—’—m

Exploiting thus assumptions (A;) and (A;) together with the fact that X is continuous
and bounded, we have

T
leE(eBT]Ah\z) + gC’l[E/ TIAF (r) Pdr - 0 ast’ — t.

tl

Since (U,V) € A x B, and therefore we have

T
E( sup ePTIAU (1) |2) — 0 and [E/ PTIAV (1) |Pdr — 0,
rel0,T] 0

ast’ — t, we have

T
E( sup ’AY (s)[*) -0 and [E/ PTIAZ (r) |Pdr — 0, ast' —t. (39)
selt’, T t/

We are left to show that the term E( supgepp [Y () =Y (s) |?) is also converging to 0 as
t'—t.
Since the map t — yt (t) is deterministic, we have from equation (33),

V() =Y (s) =E[Y'(t) —Y*(s)]

= E[R(X"?) — h(X5?)] + [E/T F(r, X" Yt (), Z (r), UL,V )dr

roVr
t

rTyor

T
‘[E/ F(r, X*0,Y* (), 2° (r), U}, V;)dr
= E[h(X"?) — h(X*%)] + E / F(r, X" Y (r), 2 (r), UL, V)dr
t

rTyrr

T
E / [F(r, X1, Y" (r), 21 () , UL V) — F(r, X9, Y* (), 2° (1) , US, V)] dr.
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Using then assumption (A3z) we have

V(1) = Y* (5) | < E[R(X"?) = h(X>)[ + E/SL(!W (r) [ +12" (r)[)dr

¢ / yUt (r )2+ |V (r + 60) ) a(d0))dr - V5T
+[E/ \F(r,XW,o,o,o,o)\dr
t

T
HE/ |E(r, X5, Y" (r), 2" (r) , Up, V) = F(r, X59,Y! (1), 2 (r) UL V)| dr

T
+[E/ LY (r) = Y* (1) + 12 (r) — 2° (r) |)dr

T 0
+\/K(T—s)/ [E(/_6(\Ut(r+0)—U5 (r 1 0) 2+ |V (r 4+ 0) — V3 (r + 0) [2) a(d6))dr

and therefore we obtain

YVE(t) =Y ()]

T
< E[B(Xt%) - X8¢|+ws—‘\/ﬂ£ sup [V ()P +E [ |2¢() Par

rel0,T]

T
VRV =1 | TE sup |U* (r)\2+r5/ IV (r) 2dr + (s — £) M(1 + EJ| X592
re[0,T] 0

T
E / F(r, X5 Yt (1), 28 (r) UL, V) — F(r, X550,V (r), 20 (r) UL, V)| dr

+LVT —S\/T[E sup |Yi(r)—Ys (T)|2—|—[E/T|Zt (r)—Zs(r) |?dr

rels, T

+VEKVT = s, |TE sup |Ut(7‘)—US(T‘)|2+[E/OT|Vt(T‘)—VS(T‘)|2dT‘.

rel0,7

Taking again into account the fact that (U, V') € A x B, previous step and assumptions (A,)
and (A;), we infer that

E( sup [Y'(t)—Y*(s)]) =0, ast' —t. (40)
sE[t,t’]

Concerning the term E fOT |Zt (r) — Z" (r)|?dr, we see that
T ! t/ ! T !
[E/ \Z8(r) = Z" (r)Pdr =E | |Z'(r) = Z" () Pdr +E | |Z'(r) = Z" (r) Pdr
0 0 v
¢ T ,
- [E/ 12t (r)|2dr+[E/ 24 (r) — 2 (r) P2,
t v
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hence, by (37),
T
[E/ 1Zt (r) = Z¥ (r) |Pdr — 0, ast —t. (41)
0
Step I1.
We are now to prove that I is a contraction on the space A x B with respect to the norms

1/2
11 (Y, 2) lllaxs == (WY HE+ [12113) 7,

where ) . )
N[V} :== sup E( sup ™Y (r)[?),
te[0,7 rel0,T]

T
NIZIIE = sup [E/ &7\ 7t () |2dr.
tefo,r]  Jo
Let us recall thatT" : A x B — A x Bis defined by I' (U, V) = (Y, Z), where (Y, Z) is the
solution of the BSDE (33).
Let us consider (U', V'), (U%,V?) € Ax Band (Y',Z') := T (UL V), (Y?,2?) =
I' (U?,V?). For the sake of brevity, we will denote in what follows
AF* (r) i= F(r, X%, Y1 (r), 2 () , U V)
—F(r, X%, Y2 (r), 2% (r) , US V),
AU (r) = UMY (r) = Ut (r), AVI(r):=V5hi(r) - V2t (r),
AY!(r) =YV (r) = Y2U(r), AZY(r):=ZY (r) — Z%t (r).

Proceeding as in Step I, we have from Itd’s formula, for any s € [¢,7] and 5 > 0,

T T
eﬁS|Ayt(s)|2+5/ eﬁT|AYt(r)|2dr—|—/ ArIAZE (1) [2dr
S S (42)

= 2/T PTAY (1), AF (r))dr — 2 /T STAYE (), AZE (r))dW (r).

Noticing that it holds
QK/ / (|AU* G+ 0) + AV (7 + )] )ald) ) dr
< 2K/ / "(|AU G+ 0) + |AVE(r + 0)[* ) dr ) a(dd)

é%/_é(/w =0 (1At ]? + |avie) )dr’)a(d@)

0 T
% /_5 e_ﬁea(de) . /_5 eﬁT( ‘AUt(T)‘z + |AVt(r)‘2 )dr

2K ePo
a

IN

IN

T
/_5 e (|AU ) + [AVEE) )dr.
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we immediately have, from assumptions (A;)—(Aj;), that for any a > 0,

T T
2 / eBT(AYt (r), AF" (r))dr‘ < 2/ eﬁr|(AYt (r), AF" (r))|dr

s

T 1 T
ga/ RAING (r)\2+5/ ATIAF (r) [2dr

s

T 9 T
<o [ AV [T (ayt )]+ 182 () ) ar

- . (43)
+5/5 eﬁf(K/_é(\AUt(r+9)|2+|Avt(r+9)|2)a(d9))dr

T 4L2 T
<a / AY () P+ — [ PT(IAY (r) P+ |AZ" (r) [P)dr

S

2K ePo
+
a

T
/ e (|AU () + |AVHE)| dr
5—0
Therefore equation (42) yields
2
eP|AY (5))? + <B —a— %)

2K ePo
<

T 2
/ eﬁr\AYt (r) \zdr + <1 — %)

S

T
/ eBT\AZt (r) ]2d7‘

S

2K ePd
T sup eﬁT|AUt (r) > + c
a r€[0,T

T
| emiavt e par
0

9 / LAY () AZE () ().

(44)

Let now (3, a > 0 satisfying

AL? AL?
B>a+— and 1> —, (45)
a a
we have
4L2 T
(1 - 7) [E/ ePrIAZ () |2dr

) (46)

2T Ke™ 2K P
< ¢ E( sup TIAUE (r) |?) + ‘

T
[E/ ArIAV () Pdr
a r€[0,T] a 0

Exploiting now Burkholder-Davis-Gundy’s inequality, we have

2[E[ sup /T eﬁT(AYt (r), AZ" (r))dW (r) H

selt,T] ' Js

< 4EL§E% | | /t TeBTAY (1), AZE (1)WY (1) |

<

N —

T
E( sup eP3|AY (s) %) + 72[E/ PrIAZE (1) |2dr
s€(t,T) t
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which implies

2K ePo

Bs t 2 Bs t 2 2K665 T Br t 2
E( sup e”|AY"(s)]?) < TE( sup e”|AU"(s)]*) + E [ AV (r)|%dr
s€[t,T) a s€[0,T7 a 0
T
+2E[ sup / e (AY (), AZ* ()W (1) |
se[t,T]) ' Js
po Bs T
< 2Ke TE( sup ™|AU (s)?) + 2K e [E/ PT|AVE (r) [Pdr
a s€[0,T] a 0
1 Bs t 2 T Br t 2
+=E( sup €”*|AY" (s)[?) + T2E | €”"|AZ" (r)[dr.
2 e t
Hence, we have
E( sup ePIAY (s) )
s€[t,T]
36 D T (47)
< ATKe CiE( sup P3| AU () ) + Ake C’l[E/ eI AVE (1) |2dr,
a s€[0,T] a 0

where we have denoted by Cy :=1 + ﬁ .

Let us now consider the term [ ( SUPe[o,4 | AY (s)|?). From equation (33), we see that,

E( sup P AYE () ?) = E( sup Py Lt (s) — V2(s)?)
s€[0,t] s€[0,1]

(48)
= E( sup ey s (s) — Y2’S(S)|2) = sup *|AY?(s)]? = sup [E(eﬁs|AYs (s) |2)
s€[0,t] s€[0,t] s€[0,]

so that, exploiting Itd’s formula and proceeding as above, we obtain

2T K B0 2Kef (T
E(e%]|AY (s) ) < ae E( sup e’ |AU* () [2) + ae [E/ PTIAVSE (1) |2dr. (49)
rel0,T] 0

Thus from inequalities (46—49) we obtain

T
E( sup ePTIAY (s) ) + [E/ ePrIAZ (1) |2dr
0

s€[0,7T
AT K P AK P T
< ¢ Cl[E( sup €’*|AU? (s)]z) + ¢ Cl[E/ | AV (r) Pdr
a s€[0,T a 0
2T K ePd 2K P T
— [ AriAU? 2 —[E/ Ariavt 2d
Sat g, BT O S, AV T
2T K e 2K e g
+ <. sup [E( sup €’"|AU? (7‘)]2) + <. sup [E/ ePTIAVE (r) |2dr-.
a se[ot]  rel0,T] a sefo,l]  JO
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Passing then to the supremum for ¢ € [0, 7] we get

2K ePd ( 5 145

Yl—Y2 2 Zl—Z2 2<
1l H+1] Iz < Yy

) max (1,7} [[[|U* U2 B+| [V =V[|13]

By choosing now a := 4,%2 and f3 slightly bigger than v + %, condition (45) is satisfied and,
by restriction (C) we have

2K ePd 145
(3+ ] _4L2/a> max {1, T} < 1. (50)

Eventually, since U and V' were chosen arbitrarily, it follows that the application I' is a
contraction on the space A x 5. Therefore there exists a unique fixed pointI'(Y, Z) = (Y, Z) €
A x B and this finishes the proof of the existence and a uniqueness of a solution to our BSDE
with delay. ]

Proof of Theorem 16. Let us first prove the continuity of A 5 ¢ — u (¢, ¢), uniformly with
respect to ¢t € [0, 7.
Let us thus take ¢ € [0, 7], ¢, ¢’ € A, and let us denote

AY (r) =Y (1) = Y59 (1), AZ(r) = 259 (r) — 259 (1)
and
Af(r) = flr, X5, Y 0 (), 259 (1), Y,20) = f(r, XU Y50 (r), 20 () Y19).

Using similar calculus as in the proof of Theorem 7, for 3, a > 0 such that

L? L?
B>a+6— and 1>6—, (51)
a a
we obtain
L2 T
<1 — 6T> [E/ ePIAZ (1) |2dr
t
(52)
8T 2 3 T Br 2 3K e 4 Br 2
< E(e”|AY (T) ]?) + E[E e’"|Af (r) |7dr + , E e’ |AY (r)|” dr.
t t—6
Denoting
144
=14+ —F
Cq + T=6L%/a (53)
and choosing a := % and 3 bigger than v + %, condition (51) is satisfied and
3Ke 1
22 0 < T (54)

38



by restriction (C). We then have

1
—E( sup eﬁs|AY(s)|2)
s€[t,T)
BT 2 301 T Br 2 3K5€65 Bs 2
< CLE(e™|AY (T) | )+T[E e’"|Af (r)|7dr + . CiE( sup €e”|AY (s)[%).
t sE[t—0,t]

(55)
Exploiting the initial conditions satisfied by the Y**¢, we can rewrite equation (55) as

T
E( sup e™|AY (s) [F) < 201 E (7 |AY (T) ) +6%[E / 7| (r) [Pdr
s€t,T) ¢

_l’_

KéePd ,
6K de Ci1 sup [E( sup eﬁ(s_r)eﬁr\Ys’d’ (r) — y 9 (r) \2)
a sE[t—4,t] re(s,T]

Passing to the supremum for ¢ € [0,7] we have

sup E( sup P |Yhe () — Y (s) |2)
te[0,T s€t,T)

T
<2C) sup [E(eBT]h(Xt"z’) - h(Xt"z’/)\z) + 81 sup [E/ ePIAS (r) [2dr (56)
t€[0,T] a icjo1) Jt

KéePo ,
6K de C1 sup [E( sup eﬁT\Ys’¢(T)—YS’¢ (r)\2)
a s€[0,7T re(s,T]

+

We can now see that
E( sup e[V (s) — Y5 (5) ) = sup e*|Y*? (s) — V¥ (s) |2
s€[0,4] s€[0,]

< sup E( sup ™[V (r) =Y (r)7),
s€[0,7T re(s,T)

(57)

so that we can apply again inequality (56).
From inequalities (56) and (57) we can conclude that

sup E( sup Py (s) — Y (s) )
te[0,T s€[0,7

, 12 T
<4Cy sup E(e™|R(X"?) — h(X")]*) + G sup [E/ " |Af (r) [Pdr
te[0,1] a  tefo,m) Jt
Bé /
—i—w(h sup E( sup Y S? (r) — Y5O (r)\2)
s€[0,T]  rels,T)
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Since § < T, by (54) we also have MC& < 1and so

12K §eP :
(1 - 76C'1> sup E( sup Py e (5) — Y (s) |2)
a te[0,7]  s€[0,T]

< 4C, sup [E(eBT]h(Xt’¢) - h(Xt7¢/)’2)
te[0,T

12¢C T
- sup [ / e, XBO Y0 (1), 259 () Y0)+
a  tefo,m) Jt

+

—fr, XY (), 209 (r) Y0 Pdr

Let us now fix ¢ € A. In order to prove that u is continuous in ¢, uniformly with respect
tot € [0, 7], it is enough to show that

E(Ih(X"?) = h(X")?)

T
+ [E/ [, X520 (), 259 (1) Y00) = f(r, X550 (), 259 (r) Y 09) Par
0

converge to 0 as ¢/ — ¢, uniformly in ¢ € [0, 7.

Since we have no guarantee that the family {|Z t,¢|2} +e[0.T] is uniformly integrable, we
will use the Lipschitz property of f in the argument (y, z,u) in order to replace [0, 7] with
a finite subset. By Theorem 7, the mapping t — (Y, Z%?) is continuous from [0, 7] into
802 1 %S’d' and therefore uniformly continuous. Consequently, as n — oo, we have

T
sup [E | sup (Y"(s)— Ytl’¢(s))2 +/ (Z5%(s) - Zt/’¢(s))2ds — 0.
lt—t'|<y  [s€10,T] 0

(n—1)T

Let, forn € N*, m,, := {0 L ..,

Yot

, T}, then, by (Ag), we see that

T
sup sup E / 1f(r, X207 (), 289 (), Y0 = F(r, XE9 Y0 (), 289 (), Y9 2dr
te[0,T] t'€mn 0

converges to

T
sup [E/ |f(r, XL yhe (r),ZW (r) ,Yf"z’) — f(r, Xt"z’,,Yt"z’ (r),ZW (r) ,Yf"z’)|2d7‘,
te[0,7] Jo

uniformly in ¢’. We are thus left to prove that
E(IA(X"%) = h(X")P)

T
+E / 1f(r, X507 (), 289 (), Y0) — f(r, XB9 Y0 (), 289 (r), Y,00) Pdr
0

converge to 0 as ¢’ — ¢, uniformly in ¢ € [0, 77, for fixed n € N* and t’ € .
Let us thus introduce the modulus of continuity of the functions h and f:
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TTLh7f(€,IC,Z/{,I€) = sup (|h(¢,) - h(¢”)| + |f(t7¢/7y7 Z,U) - f(t7¢”7y7 Z,U)D,
|z|<x, |l¢—¢'||T<e

where € > 0, K is a compact in A, U is a compact in R x L2 ([-6,0]; R) and s € R;..
Let € > 0 be fixed, but arbitrary; with no loss generality, we can suppose that the function
¢’ lies in a compact K CA.
Using the estimates satisfied by the solution, we deduce that the family { (X*¢', V') }( £ &) El0T]xK

is tight with respect to the product topology on A x C([0,T]), and therefore, for every € > 0,
there exist compact subsets K. C A and K. C C([0, T) such that

P (XW’ ek, Y e /c;) >1-¢ forall (¢)e[0,T]x K.
For ease of the notation, let us define ® : A x A x C([0,T]) x R¢ — R by
1
P (T7 ¢/7 ¢//7y7 Z) = T |h’ ((b/) —h ((b//) ‘2 + ‘f(ﬂ ¢/7y (T) 7Z7y7’) - f(ra ¢//7y (T) 7Z7y7’)’2'
We can see by (Ay), that it holds

@ (¢.0"9,2) <O (L1 + 16”115 + 1wl + 1=7) .

where in what follows we will denote by C' several possibly different constants depending
only on K, L, M and T. Then, for all t € [0,7], ¢',¢" € A, we have, from the a priori
estimates on the processes Y%¢ and Z%¢,

T 4
E [/0 @ (x4 X1 Y10, 209 (r)) dr] <C(1+ IS + 16" 1B -
Let now U, be the image of [0,7] x K. through the continuous application (r,y)

(y(r),yr) , and we also have that ¢/ is compact in R x L? ([-6,0]; R).
For arbitrary €, x > 0, we see that,

T
E / o (7’, Xt"b,Xt"z’/,Yt/"b,Zt/"b(r)) dr
0
T / ! !
< [E/ o <Xt’¢,Xt’¢ ,Yt ’¢,Zt ’¢(7‘)>
0
L (00,7 110),(X00 Y10) ek XKL | 280 () | < || X 00— X0 | el } AT

T
+[E/ P Xtd) Xt @' Ytl’d) Zt’,¢( )> ]]-{(Xt,¢ Yt’»¢)§ZIC X/C/}dr
0 ’ e

+

T
[E/ o <X ,¢’Xt,¢"yt',¢’zt'7¢
0
T
[E/ c1>(
0
’ 6 Xt yto gt (,
+[E/O @ (X4, XY 209 (0)) 1y oo ey 4

{(xto vt ¢)gK. XIC’}dT

_|_

xt (1>7)(t,(1>/7 Ytl’d)’ Zt’,¢ > :u'{\Zt, (r) |>R}d7’
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and therefore
T / / !
[E/ d <r, Xhe xto yte gzt ’¢(7‘)> dr
0

N /P
T P

< Tmypf (e/,ICE,Z/{E, /i) +2 {[E [/ ) (r, Xt xte' yte, Zt/’(z)(T)) dr} } el_ﬁ

0

T
2 112 !
+OE [ (1+ X 213 + 11X |1 + [V 4| 3] /0 {120y 5 T

T , )
+C[E/0 PO T

1

T , " ) ) oy , L
+ {[E [/0 0] (r, X9 7Xt7¢> 7Yt ,¢>7 A ,fi)(r)) dr} } [[P (HXt’(z) _ xtho [ 6,)] .

T
< Tmh7f (e’,ICE,LI, /i) +C [E/ ‘Zt ’¢(T)’21{|Zt/v¢(r)|>n}dr
0

i — T\t 2 1/2
-3 E|IX - XM (E fy 270 Pdr)
+C (1 lollp + 1911p) |77 + = -

Therefore we have

T
sup [ / @ (r, X0, X1 Y10, 2090) ) dr
tefo,r]  Jo

T
< Ty (€, Ke,Ue, ) + C’[E/ |z ’¢(r)|2]l{|zt/,¢(r)|>n}dr
0

L+ NIl + 1115 ) Elle — ¢'ll5

py [ 12 ( T T T 1

+C (14 Lol + |95 [ + o *al

Passing now to the limit as ¢/ — ¢, € — 0, (¢, k) — (0, +00), we obtain the claim.
Concerning the continuity of [0,7] > t — u (¢, ¢), this is an immediate consequence of

the continuity of the stochastic process Y*?, together with the continuity of the mapping
t + Y49 from [0, T] into Sg’l.
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