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Abstract 

 

Water regulators and policymakers around the world are increasingly influencing water 

systems towards efficiency and sustainable consumption. In pursuit of these, most regulators 

mainly use traditional economic-analysis methods to benchmark water utilities and elicit water-

service preferences. There have been discussions of several other techniques that extend the 

commonly used traditional economic analysis tools in the literature. Regardless of these 

discussions, the practical application of new economic analysis tools in the water sector 

remains relatively low. This study intends to extend the existing literature by providing more 

robust methods that could be useful to water regulators. The study asks four research questions 

to shed light on whether more robust methods are the way forward in water regulation. More 

precisely, the study investigates the consistency of efficiency scores obtained from the data 

envelopment analysis (DEA), stochastic frontier analysis (SFA) and stochastic non-parametric 

envelopment of data (StoNED) techniques on a sample of South African water utilities. 

Additionally, the study examines the impact of status quo bias, presentation format and 

response time on results from discrete choice experiments conducted using a case of the South 

African water sector.  

The study reports four main findings. First, we find that the StoNED method (based on the 

methods of moments estimator) outperformed both SFA and DEA. However, SFA 

outperformed StoNED, when the latter was based on the pseudolikelihood estimator. Second, 

we find that including a partially relevant status quo reduced status quo bias but did not 

significantly affect empirical estimates. Major differences are noted in the marginal willingness 

to pay (MWTP) estimates reported for one of the sub-samples. Third, we find that presenting 

attributes and levels using the visuals format generated more statistically significant 

coefficients than presenting them as text or text-and-visuals. Generally, we find that the 

presentation format significantly affects choice. Finally, we find that removing fast or slow 

responses from the sample did not significantly affect both utility function and MWTP results.  

Based on these findings, the study makes four main recommendations. Firstly, the study argues 

that StoNED (method of moments estimator) and SFA are more appropriate for estimating 

efficiency in heterogenous water sectors. The study makes recommendations for future studies 

that seek to do a methodological cross-checking of the three efficiency analysis techniques in 
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the water sector. Secondly, the study argues that a text-and-visuals experiment improves choice 

task clarity and yields more robust estimates. Thus, more research on the effects of presentation 

formats is required in environmental economics so that guidelines on developing valid 

presentation formats for choice tasks can be established. Finally, the study argues against the 

exclusion of fast and slow responses from the dataset; and recommends approaches for future 

studies that investigate the impact of response time on choice.  

 

Keywords: efficiency, choice experiments, status quo bias, presentation format, response time.  
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Chapter 1: Introduction 

 

1.1. Introduction 

The question of how to influence water systems towards more efficiency and more sustainable 

consumption has become a major focus in the water sector around the world and is gaining 

importance among policymakers and the general public. The water sector is highly regulated 

globally, despite a wave of reforms. According to Cabrera et al. (2018), the water sector is 

characterised by natural monopolies in many parts of the world; hence, it is highly regulated 

by governments. This high level of regulation is driven by the desire to protect the interests of 

consumers. Among the roles of water regulators, the Lisbon Charter (IWA, 2015) lists 

provisions to supervise water tariffs, oversee and promote suitable quality of service, protect 

consumer rights and conserve water.  

Policymakers have been addressing these roles – at least in part – by collecting key data. This 

data allows regulators to compare the performance of water utilities by benchmarking them, 

with the aim of nudging underperforming utilities into improving their performance. The 

policymakers’ focus in this instance is on managing water supply. Regulators also use their 

regulatory tools to nudge consumers towards water conservation. Stated-preference techniques 

such as choice experiments (CE) are useful for shedding light on water users’ preferences. This 

implies that policymakers are also involved in water demand management. Effective water 

regulation therefore requires policymakers to be involved in both supply and demand 

management. 

The literature contains a wealth of efficiency and stated-preference studies in the water sector. 

Stochastic Frontier Analysis (SFA), a parametric method, and Data Envelopment Analysis 

(DEA), a non-parametric method, are the two frontier techniques employed most often to 

evaluate and compare the performance of water utilities (see Byrnes et al., 2010; Romano and 

Guerrini, 2011; Worthington, 2014). Unlike parametric methods, DEA does not require 

definition of the functional form of the production/cost frontier (De Witte and Marques, 2010a). 

Nonetheless, DEA is a deterministic technique; and thus, cannot deal with imprecise data, or 

provide information about uncertainty (Kao and Liu, 2014). This suggests that traditional DEA 

models (Charnes et al., 1978; Banker et al., 1984) do not allow stochastic variations and 
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uncertainty in data and require that the exact values of all inputs and outputs are known. 

However, these assumptions may be incorrect, since some data cannot be measured accurately 

enough in practice (Eslami et al., 2012). In fact, uncertainty exists naturally in data that are 

collected, monitored or recorded in the water sector.  

To overcome the problems associated with traditional DEA and SFA and to take uncertainty 

into account, several extensions have been proposed; such as Monte Carlo simulation, the α-

level-based approach, the chance constraint, bootstrapping, fuzzy ranking, DEA tolerance 

(Cabrera, 2018) and the stochastic non-parametric envelopment of data (StoNED). In the case 

of water utilities, these methodologies have barely been used – with the exception of De Witte 

and Marques (2010a), who applied the order-m method to incorporate environmental variables 

into water utility efficiency assessments; and De Witte and Marques (2010b), Ananda (2014), 

See (2015) and Molinos-Senante et al. (2016), who employed a double-bootstrap DEA 

approach to compute bias-corrected efficiency scores. Each of these methodological 

approaches has its advantages and shortcomings.  

However, Bonilla et al. (2004) showed that the DEA tolerance method is simpler and quicker 

than the bootstrapping technique and leads to similar results. Moreover, Dong et al. (2017) 

found that the DEA tolerance approach is less subjective than the fuzzy approach, since it does 

not need the fuzzy sets of variables to be defined for units. Moreover, the DEA tolerance 

approach can be combined with the system of indicators proposed by Boscá et al. (2011), which 

allows units to be benchmarked in an uncertain context. StoNED, which combines the strength 

of both DEA and SFA – and hence is categorised as a semi-parametric technique – has not been 

used at all in the water sector.  

Choice experiments are also commonly used in water policy formulation to elicit preferences 

for water products and services. According to Lancsar and Louviere (2008), there is growing 

acknowledgement that CE can provide more than information on preferences, especially given 

its potential to contribute more directly to outcome measurement for applications in economic 

valuation. Almost uniquely, CE could potentially contribute to outcome measurement for use 

in both cost-benefit analysis and cost-utility analysis. 

Regulators predominantly still use traditional economic-analysis methods for benchmarking 

water utilities and eliciting water-service preferences. Techniques that extend these tools are 

increasingly being discussed, but applications remain relatively scarce in the water literature. 
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In this thesis, we progress the existing literature on these techniques by providing more robust 

methods that may prove very promising for water regulators. This research asks four research 

questions, posed to shed light on whether more robust methods are the way forward in water 

regulation.  

 

1.2. Research objectives 

The need for effective regulation for efficient water resources management policies and 

sustainable water use is well documented in the economics literature. This need is also 

emphasised in this thesis; hence, the objectives of this study are as follows:  

 

1. Chapter 2 compares empirical efficiency results from DEA, SFA and StoNED 

approaches, using the South African water sector as a case study;  

 

2. Chapter 3 tests for the effects of introducing a partially relevant status quo option aimed 

at reducing status quo bias in choice experiments; 

 

3. Chapter 4 investigates whether presenting attributes and levels as text, visuals, or text-

and-visuals generates significantly different results with respect to attribute 

interpretation, relative importance, and willingness-to-pay estimates; and 

 

4. Chapter 5 tests the effects of response time on respondents’ choices under a self-

administered face-to-face survey environment. 

 

1.3. Relevance of the study 

The relevance of this study is fourfold. Firstly, the methodological cross-checking process 

using three tools adopted to analyse efficiency in South African water utilities provides more 

robust, reliable and useful information for regulatory analysis and for policymakers. The study 

is a novel application that contributes towards bridging the gap between methodology and 

empirical practice, making it relevant to policymakers, practitioners and scholars. It uses an 
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innovative approach, and to the best of our knowledge is the first cross-checking process using 

three methods to be applied in the water sector. Furthermore, this is the first application of the 

StoNED efficiency-analysis approach in the water sector. The approach has previously been 

applied in the electricity sector, the banking sector and the agricultural sector (Eskelinen and 

Kuosmanen, 2013; Kuosmanen, 2012; Vidoli and Ferrara, 2015). 

Secondly, the study adopts a unique approach to test for the effects of introducing a partially 

relevant status quo option aimed at reducing status quo bias in choice experiments. In doing 

this, the study is one of few studies (if any) that test for the effects of reducing status quo bias 

by dividing a population based on economic segmentation, into ‘wealth’ and ‘poverty’ groups, 

and presenting each sub-population with two different choice experiments. The first treatment 

gives participants in each sub-population a series of choice sets, each with a status quo option 

that resonates with them. In another treatment, each sub-population is presented with a series 

of choice sets, each with a status quo option that does not fully reflect their current situation.  

Thirdly, the study evaluates more presentation formats than are evaluated in similar studies. In 

most cases, studies in the literature compare text to visual presentations, or text to text-and-

visuals. However, this study compares three presentation formats (i.e. written text, visuals, and 

text-and-visuals). To the best of our knowledge, this is one of the very few studies in 

environmental economics to test the impact of the way in which attribute profiles are presented. 

Similar studies are found in other disciplines – for example, housing, urban planning and 

consumer studies. Therefore, this study bridges the gap in the choice experiment literature 

regarding environmental and resource economics studies that investigate the impact of 

presentation formats and establish guidelines on developing valid presentation formats. 

Finally, in testing for response time, this study uses a self-administered face-to-face survey, 

with data captured by electronic devices. The use of electronic devices allows for the accurate 

capturing of response time. This makes our study unique, because most similar studies in the 

literature are predominantly web-based. Although convenient, web-based surveys are difficult 

to monitor, whereas researchers in face-to-face surveys can monitor the respondents’ 

involvement. This study also differs from studies that give participants time to think before 

responding. Participants completed the survey in the presence of enumerators, allowing the 

enumerators to monitor activity and ensure it was done correctly, without necessarily pacing 

the participants. 
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1.4. Proposed structure of the study 

This first chapter has established the nature of the study, introducing the objectives of and the 

relevance of the study. The research issues raised in this chapter are addressed in the following 

four chapters.  

Chapter 2 compares efficiency results from DEA, SFA and StoNED, using the South African 

water sector as a case study. The chapter presents a methodological process for cross-checking 

the use of these three efficiency-analysis tools in the South African water sector.  

Chapter 3 is an attempt to test for the effects of introducing a partially relevant status quo option 

aimed at reducing status quo bias in choice experiments. It examines the impact of the relevance 

or partial relevance of the status quo on the utility functions and marginal willingness-to-pay 

estimates. 

Chapter 4 attempts to investigate whether presentation formats matter in environmental 

economics discrete-choice experiments. The chapter tests whether presenting attributes and 

levels in text, visuals, or text-and-visuals generates significantly different empirical results.  

Chapter 5 is an attempt to test for the impact of response times on empirical estimates. It tests 

the hypothesis that fast responses reflect random decision-making and affect empirical results 

if they are not accounted for.  

Chapter 6 presents the conclusion and recommendations of the study. The chapter also 

identifies some limitations of the study and suggests areas for future research. 
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Chapter 2: Efficiency in South African water utilities: a comparison of 

estimates from DEA, SFA and StoNED 

 

 

 

Abstract 

For efficiency analysis to be useful to policymakers, the various approaches used should 

produce estimates that are consistent in identifying the best and worst firms, as well as overall 

rankings of firms in terms of their efficiency levels. This paper investigates the consistency of 

efficiency scores obtained from the data envelopment analysis (DEA), stochastic frontier 

analysis (SFA), and stochastic non-parametric envelopment of data (StoNED) methods. We 

estimate cost efficiency based on cross-sectional data from 102 South African water utilities in 

the period 2013/14. The results suggest that the StoNED method (based on the methods of 

moments estimator) outperforms SFA and DEA. However, based on the pseudo-likelihood 

estimator, SFA outperformed StoNED. Overall, the results suggest moderate consistency 

across the three methods. Based on the findings, we conclude that our results are robust. 

 

Keywords: water utilities, StoNED, DEA, SFA, frontier efficiency. 
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2.1. Introduction  

Climate change has brought renewed and increasing attention to the productivity and efficiency 

of the water sector. This has stimulated interest, which has manifested itself in the increased 

application of statistical tools to measure productivity and efficiency in the water sector. 

Policymakers in developed countries are already making use of statistical analyses of water 

systems for determining productivity and efficiency. The best-known examples are 

Switzerland, the United Kingdom (UK), the United States of America (USA), Germany, the 

Netherlands and Italy (see Baranzini et al., 2010). One of the most commonly used statistical 

tools for determining productivity and efficiency is the efficiency frontier model. 

There are generally two types of techniques used in frontier analysis, namely, non-parametric 

approaches (i.e. mathematical programming) such as data envelopment analysis or DEA (see 

Charnes et al., 1978; Farrell, 1957); and parametric (i.e. econometric) approaches, such as the 

stochastic frontier analysis or SFA (see Aigner et al., 1977; Meeusen and Vandenbroeck, 1977). 

DEA and SFA are commonly used by researchers, practitioners and policymakers when 

carrying out frontier efficiency analysis. In estimating efficiency, DEA places less emphasis 

on the shape of the efficiency frontier and is credited for its axiomatic properties that can 

accommodate a multiplicity of inputs and outputs, as well as its ability to consider returns to 

scale. On the other hand, the strength of SFA is in its ability to decompose deviations from the 

frontier into random noise and inefficiency terms. These tools are not direct competitors, but 

complement each other, due to their respective advantages.  

Since DEA and SFA use different assumptions, efficiency scores from the two methods may 

be inconsistent. Where these two techniques are used concurrently, it creates complexity as to 

which scores to adopt. In some cases, regulators use the arithmetic average of the firm-specific 

DEA and SFA efficiency estimates, whereas other regulators choose the highest out of the DEA 

and SFA estimates (see Kuosmanen, 2012; von Hirschhausen et al., 2006). However, both the 

arithmetic average and taking the highest score violate the assumptions of DEA and SFA. For 

this reason, Kuosmanen and Kortelainen (2012) developed the Stochastic Non-parametric 

Envelopment of Data (StoNED) method, which combines the axiomatic, non-parametric, 

piecewise linear DEA-style frontier with a stochastic SFA-style treatment of inefficiency and 

noise. StoNED is more robust to both model misspecification and noise, because its less 

restrictive assumptions imply a wider range of applicability. 
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Policymakers in developing and emerging economies including Asia, Africa and South 

America are now beginning to collect data that can serve as a basis for performance 

comparison, which can assist decision-makers to identify under-performing water utilities 

(Corton and Berg, 2009). An increasing number of countries are adopting performance 

appraisals to promote efficiency improvement in water provision. Performance appraisals 

almost invariably involve some form of benchmarking, or the comparison of actual 

performance versus some reference performance. Although there are various steps that can be 

used to undertake benchmarking, the process generally entails identifying relevant 

performance indicators; determining where performance should be, versus where it is at the 

time the evaluation is done (i.e. identifying performance gaps); determining the performance 

gap drivers; and designing an action plan to deal with the gaps. This process is then repeated 

continuously, as the organisation continuously improves its products and services.  

Although some developing countries have tried benchmarking, most are still lagging. Those 

that do perform benchmarking often use performance indicators, which provide the ratio of an 

input to an output and vice versa (for example, total debt to total assets, or workers to number 

of connections). Benchmarking using the ratio of one input to a single output lacks scientific 

rigour and does not accurately portray the overall performance of the utility (Greenberg and 

Nunamaker, 1987). But in developing countries, the application of rigorous and more robust 

tools such as DEA and SFA is often limited to academics.  

The main objective of this paper is to compare efficiency results between parametric, non-

parametric and semi-non-parametric approaches, using the South African water sector as a case 

study. We extend existing studies comparing frontier analysis methods by introducing a robust 

semi-non-parametric methodological tool. This methodological cross-checking process using 

three methodological tools provides more robust, reliable and useful information and 

diagnostics for regulatory analysis and policymakers. This is an innovative approach, and to 

the best of our knowledge this is one of few such studies – and, the first cross-checking process 

using three methods – to be applied to the water sector. Furthermore, this is the first application 

of the StoNED approach to the water sector. Given the recent drought in South Africa which 

resulted in water crises, the efficiency analyses for the water sector in South Africa is very 

important. 

The rest of the paper is organised into seven sections. Section 2.2 discusses the benchmarking 

methods used in the study. Section 2.3 gives an overview of the South African water sector. 
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Section 2.4 reviews some empirical literature, while Section 2.5 presents the empirical 

approach. Section 2.6 discusses the data used in the study. Section 2.7 presents and discusses 

the results. Section 2.8 concludes the study. 

 

2.2. The three frontier efficiency tools  

Benchmarking is a process of comparing the performance of one decision-making unit (DMU) 

with best practice among all peer DMUs (Zhu, 2014). Predominantly, the rationale for 

benchmarking is to promote competition, encourage information-sharing and transparency, 

give performance trends, and provide accurate information to decision-makers. Parametric and 

non-parametric efficiency analysis techniques have become strategic tools for benchmarking 

activities. Parametric techniques include corrected ordinary least squares or COLS (Winsten, 

1957), parametric programming (Timmer, 1971), and SFA. Non-parametric methods include 

convex non-parametric least squares or CNLS (Hildreth, 1954), corrected concave non-

parametric least squares or C2NLS (Kuosmanen and Johnson, 2010), DEA, and StoNED. Of 

these methods, DEA and SFA (and recently StoNED) are the most commonly used approaches 

for benchmarking utilities. In this section, we discuss these three efficiency analysis techniques.  

 

2.2.1.  Data envelopment analysis (DEA) 

DEA (Charnes et al., 1978, Farrell, 1957) constructs a non-parametric envelopment frontier 

over given data points, such that all observed points are on or below the frontier. If there are 

data on 𝐾 inputs and 𝑀 outputs on each of 𝑁 decision-making units (DMUs), for the 𝑖𝑡ℎ DMU 

these variables are represented by the vectors 𝑥𝑖 and 𝑦𝑖 respectively. The 𝐾x𝑁 input matrix (x) 

and the 𝑀x𝑁 output matrix (y) represent the data for all 𝑁 DMUs. For each DMU, the idea is 

to obtain a measure of the ratio of all outputs over all inputs, such as  𝑢′𝑦𝑖/𝑣′𝑥𝑖, where 𝑢 is 

an 𝑀𝑥1 vector of output weight and 𝑣 is a 𝐾𝑥1 vector of input weights. Optimal weights are 

selected by specifying the following mathematical problem: 
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maxu,v(u
′yi/v′xi), 

s. t.  u′yj/v
′xj ≤ 1, j = 1,2,… , N,         

 u, v ≥ 0          (2.1) 

 

The process involves obtaining values for 𝑢 and 𝑣 such that the efficiency measure of the 𝑖𝑡ℎ 

DMU is maximised (subject to the constraint that all efficiency measures are equal to or less 

than one). To avoid the problem of an infinite number of solutions, the constraint v′xi = 1 is 

imposed. The imposed constraint provides that: 

 

maxµ,v(µ
′yi), 

s. t. v′xi = 1, 
 µ′yj − v′xj ≤ 0, j = 1,2,… , N,      

 µ, v ≥ 0          (2.2) 

 

This form is called the multiplier form of the linear programming problem, where the change 

of notation from 𝑢 and 𝑣 to µ and 𝑣 reflects the transformation. When duality in linear 

programming is used, an equivalent envelopment form of the programming problem is derived. 

The equivalent envelopment form is presented as:  

 

minθ,λ θ, 

s. t. −yi + Yλ ≥ 0,         

 θxi − Xλ ≥ 0, 

 λ ≥ 0           (2.3) 

 

where 𝜃 is the scalar and 𝜆 is an 𝑁𝑥1 vector of constants. An envelopment form of this nature 

includes lesser constraints than the multiplier form (𝐾 + 𝑀 < 𝑁 + 1). The obtained value of 𝜃 

will be the efficiency score of the 𝑖𝑡ℎ DMU. This score satisfies 𝜃 ≤ 1, with a value of 1 

indicating a point on the frontier, that is, a technically efficient DMU (Farrell, 1957). Best-
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practice utilities are relatively efficient, shown by a DEA efficiency rating of θ = 1, while 

inefficient utilities are shown by an efficiency rating of less than 1 (i.e. θ < l). DEA provides 

an efficiency rating that is generally between zero and 1, interchangeably referred to as an 

efficiency percentage between the range of 0 and 100%. The DEA model proposed by Charnes 

et al. (1978) had an input orientation that assumed constant returns to scale (CRS).  

To estimate efficiency in South African water utilities, our study adopts the input-oriented 

assumption proposed by Charnes et al. (1978). However, since utilities in South Africa are 

quite diverse in terms of size, type and operating environment, we assume that they are at 

different stages of the production process. As such, we adopt the variable returns to scale (VRS) 

assumption in our DEA estimation. More precisely, we estimate an input-oriented DEA that 

assumes VRS.  

 

2.2.2. Stochastic frontier analysis (SFA) 

SFA is a parametric efficiency analysis technique that assumes a Cobb-Douglas, a log-linear 

or a translog functional form (Aigner et al., 1977; Meeusen and Van Den Broeck, 1977). The 

efficiency of DMUs is determined based on the specified functional form. The original 

formulation that is the foundation of SFA is:  

 

𝑦 = 𝛃′𝐱 + 𝑣 − 𝑢,          (2.4) 

 

where 𝑦 is the observed outcome (goal attainment), 𝛃’𝐱 +  𝑣 is the optimal frontier goal 

pursued by the DMU (e.g. minimum cost), 𝛃’𝐱 is the deterministic part of the frontier, and 

𝑣 ~ N[0, σv
 2] is the stochastic part. The two parts together constitute the stochastic frontier. The 

amount by which the observed DMU fails to reach the optimum (i.e. the frontier) is 𝑢, 

where 𝑢 = ⎹𝑈⎸and 𝑈~ N[0, σu
 2]. The stochastic cost frontier then changes to 𝑣 + 𝑢, where 𝑢 

represents inefficiency.  

Different specifications of the terms 𝑢 and 𝑣 distinguish stochastic frontier models. According 

to Aigner et al. (1977), the normal-half normal model is the basic form of the stochastic frontier 
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model. It assumes 𝑢 to be independently half-normally [N + (0, 𝜎𝑢
 2)] distributed, with the 

idiosyncratic component 𝑣 independently normally [N(0, 𝜎𝑣
 )] distributed over the observation. 

Other SFA model specifications are the normal-exponential model (where 𝑢 is independently 

exponentially distributed with variance (𝜎𝑢
 2)), and the truncated-normal model (where 𝑢 is 

independently [N + (µ, 𝜎𝑢
 2)] distributed with truncation point at 0). For the sake of simplicity, 

our study uses the normal-half normal SFA model specification to estimate efficiency in South 

African water utilities. The study estimates an SFA cost function where total operation cost of 

providing water services (𝑇𝐶𝑖) is a function of the volume of water supplied (𝑄𝑖), the length 

of the water pipes (𝑀𝐴𝐼𝑁𝑆𝑖), and the number of customers connected (𝐶𝑂𝑁𝑖). Therefore, the 

SFA functional form assumes: 

 

𝑙𝑛𝑇𝐶𝑖 = 𝛼𝑖 + 𝑙𝑛𝑄𝑖 + 𝑙𝑛𝑀𝐴𝐼𝑁𝑆𝑖 + 𝑙𝑛𝐶𝑂𝑁𝑖 − 𝑢𝑖 + 𝑣𝑖     (2.5) 

 

where 𝑣𝑖 is the noise term assumed to be in normal distribution 𝑣𝑖  ~ N[0,σv
 2]. The 𝑢𝑖 notation 

is the non-negative inefficient term (which is the distance from the observed cost to the cost on 

the frontier). The assumptions on the error term require both 𝑢𝑖 and 𝑣𝑖 to be homoscedastic. 

However, South African water utilities are diverse in size and operating environment. Such 

differences are likely to be captured in 𝑣𝑖, resulting in heteroscedasticity. But heteroscedasticity 

in 𝑣𝑖 could lead to biased estimates, while heteroscedasticity in 𝑢𝑖 leads to deceptive efficiency 

scores (Kumbhakar and Lovell, 2000). To address heteroscedasticity in an SFA function, one 

can account for the key drivers of the variation when estimating the efficiency term. This is  

done by estimating a simultaneous regression on the cost function, the inefficiency term, and 

the random noise term. This is specified as follows:  

 

𝑢𝑖 = 𝛼1 + 𝛼2𝑙𝑛𝐶𝑂𝑁𝑖 + 𝛿𝑖          (2.6) 

 

In this study, the variation in the inefficiency term 𝑢𝑖 driven by heteroscedasticity is controlled 

for by regressing 𝑢𝑖 on the total number of metered and unmetered water connections. This 

will ensure that the size of each utility is accounted for, minimising the impact of size on the 
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efficiency estimates. Likewise, we also control for heteroscedasticity in the noise term  𝑣𝑖 by 

regressing 𝑣𝑖 on the total population served by each water utility (i.e. 𝑣𝑖 = 𝛼1 + 𝛼2lnPOP𝑖 +

δ𝑖). In doing this, we control for bias estimates that could have emanated from 

heteroscedasticity in the noise term, and biased efficiency scores because of heteroscedasticity 

in the inefficiency term. 

 

2.2.3. Stochastic non-envelopment of data (StoNED)  

Developed by Kuosmanen and Kortelainen (2012), StoNED combines the axiomatic, non-

parametric, piecewise linear DEA-style frontier with a stochastic SFA-style treatment of 

inefficiency and noise. Combining a linear DEA-style frontier with a stochastic SFA-style 

treatment of inefficiency and noise makes StoNED more robust to both model misspecification 

and noise. The method has two main stages. The first stage estimates the shape of the total cost 

function using the convex non-parametric least squares (CNLS) regression, which belongs to 

the set of continuous, monotonic increasing and globally concave functions whose disturbances 

satisfy the Gauss-Markov assumptions. The second stage (which will be our focus in this study) 

estimates the expected inefficiency (𝜇), variance parameters (𝜎𝑢
2, 𝜎𝑣

2), and DMU-specific 

inefficiencies. Kuosmanen (2012) suggests we introduce a composite error term (휀𝑖 = 𝑢𝑖+𝑣𝑖), 

and linearise the cost frontier function by taking the natural logs of both sides, to obtain: 

 

𝑙𝑛𝑇𝐶𝑖 = 𝑙𝑛𝑓(𝒚𝑖) + 휀𝑖 = 𝑙𝑛𝑓(𝒚𝑖) − 𝑢𝑖 + 𝑣𝑖       (2.7) 

 

The main challenge in the least squares estimation of equation 2.7 is that the expected value of 

the composite error term is negative, due to the inefficiency term 𝑢 > 0; that is, 𝐸(𝑢𝑖) = 𝜇 >

0. Kuosmanen (2008) reiterates that the composite error term in the model violates the Gauss-

Markov properties, which can be restored by rewriting equation 2.7 as: 

 

𝑙𝑛𝑇𝐶𝑖 = (𝑙𝑛𝑓(𝒚𝑖) − 𝜇)(휀𝑖 + 𝜇) = 𝑙𝑛𝑔(𝒚𝑖) + 𝑣𝑖     (2.8)  

휀�̂� = 𝑣𝑖 − �̂�𝑢√2/𝜋 
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where 𝑙𝑛𝑔(𝒚𝑖) = 𝑙𝑛𝑓(𝒚𝑖) − 𝜇 is the average practice cost function which can be contrasted 

with the best practice cost frontier 𝑙𝑛𝑓(𝒚𝑖), while 𝑣𝑖 = 휀𝑖 + 𝜇 is the modified composite error 

term. Since 𝜇 is a constant, the average practice function 𝑙𝑛𝑔(𝒚𝑖) inherits concavity and 

monotonicity properties from the best practice function 𝑙𝑛𝑓(𝒚𝑖). The modified error term 𝑣𝑖 

satisfies the Gauss-Markov assumptions. The average practice frontier function can be 

estimated by a non-parametric regression technique such as StoNED. In the StoNED model, 

the assumption is that the cost of providing water (𝑇𝐶) by WSPs depends on a vector of outputs 

𝒚. Therefore, for each water utility, the CNLS problem is to find 𝑔 ∈ 𝐹2 that minimises the 

sum of square deviations of the average practice function, given as:  

 

𝑀𝑖𝑛
𝑓,𝑣

∑ 𝑣𝑖
2 

𝑛

𝑖=1

| 𝑙𝑛𝑇𝐶𝑖 = 𝑙𝑛𝑔(𝒚𝑖) + 𝑣𝑖              ∀ 𝑖 = 1,… , 𝑛 

s. t.  𝑔 ∈ 𝐹2         (2.9) 

 

The CNLS estimator for the water utilities cost function is obtained as the optimal solution to 

the following least squares problem, which can be solved by convex programming algorithms 

and solvers: 

 

𝑀𝑖𝑛
𝒚,𝜷,𝑣

 ∑  (𝑣𝑖
𝐶𝑁𝐿𝑆)

2
 

𝑛

𝑖=1

 

𝑠. 𝑡.    𝑙𝑛𝑇𝐶𝑖 = 𝛼𝑖 + 𝜷𝑖
′𝑙𝑛𝒚𝑖 + 𝑣𝑖

𝐶𝑁𝐿𝑆          ∀𝑖= 1,… , 𝑛  

          𝛼𝑖 + 𝜷𝑖
′𝒚𝑖 ≤ 𝛼ℎ + 𝜷ℎ

′ 𝒚ℎ                   ∀𝑖 , ∀ℎ= 1,… , 𝑛   

 𝜷𝑖 ≥ 0                                                ∀𝑖= 1,… , 𝑛 

𝑔 ∈ 𝐹2     (2.10) 

 

where 𝛼𝑖 is the intercept and 𝜷𝒊 represents the coefficient of the tangent hyperplanes, which 

can also be interpreted as the marginal costs of output variables. These coefficients are 

analogous to the multiplier weights in DEA; and in contrast to the linear regression model, they 

are specific to each DMU (Kuosmanen, 2012). Parameter 𝑣𝑖
𝐶𝑁𝐿𝑆 is the CNLS residual, the 
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CNLS estimator of 𝑔 is monotonic increasing and concave, while 휀𝑖
𝐶𝑁𝐿𝑆  does not need to be 

identically and independently distributed but is uncorrelated with outputs 𝒚 (see Kuosmanen 

and Johnson, 2010).  

After the estimation of the CNLS residuals (𝑣𝑖
𝐶𝑁𝐿𝑆), the next step – which is the basis of our 

study – disentangles inefficiency from noise by imposing more specific distributional 

assumptions. Following the basic SFA developed by Aigner et al. (1977), we assume the half-

normal distribution for the inefficiency term, and a normally distributed noise term. Usually 

the noise term is symmetrically distributed, and any skewing in the CNLS residual estimates 

can be attributed to inefficiency. According to Kuosmanen and Fosgerau (2009) it is essential 

to test if the skewing is statistically significant, in which case one can use the method of 

moments (MM) or the pseudo-likelihood (PSL) functions to estimate the variance parameters 

of the inefficiency and noise terms (𝜎𝑢
2, 𝜎𝑣

2). When MM is used, assuming a half-normal 

inefficiency term and a normally distributed noise term, the second and third central moments 

of the composite error are given by: 

 

𝑀2 = [
𝜋−2

𝜋
] 𝜎𝑢

2 + 𝜎𝑣
2,          𝑀3 = (√

2

𝜋
) [1 −

4

𝜋
] 𝜎𝑢

3.     (2.11) 

 

Based on the distribution of CNLS residuals, these moments can be expressed as; 

 

�̂�2 = ∑
(𝑣𝑖 − �̂�(𝑣𝑖))

2

𝑛

𝑛

𝑖=1

,      �̂�3 = ∑
(𝑣𝑖 − �̂�(𝑣𝑖))

3

𝑛

𝑛

𝑖=1

 . 

           (2.12) 

 

The third moment 𝑀3, which is the skewness of the distribution, depends on the standard 

deviation of the parameter 𝜎𝑢. This implies that the estimated �̂�3 should be positive in the case 

of a cost frontier. The 𝜎𝑢 parameter can be estimated as: 

 



19 

 

𝜎𝑢 = √
�̂�3

(√2 𝜋⁄ )[1−
4

𝜋
]

3
.          (2.13) 

 

Additionally, the standard deviation of the error term 𝜎𝑣 can also be estimated as follows: 

 

𝜎𝑣 = √�̂�2 − [
𝜋−2

𝜋
] 𝜎𝑢

2
2

.         (2.14) 

 

Citing Aigner et al. (1977) and Greene (2008), Kuosmanen (2012) suggests that these MM 

estimators are unbiased and consistent, but not as efficient as maximum likelihood estimators. 

Using the estimator  �̂�𝑢 from MM, the best cost frontier function 𝑙𝑛𝑓(𝒚𝑖) can be presented as: 

 

𝑙𝑛𝑓(𝒚𝑖) = 𝑙𝑛𝑔𝑚𝑖𝑛(𝒚𝑖) +  �̂�𝑢√2/𝜋         (2.15) 

 

According to Kuosmanen and Johnson (2010), this is like shifting the average practice frontier 

obtained from the CNLS by the expected value of the inefficiency term. The firm-specific 

inefficiency component 𝑢𝑖 can be inferred indirectly from Jondrow et al’s (1982) conditional 

distribution of inefficiency 𝑢𝑖 given 휀𝑖, irrespective of how the estimators of 𝜎𝑢 and 𝜎𝑣 are 

obtained. Under the assumption of a normally distributed error term and half-normally 

distributed inefficiency term, Jondrow et al. (1982) derive the conditional distribution of 𝑢𝑖 

given 휀𝑖 , and propose the conditional mean of the point estimate of 𝑢𝑖 (i.e. 𝐸(𝑢𝑖|휀𝑖)) as:  

 

�̂�(𝑢𝑖|휀�̂�) = 𝜇∗ + 𝜎∗ [
𝑓(−𝜇∗/𝜎∗)

1 − 𝐹(−𝜇∗/𝜎∗)
] 

           (2.16) 
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where 𝑓 represents the standard normal density function 𝑓(𝑥) =
1

𝜎√2𝜋
𝑒−(𝑥−𝜇)2/2𝜎2

 and 𝐹 is the 

cumulative density function. Note that (− 𝜇∗ 𝜎∗ = 휀𝜆/𝜎⁄ ) where (𝜆 = 𝜎𝑢/𝜎𝑣 ). Given the 

parameter estimates 𝜎𝑢 and 𝜎𝑣 of the conditional inefficiency obtained from the method of 

moments, the conditional mean of 𝑢 (assuming a truncated normal distribution) is given as: 
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(2.17) 

 

where 휀�̂� = 𝑣𝑖 − 𝜎𝑢√2/𝜋 is the estimate of the composite error term, and not the CNLS 

residual. The obtained conditional expected value from equation 2.17 is an unbiased but 

inconsistent estimator of 𝑢𝑖; and irrespective of the sample size, each DMU will have a unique 

value of 𝑢𝑖. Technical efficiency estimates are given by 𝑇𝐸𝑖 = 𝑒�̂�(𝑢𝑖|�̂�𝑖) (see Dios-Palomares et 

al., 2002). The TE estimates can also be estimated by defining the ratio (𝑦𝑖/𝑔(𝑥𝑖), where 

𝑔(𝑥𝑖) =  �̂�(𝑦𝑖|𝑥𝑖) + �̂� is the estimated non-parametric frontier, which can be expressed 

as 𝑔(𝑥𝑖) =  �̂�(𝑦𝑖|𝑥𝑖) +  �̂�𝑢√2/𝜋  for the method of moments. Jondrow et al’s (1982) estimates 

for �̂�𝑖 can be converted to cost efficiency measures (CE), expressed in the percentage scale by 

using CE = 100% x exp (�̂�𝑖). The range of the cost efficiency scores CE is [0%, 100%], where 

CE=100% corresponds to the cost-efficient activity level (see Kuosmanen, 2012). 

 

2.3. Benchmarking efforts in the South African water sector 

Water sectors across the world are characterised by natural monopolies. In developing 

countries, the provision of water is usually the responsibility of public entities. This is because 

water provision is not a lucrative business in the developing world, where most citizens are 

poor and access to water is considered a basic human right; hence, water in these countries is 

a public good. In developed countries, the private sector takes part in water provision. 

Nevertheless, government regulations in most of these countries still make water service 

providers monopolies (Aubert and Reynaud, 2005; De Witte and Marques, 2010). Private 
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participation in the water sector is also increasing in emerging economies (see Carvalho et al., 

2015; Estache and Rossi, 2002; Souza et al., 2007). 

Water services provision is a process involving the movement of water from source to final 

user. The process is comprised of water treatment works, storage and distribution. The delivery 

of water services is dependent on a sequential process along a value chain. Key players in the 

South African water sector value chain are the Department of Water and Sanitation (DWS), 

Water Services Providers (WSPs), Water Services Authorities (WSAs) and the final water 

users. The sequential interrelation of key players in the South African water sector value chain 

is shown in Figure 2.1. 

 

 

Figure 2.1: The water sector value chain in South Africa 

Source: Ruiters (2013) 
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In the figure, Ministry refers to the DWS, which is the custodian of the country’s water 

resources. The DWS is primarily responsible for the formulation and implementation of the 

policies that govern the water sector. The legislative mandate of the DWS is to ensure that the 

country’s water resources are protected, managed, used, developed, conserved and controlled 

in a sustainable manner that benefits all people and the environment. In pursuing this mandate, 

the DWS plays a regulatory role through setting national norms and standards for water 

services, monitoring the performance of WSAs, providing support to WSAs, and intervening 

in cases of water service delivery failure. As a regulator, the DWS develops a knowledge base 

and implements policies, procedures and integrated planning strategies for both water resources 

and services. The DWS’ regulatory role also includes supporting institutions in complying with 

existing regulations and institutional reforms, as well as enforcing set standards by way of 

incentivising performance and sanctioning non-performance. 

The authority to supply potable water is a competence of municipalities, which act as water 

utilities. A municipality accorded the responsibility of providing water services is called a 

WSA. Although South Africa has 278 municipalities, only 152 are WSAs. The Minister of 

Cooperative Governance and Traditional Affairs (CoGTA) is responsible for determining 

which municipalities qualify to be WSAs. The 152 WSAs encompass district municipalities 

that deliver within the jurisdiction of their local municipalities, and local municipalities that 

deliver within their own jurisdictions. In most cases, where a district municipality is authorised 

to provide water, the local municipalities in the area do not have such authority; and in instances 

where the local municipalities within a district are authorised, the related district municipality 

is not authorised. If the local municipality is deemed to have a large enough budget, then it is 

authorised, as opposed to the district municipality. This usually occurs when the local 

municipality is considered a ‘secondary city’ (i.e. a local municipality with a large town or city 

as its urban core). The asymmetric delivery of water services across municipalities is due to 

the incapacity of many local municipalities to deliver water services, particularly those in the 

former homeland areas1.  

Although these arrangements have some merit, the ultimate delivery of water services in the 

country can be complicated. This is apparent where WSAs have the legal option to appoint a 

third party to provide all or part of the water services on their behalf. Section 76 of the 

                                                 
1 Under the pre-1994 apartheid government, these were areas that were designated for specific black ethnic groups, 

with a high degree of political autonomy and even so-called ‘independence’ from South Africa. 
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Municipal Systems Act (Act 32 of 2000) differentiates between internal and external service-

delivery mechanisms. The former is the delivery of water services by a department, 

administrative unit or business unit within a municipality. The latter includes the partial or 

complete outsourcing or commercialising of the delivery of water services. External delivery 

of a service by an authorised WSP would include outsourcing the service to another 

municipality, municipal entity, organ of state or the private sector, through commercialising 

the delivery of the service or by public-private partnerships (PPPs).  

The need for standardised information, transparency and accountability has recently 

intensified, resulting in benchmarking efforts gaining momentum in South Africa. The primary 

goal of benchmarking is to provide key performance indicators (KPIs) that will enable utilities 

to compare their performance with the performance of other utilities and identify areas of 

improvement. However, in South Africa as in other developing countries, the conventional 

benchmarking approaches used in developed countries are not applicable in cases where water 

supply is intermittent, accessed by non-piped means, unmetered, and/or has a significant 

number of poorer customers on shared public connections (Mehta et al., 2013). Although water 

services provision is widespread in South Africa, there is a lack of data regarding the quality 

and level of service. Very little is known about how South African municipalities compare, in 

their capacity as WSAs. This is mainly due to a lack of standardised data, gaps in existing data, 

and lack of data verification.  

Earlier performance benchmarking, initiated by the South African Local Government 

Association (SALGA) in 2001, was a failure. In 2006, government made further efforts; and 

since then, much has been achieved in the monitoring of municipal service performance 

through the Blue and Green Drop Certifications. The former proactively measures aspects 

contributing to sustainable safe drinking water, while the latter identifies and develops the core 

competencies required to sustainably improve the level of wastewater management. Although 

these programmes are plausible efforts towards performance benchmarking, water sectors 

across the world use scientific benchmarking tools such as DEA and SFA (see Baranzini et al., 

2010; da Cruz, et al., 2013; Guerrini et al., 2015). These tools estimate technical and cost 

efficiency scores that are essential to performance benchmarking. In South Africa, DEA and 

SFA are only mentioned in the academic literature and have not been implemented by 

authorities for benchmarking (see Brettenny and Sharp, 2016; Tsegai et al., 2009). 
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Although WSAs are the legal custodians of water services within their jurisdictions, the 

methods used to deliver water services vary. Using scientific efficiency-analysis tools to 

benchmark municipal performance can deal with the inconsistences in the way water is 

provided across municipalities in the country. Efficiency-analysis methods can cater for 

instances where there are differences in treatment methods, or instances in which both a district 

and a local municipality are providing water, even though only the former is authorised. These 

discrepancies are accounted for in the inputs used and outputs produced, thus making technical 

and cost efficiency analysis a more accurate benchmark than other one-dimensional or ordinal 

methods. 

 

2.4. Literature review 

Most water-efficiency studies use either DEA or SFA. Over the years, studies in the literature 

have relied on DEA to estimate the efficiency of water utilities (see Brettenny and Sharp, 2016; 

Carvalho et al., 2015; Cruz, Carvalho et al, 2013; De Witte and Marques 2010; Guerrini, et al., 

2015). Although DEA is a useful efficiency-analysis tool, it is often criticised for not allowing 

random error by assuming that any deviation from the frontier is inefficiency; an assumption 

that exaggerates inefficiency if noise is present (see Coelli et al., 2005; Leleu, 2006; Simar and 

Wilson, 2008). Assuming away the noise term makes DEA biased in small samples, and 

sensitive to outliers. Because of these criticisms, several studies that estimate the efficiency of 

water utilities opt for SFA as a better tool (see Aubert and Reynaud, 2005; Baranzini et al, 

2010; Filippini et al., 2007; Horn and Saito 2011; Souza et al., 2007; Vishwakarma and 

Kulshrestha, 2010). SFA is credited for its ability to control for heterogeneity in the sample. 

However, it is often criticised for its functional form assumption, which is arbitrary and 

difficult to justify. Many commonly used functional forms fail to capture the economies of 

scope in joint production (Kuosmanen and Kortelainen, 2012). 

In order to benefit from the advantages of both DEA and SFA, there is a large body of studies 

in the literature that use both tools to estimate the efficiency of utilities (see Dong et al., 2014; 

Herwartz and Strumann, 2012; Lannier and Porcher, 2014; Zschill and Walter, 2012). Apart 

from the scholarly literature, some regulators (mostly in Europe) use both DEA and SFA to 

measure efficiency and benchmark utilities for regulatory purposes. For example, from 2008 

to 2011 the Finnish electricity regulator estimated both DEA and SFA and determined 
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efficiency improvement targets using the arithmetic average of the firm-specific DEA and SFA 

scores (Kuosmanen et al., 2013). In Germany, the electricity regulator also estimated both DEA 

and SFA scores, but chose the maximum (von Hirschhausen et al., 2006). However, both taking 

the arithmetic average and taking the highest score violate the assumptions of DEA and SFA. 

Efficiency scores from DEA and SFA are estimated based on different assumptions; using the 

scores interchangeably violates the theories underpinning the models. 

In a study that applied both DEA and SFA, Dong et al. (2014) used a panel data set of Chinese 

banks and found efficiency scores generated by SFA to be slightly higher than scores from 

DEA. The study also revealed that DEA and SFA were moderately consistent in identifying 

the best and worst quartile decision-making units regarding cost efficiency. In a different study, 

Herwartz and Strumann (2012) used DEA and SFA to examine whether hospital efficiency had 

emerged after the financial reform on spatial interdependence in Germany. Results showed that 

the SFA efficiency scores were higher than the DEA scores, reflecting that DEA identifies all 

deviations from the frontier as inefficiencies, while SFA separates inefficiency from noise.  

The complexity associated with having to choose between DEA and SFA led to the 

development of StoNED. Introduced as a replacement to DEA and SFA in the regulation of 

electricity distribution utilities in Finland, StoNED is increasingly garnering attention in the 

literature. Kuosmanen et al. (2013) compared DEA, SFA and StoNED in the context of 

regulating electricity distribution, using data from Finland. The study compared the impacts of 

methodological choices on cost efficiency estimates and acceptable cost. In the results, the 

efficiency estimates were highly correlated, while the cost targets revealed major differences. 

StoNED yielded a root mean squared error of 4%, and its precision improved as the sample 

size increased. DEA yielded a root mean squared error of 10%, but performance deteriorated 

as the sample size increased. SFA had a root mean squared error of 144%, its poor performance 

explained to be due to the wrong functional form and multicollinearity. These comparisons 

demonstrate that the choice of method has significant effects on the regulatory outcomes.  

Following the work of Kuosmanen (2012) and Kuosmanen et al. (2013), StoNED is gaining 

momentum in its use for efficiency analysis in the electricity sector. Cheng et al. (2015) 

examined the productivity development of Norwegian electricity distribution companies for 

the period 2004 to 2013. The study used DEA, SFA, and StoNED to examine productivity 

change, with the usual decompositions into efficiency change, technical change, and scale 

efficiency change. Based on the hypothesis that increasing investment and use of accounting-
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based capital costs leads to a negative bias in the productivity change estimates, analysis in the 

study was performed with and without capital costs, and results indicated a negative 

productivity development. In a different study, Li et al. (2016) applied SFA and StoNED to 

estimate efficiency for 23 Chinese power-grid companies, using data for the period 2005 to 

2009. Among other findings, the study revealed that StoNED efficiency estimates were no 

different from those estimated by the various functional forms of SFA. StoNED has also been 

applied in various other studies in the energy literature (see Dai and Kuosmanen, 2014; Johnson 

and Kuosmanen, 2015; Mekaroonreung and Johnson, 2012; Sabouhi Sabouni and Kenari, 

2014).  

The application of StoNED to estimate efficiency is also found in the literature in areas such 

as banking, agriculture, and manufacturing. Eskelinen and Kuosmanen (2013) used StoNED 

to examine the efficiency and performance of sales teams over time in a bank branch network. 

The study estimates the intertemporal sales frontier from a panel of monthly data for the years 

2007 to 2010. Using StoNED to assess the efficiency and performance development of the 

sales teams of a bank is one major contribution to the banking sector, where efficiency is central 

to sustainability. In a different study conducted in the agriculture sector, Vidoli and Ferrara 

(2015) use StoNED to estimate efficiency on Italian citrus firms. Using agricultural micro-data, 

the study maps out the overall level of efficiency, focusing on the evaluation of the differences 

observed due to the presence of contextual variables. Following a different method, Andor and 

Hesse (2014) used Monte Carlo simulations to evaluate the performance of StoNED relative to 

DEA and SFA, and found that in scenarios without noise, the rivalry is between DEA and SFA; 

while in noisy scenarios, StoNED pseudo-likelihood was a promising alternative to SFA. 

Depite StoNED being applied across various fields, a gap exists in the literature on studies that 

use the approach to estimate efficiency in the water sector. To the best of our knowledge, the 

performance of StoNED has not been tested in benchmarking water utilities. The approaches 

common in the water literature are the conventional efficiency analysis techniques (i.e. DEA 

and SFA); they have also been extensively adopted by water regulators to benchmark utilities. 

A study closer to ours is Kuosmanen et al. (2013), which compared DEA, SFA and StoNED 

in the electricity distribution sector, and found that StoNED yielded the most precise efficiency 

scores in both heterogeneous and noisy samples. 

By comparing efficiency estimates from DEA, SFA and StoNED in the South African water 

sector, our study becomes one of the first to use these three methods in the context of the water 
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sector, especially in developing countries. Developing countries are mostly associated with 

inconsistent and inaccurate data, which make it difficult to use efficiency-analysis tools such 

as DEA, SFA and StoNED that require consistent data. However, some attempts have been 

made (see Brettenny and Sharp, 2016; Carvalho et al., 2015; Souza et al., 2007; Vishwakarma 

and Kulshrestha, 2010). These studies use either DEA or SFA, and report inefficiencies in the 

water utilities of developing countries. Considering that no study has used StoNED to compare 

the consistency of water efficiency levels, our study extends the current literature in that arena.  

 

2.5. Empirical approach 

Water provision is a process involving several operational costs (Filippini et al., 2007). To 

characterise the process, it is essential to assume the existence of a mathematical relationship 

between water supply inputs and outputs. Water provision costs (in the case of South African 

water utilities) include bulk water purchases, labour, interest on capital, depreciation of fixed 

assets, and other general expenditure, such as fuel and oil, printing and stationery, and hiring 

of plant equipment. We aggregate these cost components into one total operation cost variable 

denoted by 𝑇𝐶𝑖. We then use cost frontier models to relate  𝑇𝐶𝑖 to output variables that 

influence each utility’s cost structure. Output variables in this study are the volume of water 

supplied (𝑄𝑖), length of water pipes (𝑀𝐴𝐼𝑁𝑆𝑖), the number of connections (𝐶𝑂𝑁𝑖), and the 

population (𝑃𝑂𝑃𝑖), which is an exogenous variable. Therefore, our study assumes the cost 

frontier model to be: 

 

𝑇𝐶𝑖 = 𝑓(𝑄𝑖
𝛼𝑀𝐴𝐼𝑁𝑆𝑖

𝛽
𝐶𝑂𝑁𝑖

𝛾
𝑃𝑂𝑃𝑖

Ω). 𝑒𝑥 𝑝(𝑣𝑖 + 𝑢𝑖)      (2.18) 

 

where 𝑢𝑖 is a random variable representing the cost inefficiency of the water utility 𝑖, 𝑣𝑖 is a 

stochastic noise term that captures the effects of measurement errors, omitted variables and 

other random disturbances, and 𝛼, 𝛽, 𝛾, Ω are parameters to be estimated. When the vector 𝒚 is 

used to represent the output variables 𝑄,𝑀𝐴𝐼𝑁𝑆, 𝐶𝑂𝑁 and exogenous variable 𝑃𝑂𝑃, equation 

2.18 can be written as: 
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𝑇𝐶𝑖 = 𝑓(𝒚𝑖). 𝑒𝑥𝑝(𝑣𝑖 − 𝑢𝑖)         (2.19) 

 

If a composite error term 휀𝑖 = 𝑣𝑖 − 𝑢𝑖, which consists of an inefficiency term 𝑢 > 0, and a 

random parameter term 𝑣 = 0 is introduced, and the cost function is linearised in logs, then 

equation 2.19 will be rewritten as: 

 

𝑙𝑛𝑇𝐶𝑖 = 𝑙𝑛𝑓(𝒚𝑖) + 휀𝑖 = 𝑙𝑛𝑓(𝒚𝑖) − 𝑢𝑖 + 𝑣𝑖       (2.20) 

 

The cost function presented in equation 2.20 is estimated using DEA, SFA and StoNED. For 

DEA, we estimate an input-oriented DEA that assumes VRS. In doing this, we first estimate 

efficiency scores for the whole sample (consisting of all water utilities in the sample). Then we 

group utilities based on their sizes and estimate efficiency scores for each category. Grouping 

utilities is essential, since DEA is very susceptible to the influence of outliers (Banker, 1993). 

The South African water sector has variations in the sizes and operating environments of 

utilities; as such, categorisation is essential. Efficiency estimates from pooled data are 

compared to those derived from grouped utilities. Eventually, DEA efficiency scores will be 

compared to scores from the other two methods. 

SFA is used for two main purposes. Firstly, to present the stochastic cost frontier to show the 

impact of output variables on the input variable. When doing this, we also control for 

heteroscedasticity in both the noise and the inefficiency terms. This is essential, because 

heteroscedasticity in the noise term can result in biased estimates; while heteroscedasticity in 

the inefficiency term can lead to misleading efficiency scores (Kumbhakar and Lovell, 2000). 

Secondly, we report on the efficiency scores for each water utility from the SFA model. SFA 

efficiency scores are then compared to those estimated using the other two methods. 

StoNED has two main process stages: the first stage estimates the shape of the cost function, 

while the second stage estimates inefficiencies (Kuosmanen et al., 2013). This study does not 

report on the shape of the cost frontier but presents results on the utility-specific efficiency 

scores, which are then compared to estimates from the other two models. This approach is in 

line with the objective of the study. We present results from both the MM and PSL estimators 
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of StoNED; but for further analysis, we adopt the estimator with efficiency scores that have 

less variance around the mean. Kuosmanen (2012) suggests that the MM is unbiased and 

consistent, while Andor and Hesse (2014) suggest that PSL gives more robust estimates. 

Therefore, for the StoNED model we present scores from both MM and PSL, and subsequently 

compare their variance around the mean. A complete list of all DMU-specific efficiency scores 

will be presented for DEA, SFA and StoNED – that is, in addition to the separate comparison 

of efficiency scores for big and small water utilities. 

 

2.6. Raw data 

The sample in our study comprises cross-sectional data for the 2013/4 period for 102 water 

utilities. This implies that we have just one (i.e. annual) observation per utility. We could not 

include all 152 water utilities, due to missing data; nor could we use panel data for other 

periods, due to too many gaps in the dataset. The period we are using for our analysis had the 

most complete data. The sample is representative of city, big-town, small-town and rural South 

African water utilities. As is the case in Dong et al. (2014), which follows the intermediation 

approach (defining input and output variables), treating Chinese banks as multi-product firms 

that employ inputs 𝑋𝑖 at given prices 𝑊𝑖 that minimise total costs TC to produce outputs 𝑄𝑖 , 

this study treats South African water utilities in exactly the same manner. Our study uses a 

single input  (𝑇𝐶𝑖) with three outputs (𝑄𝑖 , 𝑀𝐴𝐼𝑁𝑆𝑖 , 𝐶𝑂𝑁𝑖) and an environmental variable 

(𝑃𝑂𝑃𝑖), used to control for heterogeneity in the operating environments of the utilities2. 

(Similar variables are also used in Kuosmanen (2012), in the context of electricity distribution 

utilities).  

Total cost (TC) is the total water-related operating cost3 for each water utility. The total cost 

data is expressed in South African Rands4, and comprises both direct and indirect costs 

resulting from bulk water purchases, labour, interest on capital, depreciation of fixed assets, 

and other general expenditure. In the context of this study, total cost is used as the only input 

                                                 
2 In the context of this study, a water utility refers to a WSA that provides water services to final users. 
3 A water utility typically distributes water and other related services, such as wastewater treatment. However, in 

the case of South Africa, this is the responsibility of a local municipality. A local municipality provides various 

services such as refuse removal, electricity, roads and storm water drainage, and street lighting. Considering local 

municipalities incur costs for all services provided, we are interested in this study only in “water-related” costs, 

hence the use of that term. Non-water-related operating costs therefore includes costs incurred towards provision 

of street lights, municipal roads and electricity. 
4 The Rand is the South African currency. As at 24 October 2018, US$1 = ZAR14.30. 
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variable, and water utilities are expected to minimise cost, given output variables. The rationale 

for using operating cost is motivated by the reality that operating cost gives a true reflection of 

the actual costs of running a water services department each year.  

Water output (Q) is the total quantity of water supplied by each water utility. The authorised 

consumption expressed in kilolitres (kl) per annum is used to account for water output. 

Authorised consumption is defined by the DWS as the total volume of metered and/or non-

metered water taken by registered customers, the water supplier itself, or others who are 

implicitly or explicitly authorised to do so by the water supplier. Water output is used in this 

study as one of the three output variables. Water utilities buy bulk raw water from water boards 

and are charged per kilolitre for the quantity bought. Hypothetically, the higher the quantity of 

water supplied by a utility, the higher will be the total costs, ceteris paribus. Therefore, utilities 

are expected to minimise the cost of providing water services, given a certain quantity supplied.  

Total connections (CON) is the total number of metred and non-metered water connections for 

each utility. The connections variable shows the number of water consumer units for a water 

utility and is used as one of the three output variables. Hypothetically, more connections for a 

utility implies more consumer units, which may result in higher costs of providing water 

services, ceteris paribus. Therefore, the rationale for each water utility is to minimise its cost 

given a certain number of water connections.  

Length of mains (MAINS) is the total length in kilometres of the water pipes owned by each 

water utility during the year. This shows the distance that the water moves, from point of 

extraction to the last consumer for each water utility. The variable is used as one of the three 

output variables. Hypothetically, utilities with longer pipe networks incur more costs from 

water losses and from transporting water over long distances. As such, water utilities are 

expected to minimise the cost of providing water according to the length of the pipe network.  

Population (POP) is the number of people served by each utility. The hypothesis is that the 

total cost of providing water services is likely to be higher for utilities with higher population 

figures. Arbitrary higher total cost figures for utilities with lower population numbers may be 

attributed to inefficiency, ceteris paribus. The population figures express the size of each 

utility’s distribution network. As such, this variable is used as an exogenous variable necessary 

to control for heterogeneity. In the literature, population is used extensively to control for 
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heterogeneity (see Baranzini et al., 2010; Filippini et al., 2007; Tsegai et al., 2009). The figure 

below shows the map of where the utilities (i.e. municipalities) are located. 

 

Figure 2.2: Map of where South African district municipalities are located  

Source: Wabiri et al. (2016) 

 

The analyses in the study are based on a sample of South African water utilities depicted in the 

figure above. The district municipalities depicted in the figure are further divided into various 

local municipalities which are also included in our analyses. Summary statistics of all the 

variables used in the analysis are presented in Table 2.1.  
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Table 2.1: Descriptive statistics 

Variable Description Mean Std. Dev Min Max 

TC  Total cost in thousands of Rands  286,000   813,000   990   5,380,000 

Q Quantity of water in thousands of kilolitres  22,700   56,700   350.4  352,000  

CON Total number of connections  73,543   130,269   2,306  713,143  

MAINS Length of mains in kilometres  1,485   2,593   46   12,479  

POP Population served in thousands  413.3   801.2  10.6  4,500 

Notes: Observations (N) =102.  

 

The table above reveals that water distribution in South Africa is heterogeneous. The 

distinctions in size are evident from the statistics provided. Our sample contains all the 

categories of water utilities (i.e. city, big-town, small-town and rural water utilities). These 

categories vary in terms of size, operational environment, and resources. City and big-town 

water utilities serve huge populations, because they have urban cores that are highly populated 

due to urbanisation, which is prevalent in South Africa. On the other hand, utilities serving 

small towns and rural areas are relatively poor and have low densities in terms of population 

distribution. For such utilities, population levels may be relatively less and the number of water 

connections relatively few. However, the length of the mains and the total cost of providing 

water services may be relatively larger, because water is distributed across widely spaced 

household units. 

There are statistical variations in the sample suggesting heterogeneity. For example, the total 

cost of providing water varies from R990,000 to R5.38 billion, while the quantity of water 

supplied by utilities varies from 350,400 kilolitres to 352 million kilolitres. The number of 

water connections within the sample varies from 2,306 to 713,143, while the total length of 

water pipes varies from 46 kilometres to 12,479 kilometres. The population statistics also show 

evidence of heterogeneity, varying from 10,578 people to 4.5 million people. Total costs are 

higher in large water utilities, due to larger population sizes and many connections.  

The implication of these variations is that they affect the selection of efficiency-analysis tools, 

and how the selected tools are used. The most applicable estimation tools in such heterogeneous 

samples are SFA and StoNED, because of their ability to separate and control for noise (Andor 

and Hesse, 2014; Kuosmanen et al., 2013). If one decides to use DEA, as Brettenny and Sharp 

(2016) did, one needs to carefully separate water utilities according to their sizes and operating 

environments. This is because DEA is more susceptible to the influence of outliers (Banker, 
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1993), and is likely to make utilities serving lower population numbers appear relatively more 

efficient, while utilities serving higher population numbers are deemed relatively less efficient. 

This is probably due to smaller utilities with smaller inputs being compared to larger utilities. 

Such results highlight the importance of accounting for utility size, given the heterogeneous 

nature of South African water utilities.  

Sample size has been identified as one important factor influencing the performance of 

efficiency estimation methods (Andor and Hess, 2014). Where smaller samples are used, more 

variables should be included for each DMU, as a measure to increase the number of 

observations. One major weakness of few observations is that it becomes hard to get coefficient 

estimates with small standard errors in parametric modelling like SFA. On the other hand, DEA 

is affected by a variation in sample size, but the direction of the effect depends on the 

underlying scenario. Andor and Hess (2014) explain that in scenarios without noise, the 

performance of DEA improves with an increasing number of DMUs, while it deteriorates with 

a growing number of DMUs in noise scenarios. For StoNED, computations with more than 300 

observations can take several days (see Kuosmanen, 2012; Andor and Hess, 2014). As such, 

the number of observations for this study may be deemed fewer for DEA but are relevant for 

real-world application of SFA and StoNED.  

 

2.7. Results and discussion 

This section presents the estimated results using the three models defined previously: the SFA, 

DEA and StoNED. The results are presented in four main steps. Firstly, we report on the 

summary statistics of the efficiency scores generated by each method. It is imperative to note 

that here, we present summary statistics for scores from an SFA model, two StoNED models 

(MM and PSL), and three DEA models (whole sample, big water utilities, and small water 

utilities). Secondly, we show the distribution of utility-specific scores around the mean for all 

methods.  

After the first and second steps, we compare the standard deviations of the two StoNED 

methods (MM and PSL) and adopt the method with less variation for further analysis. The 

standard deviation is essential for showing how well each model controls for heterogeneity, 

where less variation around the mean efficiency score implies the model’s ability to control 

heterogeneity. Thirdly, we present the frequency distribution of scores for each model by 
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analysing the frequency of utilities below the mean efficiency score of each method, and the 

frequency of those above the mean. Finally, we group utilities into big and small water utilities 

and then compare the scores of each group for all models. 

We extracted efficiency scores for each water utility from the SFA model and compared the 

SFA efficiency scores to those estimated using DEA and StoNED. Our study estimated an 

input-oriented DEA, which assumes VRS (because water utilities are at different levels of 

production). Since DEA is susceptible to the influence of outliers (Banker, 1993), we group 

utilities using their categories into big and small utilities and estimate efficiency scores. This 

allows for a comparison of water utilities of similar sizes. However, for consistency with the 

other estimation models used in this study, we also pooled all the utilities together and used 

DEA to estimate efficiency scores, which were then compared to those from big and small 

utilities as well as SFA and StoNED. For the StoNED analysis, we used both the MM and the 

PSL techniques. Summary statistics of the efficiency scores based on each method are given in 

Table 2.2. 

 

Table 2.2: Summary statistics of efficiency scores based on method 

 StoNED 

(MM) 

StoNED 

(PSL) 

SFA DEA  

(All utilities) 

DEA  

(Big utilities) 

DEA  

(Small utilities) 

Mean 0.681 0.529 0.662 0.447 0.587 0.461 

Minimum 0.396 0.018 0.223 0.095 0.154 0.104 

Maximum 0.762 0.724 0.896 1.000 1.000 1.000 

Std. Dev 0.079 0.146 0.139 0.280 0.256 0.289 

 

The table shows average efficiency scores for the 102 water utilities ranging from 0.447 in 

DEA to 0.681 in StoNED MM. Using the StoNED MM estimate, the average efficiency score 

is interpreted to mean that on average, water utilities in the sample are 68% efficient (i.e. 32% 

inefficient). This implies that utilities could reduce their operating costs by 32% and still afford 

to supply the same quantity of water, serve both the same population, and number of 

connections. When utilities are grouped together, the DEA average efficiency estimate is 45%, 

which is almost the same as the average estimate for small utilities (i.e. 46%), but less than the 

average estimate for big utilities, which is 59%.  
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In terms of standard deviation statistics, which express how much utility-specific efficiency 

scores vary from the mean score, the StoNED MM function reported the lowest standard 

deviation, of 0.079; followed by SFA, with a standard deviation of 0.139. In this regard, SFA 

performed better than the more sophisticated StoNED PSL. This confirms the findings in 

Andor and Hess (2014) that in noise samples, there is competition between StoNED PSL and 

SFA. Furthermore, it justifies why pioneering studies on StoNED, such as Kuosmanen et al. 

(2013) and Cheng et al. (2015), used the MM function. DEA reported the most variations which 

are similar across all three DEA categories. Based on the variations observed, the StoNED MM 

method performed better than the other models.  

Although the summary statistics presented in Table 2.3 above give a clear snapshot of the 

performance of the three models, it is equally essential to examine how the efficiency scores 

for all the 102 water utilities in our sample were distributed around the mean. To do this, we 

graphically illustrate all utility-specific efficiency scores extrapolated from the three analysis 

models. For the DEA scores, we use estimates from the combined (pooled) sample. The 

distribution of the efficiency scores for all water utilities around the mean is presented in Figure 

2.3. 
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Figure 2.3: Distribution of efficiency scores around the mean 

 

Panel B: DEA 

Panel C: StoNED MM 

Panel D: StoNED PSL 

Panel A: SFA 
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The figure shows less variation around the mean in StoNED MM efficiency scores, followed 

by SFA. This is coherent with the summary statistics presented earlier in Table 2.2. The 

variation in scores generated by DEA was expected, because we took estimates for the whole 

sample; yet the method does not account for heterogeneity. Rather, DEA identifies the best-

performing utilities in the sample, then compares the other utilities to the best-performing ones 

(see Charnes, et al., 1978; Farrell, 1957). This would then make smaller utilities with smaller 

populations and fewer connections appear more efficient compared to bigger utilities. 

Regarding StoNED, the theory assumes the PSL function to be more efficient than the MM 

function in estimating efficiency scores (see Fan et al., 1996). However, our estimates in both 

Figure 2.3 and Table 2.2 above show MM performing better than PSL in terms of variation 

from the mean efficiency score. Since the StoNED MM scores show less standard deviation 

relative to PSL scores, our subsequent analysis will be based on StoNED MM scores. 

To gain more insight into each estimation technique, we present the frequency distribution of 

utilities with efficiency scores below the model’s mean score, as well as the frequency of 

utilities with scores above the model’s mean. This implies that scores from each model are 

compared to the mean for the model. The results are presented in Figure 2.4 below. 

 

 

Figure 2.4: Frequency distribution of utilities below and above model average score  
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of the utilities are more than 68.1% efficient under StoNED. On the other hand, SFA results 

show an even distribution of utilities across the two categories. Each of the two categories had 

51 utilities. That is, 50% of the utilities reported efficiency scores below SFA’s mean of 0.662. 

SFA results were somewhat coherent with those reported in StoNED. In fact, DEA reported 

the most inconsistent results relative to the other models. DEA scores show 64 utilities below 

the model’s mean of 0.447, implying that 63% of the utilities reported efficiency estimates 

below 44.7% under DEA5. 

Since our main aim is to estimate the efficiency scores for each utility given the three methods, 

it is essential to present the estimated efficiency scores for each utility, using each method. 

Since we have a relatively large sample of 102 utilities, we therefore present efficiency scores 

for selected utilities from the sample. To give an intuitive snapshot of our diverse sample, we 

present a range of scores, from both big utilities (in cities and big towns) and small (in small 

towns and rural areas). The chosen utilities were randomly selected from the total of 102, and 

they cover the nine South African provinces6. Table 2.3 presents efficiency scores for these 

selected utilities. 

 

 

 

 

 

 

 

 

                                                 
5 Further analysis revealed that 5 utilities in StoNED, 3 utilities in SFA and 67 utilities in DEA recorded efficiency 

scores below 50%. Further analysis of the distribution of DEA scores reported for big and small utilities show 

that 56% of the former had scores below the mean, while 67% of the latter had scores below the mean. 
6 A complete list of the efficiency scores for all the water utilities of the sample is given in Appendix 2.1. 
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Table 2.3: Efficiency scores for selected municipalities using the three estimation methods 

Big water utilities 
 

Small water utilities 

Utility StoNED SFA DEA 
 

Utility StoNED SFA DEA 

Nelson Mandela Bay 0.653 0.867 0.309 
 

Camdeboo 0.644 0.647 0.272 

Buffalo City 0.717 0.803 0.517 
 

Ikwezi 0.737 0.443 1.000 

Amathole 0.762 0.508 1.000 
 

Sunday's River 0.663 0.609 0.320 

Chris Hani 0.557 0.382 0.960 
 

Baviaans 0.718 0.489 0.692 

Joe Gqabi 0.724 0.223 1.000 
 

Kouga 0.722 0.642 0.219 

Mangaung 0.722 0.789 0.546 
 

Kou-kamma 0.688 0.593 0.335 

City of Johannesburg 0.735 0.843 1.000 
 

Tsolwana 0.696 0.564 0.398 

City of Tshwane 0.700 0.883 0.666 
 

Tswelopele 0.588 0.691 0.249 

Ekurhuleni Metro 0.718 0.863 0.823 
 

Setsoto 0.649 0.706 0.275 

eThekwini Metro 0.728 0.850 0.996 
 

Mantsopa 0.680 0.623 0.411 

Ugu 0.720 0.765 0.518 
 

Richtersveld 0.712 0.461 0.988 

Umgungundlovu 0.663 0.812 0.331 
 

Karoo Hoogland 0.628 0.535 0.976 

Uthukela 0.686 0.819 0.207 
 

Umsobomvu 0.729 0.361 0.911 

Amajuba 0.623 0.805 0.230 
 

Thembelihle 0.700 0.482 0.872 

Uthungulu 0.700 0.791 0.569 
 

Siyathemba 0.729 0.464 0.756 

iLembe 0.737 0.696 0.563 
 

!Kai! Garib 0.693 0.582 0.398 

Mopani 0.594 0.896 0.133 
 

!Kheis 0.700 0.578 1.000 

Vhembe 0.701 0.828 0.494 
 

Tsantsabane 0.664 0.532 0.708 

Capricorn 0.641 0.845 0.196 
 

Dikgatlong 0.755 0.365 0.987 

City of Cape Town 0.720 0.860 0.852 
 

Gamagara 0.715 0.593 0.375 

Average score 0.690 0.756 0.596  Average score 0.691 0.548 0.607 

 

The table shows that the average efficiency scores for the selected big utilities lie in the range 

0.596 to 0.756, while those for small utilities lie in the range 0.548 to 0.691. StoNED reported 

no major differences in the average scores for both big and small utilities. However, SFA 

reported big utilities to be more efficient (with an average efficiency score of 0.756, i.e. 75.6%) 

than small utilities (with an average efficiency score of 0.548, i.e. 54.8%). On the other hand, 

DEA reported small utilities to be relatively more efficient than big utilities. However, in the 

case of DEA the margin is not as large – small utilities are on average 60.7% efficient, while 

big utilities are on average 59.6% efficient. This revelation shows increasing returns to scale 

among water utilities. 

Regarding the actual utility-specific efficiency scores, in many instances DEA reported very 

high scores (such as 100% efficiency) or very low scores, relative to the other methods. By 

contrast, StoNED estimates lay mostly in between the DEA and SFA scores. For example, for 
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Nelson Mandela Bay, DEA reported an efficiency score of 0.309 while SFA reported a score 

of 0.867; StoNED was in between, with 0.653. The same trend is observed in utilities that were 

100% efficient according to DEA. One example is Ikwezi, with a DEA score of 1, an SFA 

score of 0.443 and a moderating StoNED score of 0.737. In addition to the Nelson Mandela 

Bay and Ikwezi, the same trend is generally observed in other water utilities including Chris 

Hani, Joe Gqabi, Mopani, Capricorn, Richtersveld, and Tswelopele. StoNED proved to be 

more robust in estimating efficiency scores for our sample. This finding agrees with 

Kuosmanen et al. (2013), in which DEA, SFA and StoNED were compared and StoNED 

yielded the most precise results. 

The efficiency scores reported in this study are consistent with those reported in the  literature 

where DEA and SFA are used to estimate the efficiency of water utilities (see Brettenny and 

Sharp, 2016; Estache and Rossi, 2002; Horn and Saito, 2011). Brettenny and Sharp (2016) used 

an input-oriented DEA and estimated efficiencies for 88 South African water utilities and 

revealed average efficiency scores of 0.636 for urban water utilities and 0.526 for rural water 

utilities. As for scores from international water utilities, South African scores are comparable 

to those presented in Horn and Saito (2011), in which efficiencies were estimated for 831 

Japanese utilities using SFA and the average scores were between 0.596 and 0.621. Similarly, 

Estache and Rossi (2002) SFA and estimated efficiencies for water utilities in Asia and the 

Pacific region. The study found the average efficiency to be within the range 0.72 to 0.78 in 

Bangkok, 0.66 to 0.69 in Beijing, 0.70 to 0.77 in Delhi, 0.66 to 0.77 in Hong Kong, 0.24 to 

0.35 in Jakarta, 0.83 to 0.87 in Kuala Lumpur, and 0.74 to 0.75 in Singapore, among many 

others. These results indicate that South African water utilities compare well to international 

utilities. 

After estimating efficiency scores, several efficiency analysis studies in the literature proceed 

to regress the estimated efficiency scores against the output variables. This practice is common 

in studies that use a two-stage DEA approach, as researchers try to ascertain the drivers of 

efficiency scores (see Dunghana et al., 2004; Lannier and Porcher, 2014; Ren, Li and Guo, 

2017; Sharma et al., 1999; Zschill and Walter, 2012). According to Battese and Coelli (1995), 

one way of doing this is by including the variables in the stochastic frontier model, as presented 

earlier in the study. The advantages of this approach are explained in Kumbhakar and Lovell 

(2000). We followed this approach; the impact of the output variables on total cost were 

presented earlier, in the SFA model results.  
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2.8. Conclusion 

In this paper, we employ parametric (SFA), non-parametric frontier (DEA) and semi-non-

parametric (StoNED) approaches on a sample of South African water utilities, for 

methodological cross-checking purposes. In many developing countries there is a need to 

introduce rigorous benchmarking of the water sector, due to the low operational efficiency of 

existing public water utilities. As climate change intensifies, and competition increases 

between different needs for water, inefficiencies in the water sector in developing countries 

such as South Africa are bound to rise significantly. Efficiency gains is a potential adaptation 

strategy that the water sector could use to address several emerging trends driven by climate 

change. Using the three efficiency analysis techniques, our study reports four key findings. 

Firstly, a comparison of standard deviations revealed that StoNED MM had the least standard 

deviation, followed by SFA, which outperformed StoNED PSL. DEA reported the most 

variations, which were similar across all three DEA categories employed in the study. Standard 

deviation is a key measure of robustness in the context of this study, as it expresses how much 

utility-specific efficiency scores within the given sample vary from the mean score. A 

technique that produces the least variation is deemed more robust, as it manages to control for 

heterogeneity in the sample. In this study DEA remained susceptible to outliers, even when we 

separated utilities and categorised them according to size. 

Secondly, we observed that while SFA efficiency scores were distributed evenly, most utilities 

recorded scores above the model’s mean under StoNED while most utilities reported scores 

below the model’s mean under DEA (this was consistent even when utilities were grouped into 

big and small). Precisely, 65% of utilities had efficiency scores above the method’s mean of 

0.681 under StoNED while in SFA, 50% of the utilities reported efficiency scores above 

model’s mean of 0.662. For DEA, only 37% of the utilities reported efficiency scores above 

the model’s mean of 0.447. Another key observation regarding DEA is on its mean efficiency 

score which was below 50% efficiency. Further analysis revealed that 67 utilities under DEA 

had efficiency scores below 50%. This is consistent with the theory that DEA does not account 

for noise but treats any deviation from the frontier as inefficiency. 

Thirdly, for most of the utilities, efficiency scores estimated using the StoNED model 

moderated those from DEA and SFA. Where DEA gave a higher efficiency score and SFA 

gave a lower efficiency score (and vice versa), StoNED usually gave a median score for the 
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two. This trend was observed in most of the utilities in the sample. Fourthly, we observed some 

key empirical observations from the results. We noted that inefficiencies exist in the provision 

of water in South Africa. Average efficiency scores reported for the sample were 0.447 (DEA), 

0.662 (SFA), 0.681 (StoNED MM) and 0.529 (StoNED PSL). After grouping utilities into big 

and small categories, we observed little variation between the average scores from big and 

small utilities using StoNED. However, SFA reported that big utilities were more efficient 

(75.6% efficient on average) than small utilities (54.8% efficient on average), whereas DEA 

reported that small utilities were more efficient than big utilities. 

Based on the performance of StoNED MM relative to the other techniques, we join other 

studies in the literature in arguing that this method is more appropriate for heterogeneous 

samples. StoNED MM controls heterogeneity well and leads to efficiency estimates with low 

standard deviations even in noisy scenarios. Where StoNED MM cannot be used, we argue that 

SFA is the next-best efficiency-analysis tool for noisy samples. Our study shows that the use 

of DEA – even when water utilities are grouped according to size – is not ideal in heterogeneous 

samples. Utilities in developing countries operate in very distinct environments with hugely 

distinct budgets. In consequence, benchmarking such utilities requires using techniques that 

can control for heterogeneity.  

One of the weaknesses of our study is that it focused only on the second stage of StoNED, 

which estimates utility-specific efficiency scores. We recommend that future studies wishing 

to compare DEA, SFA and StoNED in the water sector should include other forms of 

distribution for SFA, e.g. exponential and truncated distributions. Our study only used the half-

normal distribution. Regarding DEA, we recommend that future studies also test other forms 

of returns to scale. Our study focused only on an input-oriented VRS, because South African 

municipalities are different and are expected to be at different levels of production. 
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Appendix 2.1: Efficiency scores for all water utilities 

 

Table A1: Efficiency scores for all utilities using the three methods 

 

Category7 StoNED MM StoNED PSL SFA DEA 

Nelson Mandela Bay A 0.653 0.455 0.867 0.309 

Buffalo City A 0.717 0.589 0.803 0.517 

Camdeboo B3 0.644 0.440 0.647 0.272 

Blue Crane Route B3 0.723 0.604 0.580 0.385 

Ikwezi B3 0.737 0.641 0.443 1.000 

Makana B2 0.714 0.583 0.647 0.265 

Ndlambe B3 0.742 0.655 0.582 0.300 

Sunday's River Valley B3 0.663 0.474 0.609 0.320 

Baviaans B3 0.718 0.591 0.489 0.692 

Kouga B3 0.722 0.602 0.642 0.219 

Kou-kamma B3 0.688 0.523 0.593 0.335 

Amathole C 0.762 0.724 0.508 1.000 

Inxuba Yethemba B3 0.443 0.018 0.350 1.000 

Tsolwana B3 0.696 0.541 0.564 0.398 

Chris Hani C 0.557 0.126 0.382 0.960 

Gariep B3 0.447 0.176 0.733 0.325 

Joe Gqabi C 0.724 0.599 0.223 1.000 

Mangaung A 0.722 0.602 0.789 0.546 

Letsemeng B3 0.730 0.622 0.578 0.568 

Kopanong B3 0.762 0.724 0.550 0.511 

Tswelopele B3 0.588 0.349 0.691 0.249 

Matjhabeng B1 0.710 0.572 0.751 0.222 

Setsoto B3 0.649 0.449 0.706 0.275 

Dihlabeng B2 0.608 0.379 0.768 0.137 

Mantsopa B3 0.680 0.507 0.623 0.411 

Moqhaka B2 0.630 0.416 0.767 0.129 

Ngwathe B3 0.624 0.406 0.749 0.151 

Metsimaholo B2 0.750 0.679 0.634 0.369 

Mafube B3 0.620 0.398 0.686 0.289 

City of Johannesburg A 0.735 0.634 0.843 1.000 

City of Tshwane A 0.700 0.550 0.883 0.666 

Ekurhuleni Metro A 0.718 0.591 0.863 0.823 

Emfuleni B1 0.717 0.589 0.821 0.542 

Midvaal B2 0.761 0.716 0.577 0.405 

Lesedi B3 0.723 0.604 0.612 0.331 

Mogale City B1 0.748 0.671 0.622 0.644 

Randfontein B2 0.704 0.558 0.720 0.178 

Westonaria B2 0.759 0.716 0.580 0.398 

Merafong City B2 0.762 0.723 0.643 0.347 

                                                 
7 Category A is metropolitan municipalities, category C is district municipalities, and category B is local 

municipalities. Local municipalities are further classified into category B1 (municipality with a large town or city 

as its urban core), category B2 (municipality with a medium town as its urban core), category B3 (municipality 

with a small town as its urban core), and category B4 (municipality with no urban core). In the context of this 

study, categories A, C, B1 and B2 are large water utilities, while categories B3 and B4 are small water utilities. 
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eThekwini Metro A 0.728 0.618 0.850 0.996 

Ugu C 0.720 0.596 0.765 0.518 

The Msunduzi B1 0.724 0.607 0.724 0.494 

Umgungundlovu C 0.663 0.474 0.812 0.331 

Uthukela C 0.686 0.521 0.819 0.207 

Newcastle B1 0.743 0.657 0.626 0.607 

Amajuba C 0.623 0.404 0.805 0.230 

City of uMhlathuze B1 0.747 0.670 0.656 0.851 

Uthungulu C 0.700 0.550 0.791 0.569 

iLembe C 0.737 0.640 0.696 0.563 

Mopani C 0.594 0.357 0.896 0.133 

Vhembe C 0.701 0.553 0.828 0.494 

Polokwane B1 0.680 0.507 0.792 0.212 

Capricorn C 0.641 0.435 0.845 0.196 

Lephalale B3 0.412 0.144 0.843 0.104 

Mogalakwena B2 0.746 0.667 0.504 0.526 

Msukaligwa B2 0.703 0.556 0.643 0.252 

Govan Mbeki B1 0.710 0.573 0.739 0.238 

Emalahleni (MP) B1 0.644 0.441 0.815 0.133 

Steve Tshwete B1 0.679 0.507 0.733 0.178 

Dr J S Moroka B4 0.604 0.373 0.810 0.137 

Mbombela B1 0.639 0.431 0.804 0.201 

Umjindi B3 0.695 0.540 0.638 0.245 

Richtersveld B3 0.712 0.577 0.461 0.988 

Nama Khoi B3 0.755 0.693 0.531 0.382 

Hantam B3 0.722 0.602 0.533 0.574 

Karoo Hoogland B3 0.628 0.412 0.535 0.976 

Khai-Ma B3 0.761 0.717 0.382 1.000 

Umsobomvu B3 0.729 0.616 0.361 0.911 

Emthanjeni B3 0.632 0.419 0.663 0.285 

Thembelihle B3 0.700 0.550 0.482 0.872 

Siyathemba B3 0.729 0.620 0.464 0.756 

!Kai! Garib B3 0.693 0.535 0.582 0.398 

//Khara Hais B2 0.721 0.599 0.577 0.961 

!Kheis B3 0.700 0.550 0.578 1.000 

Tsantsabane B3 0.664 0.476 0.532 0.708 

Sol Plaatje B1 0.746 0.666 0.650 0.346 

Dikgatlong B3 0.755 0.694 0.365 0.987 

Gamagara B3 0.715 0.585 0.593 0.375 

Rustenburg B1 0.751 0.681 0.726 0.715 

Mafikeng B2 0.554 0.301 0.834 0.095 

Ramotshere Moiloa B3 0.396 0.131 0.861 0.116 

Tlokwe B1 0.638 0.429 0.758 0.154 

City of Cape Town A 0.720 0.597 0.860 0.852 

Matzikama B3 0.621 0.401 0.696 0.195 

Cederberg B3 0.547 0.290 0.712 0.226 

Bergrivier B3 0.675 0.497 0.642 0.241 

Saldanha Bay B2 0.743 0.656 0.621 0.363 

Swartland B3 0.706 0.563 0.643 0.261 

Witzenberg B3 0.599 0.366 0.746 0.147 

Drakenstein B1 0.631 0.418 0.789 0.133 

Stellenbosch B1 0.718 0.593 0.678 0.224 

Breede Valley B2 0.632 0.418 0.741 0.192 

Langeberg B3 0.690 0.528 0.679 0.206 
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Theewaterskloof B3 0.713 0.579 0.664 0.218 

Overstrand B2 0.761 0.722 0.552 0.432 

Cape Agulhas B3 0.709 0.571 0.571 0.400 

Swellendam B3 0.713 0.581 0.516 0.485 

Mossel Bay B2 0.725 0.610 0.835 0.327 

George B1 0.720 0.597 0.693 0.201 

Bitou B3 0.739 0.645 0.548 0.388 

Knysna B2 0.753 0.687 0.569 0.316 

Beaufort West B3 0.396 0.131 0.777 0.330 
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Chapter 3: An empirical examination of reducing status quo bias in 

heterogeneous populations: evidence from the South African water sector  

 

 

 

Abstract  

Choice experiments typically include a status quo option, which often describes the current 

scenario. This is to secure the validity and applicability of choice experiments. People have a 

propensity to choose what they are familiar with, despite being presented with alternatives that 

seem better (i.e. the ‘status quo effect’). Various experiments have reliably demonstrated this 

effect. The tendency to prefer the current scenario disproportionally does not mimic real-life 

preferences; therefore, status quo bias is undesirable. In a split sample framework, we test for 

the effects of reducing status quo bias by considering a heterogeneous sample. We use 

generalised mixed logit models to carry out the tests.  

 

Keywords: choice experiments, heterogeneous, generalised mixed logit, status quo bias.  
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3.1. Introduction 

Choice experiments typically include a ‘status quo’ (SQ) option that describes the current 

situation. Respondents who participate in a choice experiment (CE) are generally asked to 

choose several times between hypothetical options and an SQ option. Thus, the SQ option is 

an ‘opt-out’ option to the offered alternatives in the choice sets. To secure the validity and 

applicability of CE studies, the SQ option should mimic real-life status quo choices. The SQ 

option essentially avoids the undesired effects linked to forced choices or ascertains whether 

respondents are satisfied with current packages. In certain circumstances, when respondents 

choose the SQ option it signifies their level of satisfaction with the current packages (Lanz and 

Provins, 2015).  

However, a large body of literature argues that the SQ option leads to the problem of SQ bias. 

This issue was first identified by Samuelson and Zeckhauser (1988), who described it as the 

respondents’ disproportionate tendency to choose a default option. In the literature, it is often 

argued that respondents usually choose the SQ option to the extent that no real trade-offs are 

made between the given attributes. If this happens, there is a risk of biased empirical results, 

which may lead to incorrect practical inferences. SQ bias has been argued to emerge from 

issues such as task complexity, and the reality that respondents normally prefer the SQ they are 

currently experiencing, compared to designed options whose utility is hypothetical (Meyerhoff 

and Liebe, 2009; Scarpa et al., 2007). The existence of such factors makes SQ bias inevitable 

in CE surveys.  

An SQ bias problem is undesirable because it leads to an underestimation of the welfare 

changes of a proposed policy change. In addition, as the SQ alternative is preferred too 

frequently, information is reduced regarding the relative values of different types of attributes 

associated with a policy change. This consequently reduces the effectiveness of stated 

preference surveys to elicit and identify preferences (Bonnichsen and Ladenburg, 2015). The 

status quo bias can have serious effects on empirical results as well as on policy choices. 

Several attempts have been made in the literature to address SQ bias and the effects of imposing 

SQs on a heterogeneous sample. A significant number of CE studies impose hypothetical 

baselines as SQs. Some completely exclude the SQ option in the choice sets, while others 

replace it with a ‘none’ choice as an alternative opt-out option. Although excluding the SQ 

option may be a solution, in some instances including the SQ option is essential, because SQ 
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choices may reflect genuine preferences for current packages (see Lanz and Provins, 2015). 

Another possible solution involves the use of individual-specific SQ options; in such cases, the 

SQ option is left blank, and respondents determine their own perceived SQs (Campbell et al., 

2008; Hess and Rose, 2009).  

Status quo bias studies tend to assume that treatment choice is on homogenous populations. 

Most of the studies test for bias without considering whether there might be a heterogeneous 

population. The implication of a heterogeneous population may be that the alternative 

representing the status quo situation does not resonate with some subpopulations. To address 

this, some studies divide the population into subgroups, and then present different status quos 

accordingly. In developing countries with high levels of inequality, such as South Africa and 

Brazil, the optimal treatment rule may be to divide the population into subpopulations, each of 

whose members share the same current situation; and then to conduct an experiment in which 

each subpopulation faces a status quo alternative with which they are familiar. This is an 

optimal method to secure the validity and applicability of the experiments. However, empirical 

studies show that when presented with alternatives that seem superior, CE participants tend to 

prefer what they already have. Considering that splitting the sample initially is meant primarily 

to ensure that each sub-sample is presented with an SQ that they already know, it is plausible 

that this trend would remain even in a case in which the population is divided, meaning that 

the status quo bias problem will persist. In this study, therefore, we are interested in assessing 

whether presenting a partially relevant SQ8 could reduce the SQ bias problem.  

Our paper tests for the effects of introducing a partially relevant status quo aimed at reducing 

SQ bias in a CE eliciting households’ preference for water service packages. We test these 

effects by comparing the utility functions and marginal willingness to pay estimates of two 

subpopulations (i.e. suburbs and townships). Each subpopulation is presented with two 

experiments: one containing a relevant SQ9, and another containing a partially relevant SQ. 

The focus of the paper is on testing whether participants’ likelihood of choosing the SQ is 

driven by the relevance or partial relevance of the SQ option. We make use of data from 

                                                 
8 A ‘partially relevant status quo’ in this study implies an SQ option that does not completely capture the current 

scenario for the participants in each subsample. Ideally, it is an SQ option that does not resonate with the water 

service package currently received by most participants in each subpopulation. 
9 A ‘relevant status quo’ in this study implies an SQ option that captures the current scenario for most participants 

in each subsample. It shows the water service package currently received by most participants in each 

subpopulation. 
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experiments on households’ satisfaction with their municipal water service packages in 

Durban, a city in South Africa.  

To the best of our knowledge, this is the first paper to test for the effects of reducing status quo 

bias by dividing population (based on economic segmentation) into two subpopulations (i.e. 

wealth and poverty) and presenting each subpopulation with two different choice experiments. 

In the first treatment, respondents in each subpopulation are presented with a series of choice 

sets, each with a status quo choice that resonates with them (i.e. it is relevant). In another 

treatment, each subpopulation is presented with series of choice sets, each with a status quo 

choice that does not fully reflect their current situation. In both cases, participants are presented 

with a choice between two alternative hypothetical water service packages: an SQ alternative, 

representing their current or perceived current water service package, and an ‘opt out’ option. 

The study uses a novel approach in that the sample is split into two strata, with each stratum 

presented with two choice experiments. The fundamental difference between the two 

experiments is the SQ option. Results from the two experiments in each stratum are then 

compared, against each other and against results from the other stratum. By doing this, we can 

detect the impact and magnitude of the SQ bias on the utility functions and estimated MWTP 

figures, and the magnitude of this impact. It is common practice for studies that compare 

estimates across experiments to make comparisons based on the statistical significance, sign 

and absolute value of the coefficient (see Bateman et al., 2009; Orzechowski et al., 2005; 

Patterson et al., 2017; Vriens et al., 1998). In these studies, the numbers of statistically 

significant coefficients in each experiment are compared. The absolute value of the coefficient 

is used to measure the magnitude of impact a change in an attribute has on the respondents’ 

utility, while the sign of the coefficient gives the direction of the impact. Our study follows this 

approach in comparing experiments. 

The rest of the paper is organised into eight sections. Section 3.2 reviews the literature on SQ 

bias. Section 3.3 gives an overview of the South African water sector. Section 3.4 discusses 

the experimental design of the study. Section 3.5 discusses modelling approaches. Section 3.6 

presents the experimental data. Section 3.7 presents and discusses the empirical findings. 

Section 3.8 concludes the study. 
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3.2. SQ bias theories 

Since the pioneering work of Samuelson and Zeckhauser (1988), SQ bias has received much 

attention in the literature. Various theories were developed to explain the main causes of SQ 

bias. Most of these theories fall within the domain of psychology. The most notable theories to 

explain the origin and drivers of SQ bias include the loss aversion theory, the inertia theory, 

the decision avoidance theory, and the incomplete preferences theory. All these theories 

explain the psychological reasons for SQ bias. After the establishment of the SQ bias theories, 

empirical studies emerged in the literature validating the drivers of SQ bias, as identified earlier 

in the theoretical literature. This section discusses some of the theories on SQ bias. The 

empirical literature on SQ bias is also used to explain and discuss the SQ bias theories. 

Proposed by Tversky and Kahneman (1991), the loss aversion theory suggests that the SQ 

option serves as a reference point, and the losses relative to this reference point have greater 

impact on preferences than gains do. The theory argues that individuals keen to avoid losses 

have a strong tendency to remain in the SQ, because the disadvantages of leaving it appear 

larger than the advantages. This argument also holds true when respondents are not sure of the 

good, or when they face complexity in understanding the given choices. In such cases, 

respondents choose the SQ, whose utility they currently experience as minimising losses linked 

to hypothetical utilities from experimentally designed options. The empirical literature 

identifies various instances in which respondents choose the SQ to avoid loss. The most notable 

instances include when respondents are faced with complex choice sets, and when too many 

choice sets, attributes and levels are included (see Meyerhoff and Liebe, 2009; Moon, 2000; 

Oehlmann et al., 2017; Scarpa et al., 2007). In such cases, respondents tend to choose the 

default option whose utility they currently experience. 

The inertia theory (Ritov and Baron, 1992; Schweitzer, 1994) argues that keeping the SQ 

requires only inaction, and respondents are known to have some preference for inaction. In this 

theory, respondents are believed to have an attachment to and persistence in the use of the 

status quo, even in the presence of better alternatives and/or incentives to change. This is 

normally the case where the perceived value of change is low, which means respondents may 

show strong resistance to change. From a rational decision perspective, inertia would be due to 

loyalty to respondents’ current status, or as a result of the respondents trying to minimise their 

losses. Inertia due to loyalty to the current status is explained in several empirical studies, 

among them Scarpa et al. (2007) and Dubé et al. (2010). The argument put forward in these 
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studies is that when respondents are loyal to the current status, they are not likely to choose 

hypothetical alternatives provided in choice sets. In such cases, they tend to choose the SQ 

option ahead of any other available option. 

In the decision-avoidance theory, Anderson (2003) argues that when expected to decide 

between many options, respondents usually choose not to decide. This arises when respondents 

avoid making choices by postponing, or through choosing an easy way that may involve no 

action or no change (Anderson, 2003). The decision avoidance theory builds on earlier 

postulates in Beattie et al. (1994), which state that respondents desire to make or avoid 

decisions independent of any consequence that this may cause. Depending on the context, 

respondents are therefore assumed to be either decision seeking or decision averse. In 

explaining the decision avoidance theory, Anderson (2003) acknowledges that marked 

preferences for avoidant options have been discovered in diverse areas of the literature. The 

more specific instances include when respondents generally prefer no change (status quo bias, 

Samuelson and Zeckhauser, 1988), no action (omission bias, Ritov and Baron, 1992; inaction 

inertia, Tykocinski et al., 1995), or delay (choice deferral, Dhar, 1996).  

In the incomplete preference theory, Mandler (2004) argues that respondents who have an 

unchanging but incomplete preference usually prefer the SQ. The theory suggests that 

respondents with incomplete preferences choose to maintain the SQ when they follow the 

simple rule of refusing to trade their endowment for unranked bundles. Such respondents do 

this while waiting to be offered an alternative that is ranked as superior. This process of refusing 

to trade their endowment for unranked bundles respects respondents’ interests, and respondents 

will not be led to outcomes they judge to be inferior (Mandler, 2004). Eventually, respondents 

persistently maintain their SQ. The incomplete preference theory is built on findings from 

Diamond and Hausman (1994) that respondents with incomplete preferences do not make 

preference judgements between certain pairs of bundles. This is more prevalent when 

intangible goods are involved; respondents may not form a definitive view of the monetary 

value of an incremental unit of a good. 

Subsequent to the establishment of these SQ theories, several empirical studies have been 

conducted on the drivers of SQ bias. In the empirical literature, loyalty to the SQ is commonly 

identified as a key determinant of SQ bias (see Ren, 2014; Scarpa et al., 2007; Dubé et al., 

2010). When respondents are loyal to the SQ, they tend to stick with the SQ option rather than 

choosing one of the hypothetical alternatives provided. Marsh et al. (2011) identify 
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respondents’ knowledge of the good as another key driver of SQ bias. Respondents who are 

not completely aware of the good try to avoid the risk associated with choosing hypothetical 

alternatives. In such situations, respondents maintain the SQ option, as argued in the risk 

aversion theory (Tversky and Kahneman, 1991) and in the incomplete preference theory 

(Mandler, 2004). Other notable drivers of SQ bias identified in the empirical literature include 

protest attitude, attitude towards the good, perceived choice task complexity, number of 

attributes and levels, and number of choice profiles (see Boxall et al., 2009; Meyerhoff and 

Liebe, 2009; Oehlmann et al., 2017; Moon, 2000; Ren, 2014; Zhang and Adamowicz, 2011).  

Notably – because of the various reasons discussed earlier in this section – SQ bias is inevitable 

in CEs, though efforts are made to address the problem. Such efforts include omitting the SQ 

option (see Hensher et al., 2005; Saldías et al., 2016), and using individual-specific SQ options 

(see Campbell et al., 2008; Hess and Rose, 2009; Marsh et al., 2011). Our study examines 

whether all these efforts are necessary. It does so by examining whether the presence of SQ 

bias affects empirical results and welfare measures. One study that has some similarities to our 

study is Boxall et al. (2009), which examines the impact of SQ bias on welfare measures. In 

the next section, we discuss the experimental design used in this study. 

 

3.3. The South African water sector  

South Africa has a complex water governance environment, with both considerable successes 

in and significant ongoing challenges to achieving sustainable, adequate and equitable water 

access (Beck et al., 2016), both of which impact water service levels. Historically, water supply 

and distribution schemes in South Africa were created and managed during the colonial and 

apartheid eras to serve predominantly white populations. Investment in aspects such as pipes, 

dams and other water-related infrastructure were differentially applied in different areas during 

apartheid, with homelands, townships and informal settlements receiving significantly less 

funding, and generally a lower quality of water service (Goldin, 2010). This led to access to 

water services in South Africa being highly differentiated by race and income, as well as an 

extremely fragmented water management system (Herrfahrdt-Pähle, 2010) and undemocratic 

participatory engagement, resulting in challenges that are still experienced today.  

The South African water sector is an ideal subject for a case study, due to the fragmentation 

that has resulted in a differentiated water service. We chose to conduct our experiments in 
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Durban because of its unique characteristics. Although Durban is South Africa’s third-biggest 

city, it is unique in that it is the only city that has some township/informal settlement, some 

suburban, and some rural components. This last is uncommon in cities and towns in South 

Africa. The profile of the city implies that the level of water service is not uniform, which 

makes it ideal for our experiment. Water provision in each area of South Africa is the 

responsibility of the area municipality, which also acts as a water utility. They are commonly 

referred to as Water Service Authorities (WSAs). WSAs are responsible for the provision of 

water services within their area of jurisdiction. A WSA may carry out the functions of a water 

services provider (WSP) itself, or it may sub-contract the delivery to a third party. For Durban, 

the eThekwini Metropolitan municipality is the WSA, as well as being a WSP (see the map of 

eThekwini below). 

 

 

Figure 3.1: Map of the eThekwini Metropolitan Municipality 

Source: Local Government Handbook (2012) 
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Durban is in the eastern part of South Africa, in the province of KwaZulu-Natal (KZN). The 

municipality has a population of about 3.6 million people (eThekwini Municipality, 2015). 

Figure 3.1 shows suburban, township and rural areas in the municipality. Due to the apartheid 

history of segregation, there are townships for black South Africans and townships for Indian 

South Africans. The former includes areas such as KwaMashu, Inanda, Clermont and Umlazi, 

while the latter includes Chatsworth and Phoenix. Rural areas in the municipality include 

Umbumbulu, and areas such as Umhlanga, Verulam and Westville are suburbs. Township areas 

are densely populated relative to suburban areas. For example, the 2011 National Census shows 

that the total population in KwaMashu was 175 663 people (50 683 households), Inanda had 

178 418 people (44 736 households), Umlazi had 404 811 people (104 914 households) and 

Chatsworth had 196 580 people (54 497 households). These numbers are much larger than 

those reported for suburban areas such as Umhlanga (24 238 people and 9 256 households), 

Verulam (37 273 people and 10 896 households) and Westville (30 508 people and 8 814 

households)10.  

The minimum standard of water service provided by the municipality is a community tap 

designed to serve a community where the maximum distance from the furthest dwelling should 

not be greater than 200 metres (eThekwini Municipality, 2014). However, such facilities are 

mostly found in informal settlements (e.g. Bhambayi, close to Inanda township, has community 

taps). The 2011 National Census revealed that while 60.2% of households in the municipality 

had access to piped water services inside their dwellings, about 17% obtained potable water 

from community taps. Where households do not access potable water from inside the dwelling 

or from a community tap, they receive it through a tap in the yard, a phenomenon common 

mostly in townships. Based on statistics from the 2011 National Census, the percentage of 

suburban households accessing piped water inside the dwelling was 99% for Umhlanga, 94% 

for Westville and 81% for Verulam. The same statistics in the townships were 50% in Umlazi, 

35% in Inanda and 44% in KwaMashu. 

The municipality uses an increasing block tariff (IBT) pricing structure to charge for water 

services. IBT is a volumetric tariff system proportional to consumption (i.e. it increases with 

consumption). IBT is used in South African municipalities as a measure to address the 

problems of unequal income distribution, by providing fair access to water in a country that 

                                                 
10 These statistics are based on the 2011 National Census data published by Statistics South Africa. Our sample 

is a true representation of the population. Descriptive statistics for our sample are presented later in this study in 

section 3.6.2. 
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has huge income disparities (Banerjee et al., 2010; Jansen and Schulz, 2006; Muller, 2008). In 

line with the country’s Free Basic Water Policy of 2002, which states that indigent households 

should receive at least 6 000 litres of free water per month, the eThekwini municipality 

provides 9 000 litres free to each of its indigent households. To determine who is indigent, the 

municipality uses a property value-based targeting approach in which households occupying 

properties valued at less than R250 000 (i.e. $17 483) are considered indigent and qualify for 

free basic water services. Such property values are predominantly found in townships, informal 

settlements and rural areas; hence, most recipients of free basic water services are from these 

areas. 

Due to budget constraints, we could not collect data from all areas of the municipality as 

illustrated in Figure 3.1. Various areas were selected based on their population size, 

demographic representation, geographical location and economic status. The suburban areas 

surveyed were Morningside, Musgrave and Overport in central Durban, as well as La Lucia, 

Umhlanga, and Verulam in northern Durban. For townships, data was collected from Inanda, 

Ntuzuma and Phoenix in northern Durban, as well as Chesterville, Chatsworth and Umlazi in 

southern Durban. Respondents from informal settlements in Bhambayi and Umlazi were also 

surveyed. Rural households were surveyed in Umbumbulu.  

The sampled areas were selected for three main reasons. First, they represent the suburbs, 

townships, informal settlements and rural areas that are the true spatial segmentations of the 

study area. Second, our sampled areas represent areas where different racial groups reside. For 

example, Phoenix and Chatsworth represent townships where Indian South Africans reside 

predominantly, while the other townships represent areas that are predominantly occupied by 

black South Africans. These two racial groups are the most dominant in townships and other 

low-income areas. Third, the sampled areas represent the northern, central and southern parts 

that form the geographic demarcations of Durban. An exploration of these diverse areas gave 

us a clear picture of the range of water service packages in the municipality. Since access to 

water in townships is very similar to access in informal settlements and rural areas, we grouped 

these segments together into one sub-sample. 
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3.4. Experimental design 

CEs are conducted to determine the independent influence of different attributes on the choices 

that are observed to be made by sampled respondents. The first step in CE modelling is 

selecting relevant and realistic attributes. Attributes are translated features and characteristics 

that show the objective properties of a commodity. These can be deduced from literature 

reviews, focus group discussions, pilot studies and expert consultations. After attributes are 

selected, feasible, realistic, and non-linearly spaced levels that span the range of respondents’ 

preference maps are assigned to each attribute (Hanley et al., 2001; Louviere et al., 2000). The 

attributes and levels are then experimentally designed into various choice profiles. Hensher et 

al. (2015) describe experimental design as the effect on a response variable following the 

specialised manipulation of the levels of one or more other variables. This section discusses 

the attributes and levels used in the study, as well as how they are designed into choice profiles.  

 

3.4.1. Attributes and levels 

This study tests the impact of SQ bias on empirical results using a case of household preference 

for water service packages in one of South Africa’s metropolitan municipalities. Water 

provision is deemed an ideal case study, because the diversity and complexity found within 

South African municipalities makes it difficult to come up with an SQ that applies to the whole 

population. Although the quality of water received by different households in different areas 

of the same municipality may be similar, the total package of the water service may differ in 

terms of location of tap, reliability of supply, water pressure, and monthly household water bill. 

To determine the attributes and levels for the study, two focus groups were established. One 

focus group contained residents from the suburbs, while the other had residents from 

townships. Through focus group discussions and a review of the literature, it emerged that 

households are concerned about the position of the tap, the reliability of the supply, and the 

pressure, quality and cost of water services. Collectively these features make up a typical water 

service package; and are adopted as attributes in this study.  

Subsequently, the literature review and the focus groups were used to come up with levels for 

each attribute. Furthermore, a panel of experts assembled from the water stakeholders was used 
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to discuss and refine the attributes and levels. The final attributes and levels11 that emerged 

from the panel discussions are presented in Table 3.1. 

 

Table 3.1: Attributes and levels used in the study 

Attribute Description Attribute Levels 

Piped water Access to piped or tap water in the 

dwelling, on-site or off-site. This shows 

how piped water is delivered to 

households. 

Level 1: Inside dwelling 

Level 2: In yard 

Level 3: Community tap: less than 

200m from dwelling 

Level 4: Community tap: more 

than 200m from dwelling 

Level 5: No access to piped water 

Reliability of supply Whether the household had any 

interruption in piped water supply in the 

last month.  

 

Level 1: Yes  

Level 2: No 

Water pressure Water pressure is a measure of the force 

that gets the water through our mains and 

into your pipes. 

Level 1: High water pressure  

Level 2: Low water pressure 

Water quality The chemical, physical, and biological 

characteristics of water, usually in 

respect to its suitability for an intended 

purpose. Colour in water is a concern of 

water quality for aesthetic reason. Taste 

and odour are human perceptions of 

water quality. 

Level 1: Safe to drink 

Level 2: Has colour 

Level 3: Has a taste  

Level 4: Has a smell 

 

 

Cost Cost per month. Level 1: R120 

Level 2: R220 

Level 3: R400 

Level 4: R680 

Level 5: R980 

 

                                                 
11 To develop levels for the cost attribute, the current domestic water tariff structure published by the municipality 

was used. The water tariff structure has five successive and increasing blocks, and the average costs in each block 

were used as levels for the cost attribute. For the position of the tap (indicated here as the piped water attribute), 

the literature shows that the main access points for piped water in the municipality are inside the dwelling, in the 

yard, or community taps. 
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The attributes and levels presented in Table 3.1 were used to generate the choice profiles used 

in the study. As mentioned earlier, various classes of experimental design exist in the literature. 

Each of these classes has its own merits and demerits. An analysis of each of the classes of 

experimental design is essential before one adopts a class for designing choice profiles. In the 

next sub-section, the study presents a brief discussion of the classes of experimental design that 

are commonly used in the CE literature. The sub-section also explains the class of design 

adopted in this study, its advantages over the other classes of designs, and how the attributes 

and levels presented in Table 3.1 were designed into choice profiles used to collect stated 

preference data for the study. 

 

3.4.2. Choice experiment design 

The most common choice experiment designs are the full factorial, orthogonal, and efficient 

designs. A full factorial design contains choice situations spanning all possible attribute level 

combinations, and will result in the maximum number of choice situations that can be produced 

without allowing repeated choice situations (Rose and Bliemer, 2009). Full factorial designs 

were used predominantly in the early studies (see Addelman, 1962; Hahn and Shapiro, 1966; 

Hanley et al., 2001; Holland and Cravens, 1973; Street et al., 2005). They are simple, quick 

and easy to construct, because they are mostly general and do not require sophisticated software 

coding to design (Rose and Bliemer, 2009; Street et al., 2005).  

However, because all the possible treatment combinations in full factorial designs are not 

designed using a statistical package, orthogonal designs became preferred to full factorial 

designs (see Kanyoka et al., 2008; Rose et al., 2008; Snowball et al., 2008; Street et al., 2005). 

An orthogonal design relates to the correlation structure between the attributes of the 

experiment (Louviere et al., 2000; Rose and Bliemer, 2009). When the experimental design is 

orthogonal, the attributes in the experiment are statistically independent of each other. This 

theoretically allows for an independent determination of each attribute’s influence on the 

observed choices. Orthogonal designs produce fewer confounding estimates of the population 

parameters, due to the enforced statistical independence between the attributes contained 

within the design (Ferrini and Scarpa, 2007; Rose and Bliemer, 2009). Nevertheless, 

orthogonal designs are criticised for their inapplicability to non-linear models such as discrete 
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choice models, and because data loses orthogonality when researchers attempt to maintain 

orthogonality (see Bliemer and Rose, 2006; Bliemer et al., 2008; Bliemer et al., 2017).  

Efficient designs address most of the shortcomings encountered in other designs. Efficient 

designs produce more robust data, which leads to more reliable parameter estimates with even 

lower sample sizes and smaller widths in the confidence intervals. Using efficient designs 

requires some knowledge of prior parameters. Where prior parameters are not known, 

designers can draw them using the Bayesian parameter distributions (Bliemer et al., 2008). 

Bayesian parameter distributions are less sensitive to misspecification of priors, because they 

assume prior parameter values to be approximately known and randomly distributed. When 

Bayesian parameter distributions are used to draw prior parameters for a D-error statistic, the 

experimental design becomes a Bayesian D-error design (𝐷𝑏-efficient). This is represented as: 

 

𝐷𝑏 − 𝑒𝑟𝑟𝑜𝑟 = ∫
�̅�
 det (Ω1(𝑋, 𝛽))

1
𝐾⁄

𝜙(𝛽│𝜃)𝑑𝛽.     (3.1) 

 

In equation 3.1, 𝐷𝑏  is Bayesian design, Ω1 is the asymptotic variance-covariance (AVC) matrix 

of the design, 𝑋 is the experimental design, 𝛽 represents prior parameters, and 𝐾 is the number 

of parameters to be estimated. The Bayesian D-error design is commonly used in efficient 

designs where the true population parameters are not known with certainty. Rose and Bliemer 

(2009) identify this as an improvement to most early studies, which assumed all prior 

parameters to be zero (i.e. 𝐷𝑧 − 𝑒𝑟𝑟𝑜𝑟 = det (Ω1(𝑋, 0))
1

𝐾⁄ ). Furthermore, it is also an 

improvement to studies which assumed non-zero parameters that were known with certainty 

(i.e. 𝐷𝑝 − 𝑒𝑟𝑟𝑜𝑟 = det (Ω1(𝑋, 𝛽))
1

𝐾⁄ ).  

Due to the several advantages of efficient designs relative to other designs, this study uses an 

efficient design to create the hypothetical choice sets used to test for status quo bias. Following 

Rose and Bliemer (2009), the parameter estimates are drawn using a normally distributed 

Bayesian D-efficiency parameter. To determine the number of draws for Bayesian priors, we 

use the Gaussian method. The rule of thumb for the absolute minimum Gaussian quadrature is 

2K, where K is the number of Bayesian priors.  
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Our study adopted an efficient design and used the maximum possible Gaussian draws (i.e. 32 

draws). The maximum possible draws allow for a more efficient design. Using the attributes 

and levels presented earlier in Table 3.1, six choice sets of two profiles each were generated by 

means of a normally distributed Bayesian D-efficiency method. Two experiments were 

designed for each of the two sub-samples. The first experiment contains an SQ that resonates 

with each sub-sample, while the second experiment contains an SQ that is partially relevant to 

each sub-sample. Each experiment has six choice sets, each of which consists of four options: 

an SQ option, Options 1 and 2, and a ‘None’ option. The ‘None’ option was included as a way 

of giving respondents room to opt out. The “none” option was presented to respondents as a 

protest bid. Including an opt-out option is essential, as it gives respondents the chance not to 

select any of the given alternatives. If the opt-out option is not given, respondents are forced to 

choose between their SQ and the hypothetical, experimentally designed options. If a respondent 

prefers neither the SQ nor the experimentally designed alternatives, incorrect inferences will 

be deduced if an opt-out option has not been included. An example of a choice set with an SQ 

relevant to the township stratum is shown in Table 3.2. 

 

Table 3.2: Example of a choice set with an SQ relevant to the township sub-sample 

  STATUS QUO ALTERNATIVE 1 ALTERNATIVE 2  NONE 

Piped water  In yard In yard  Inside dwelling   

Reliability  No Yes  No  

Water pressure  Low pressure Low pressure  High pressure  

Water quality  Safe to Drink  Has colour  Has a smell  

Monthly cost  R0 R120  R400  

I WOULD 

CHOOSE:  

      

 

The SQ presented in Table 3.2 was the baseline that resonated with most of the township 

dwellers. As argued first in Samuelson and Zeckhauser (1988) and in many subsequent studies, 

we expected most respondents to choose the SQ option in the experiment that presented them 

with their own SQ. However, since the main purpose of this study is to test whether SQ bias 

affects empirical results, we presented the township respondents with a second experiment. 

The second experiment contained an SQ option perceived to be less relevant to the township 

sub-sample. 
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By presenting the township stratum with a second experiment containing a partially relevant 

SQ, we can test whether utility functions and MWTP estimates differ across experiments. The 

difference between the first and second experiments is mainly in the SQ options. Therefore, we 

expect less SQ bias in the experiment in which the SQ was less relevant. This is because 

respondents may view the SQ option as one of the experimentally designed options. 

Psychological literature implies that if respondents are made to choose between their current 

SQ and other hypothetical options, they tend to disproportionately choose the SQ option. 

Reasons for this bias selection have been given in Samuelson and Zeckhauser (1988) and 

subsequent theories (see Tversky and Kahneman, 1991; Ritov and Baron, 1992; Anderson, 

2003; Mandler, 2004). An example of a choice set with an SQ perceived to be less relevant to 

the township sub-sample is given in Table 3.3.  

 

Table 3.3: Example of a choice set with an SQ partially relevant to the township stratum 

  STATUS QUO ALTERNATIVE 1 ALTERNATIVE 2 NONE 

Piped water  No access to piped water Inside dwelling  In yard   

Reliability  Yes No Yes 

Water pressure  High pressure High pressure  Low pressure  

Water quality  Bad Taste Has a smell  Safe to drink  

Monthly cost  R0 R680  R220  

I WOULD 

CHOOSE:  

      

 

The same approach explained above for the township sub-sample was also applied to the 

suburban sub-sample. Respondents in the suburban sub-sample were also presented with two 

experiments. The first experiment contained a baseline SQ option perceived to be relevant to 

the sub-sample, while the second experiment presented respondents with an SQ option 

perceived as less relevant to them. As with the township sub-sample, we anticipated SQ bias 

in the first experiment and real trade-offs in the second. Utility functions and MWTP estimates 

from each of these two experiments will be compared against each other, as well as against 

those from the township stratum. 
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3.5. Modelling  

Choice experiments are stated preference surveys that give respondents a series of alternatives 

that differ in attribute levels (Hanley et al., 2001). Respondents compare the available 

alternatives and choose the one that maximises their utility. The theoretical foundation of 

choice experiments arose from the random utility theory, which hypothesises that an individual 

makes choices based on the characteristics of the good, along with a random component 

(McFadden, 1974). According to Ben-Akiva and Lerman (1985), the random component could 

emerge from the uniqueness of the individual’s preferences, or due to researchers having 

incomplete information about the individual observed. Given this, the random utility theory 

hypothesises that the utility 𝑈𝑖𝑗 of individual 𝑖 obtained from alternative 𝑗 is not known but can 

be decomposed into a deterministic component 𝑉𝑖𝑗 and an unobserved random component 휀𝑖𝑗. 

Therefore, the individual utility function will be presented as:  

 

𝑈𝑖𝑗 = 𝑉𝑖𝑗 + 휀𝑖𝑗          (3.2) 

 

Equation 3.2 is the basic utility function, which could alternatively be expressed by 

decomposing the indirect utility function for individuals into the deterministic component 𝑉𝑖𝑗, 

which is normally specified as a linear index of the attributes in a choice set, and a stochastic 

component 휀𝑖𝑗, representing the error term. Therefore, the function assumes the form: 

 

𝑈𝑖𝑗 = 𝑉𝑖𝑗(𝑋𝑖𝑗 , 𝐶𝑖𝑗 , 𝛽) + 휀𝑖𝑗         (3.3) 

 

Parameter 𝑈𝑖𝑗 is the true but unobservable utility of individual 𝑖 associated with alternative 𝑗, 

while 𝑋𝑖𝑗 is a vector of the attributes associated with alternative 𝑗, parameter 𝐶𝑖𝑗 is the cost of 

alternative 𝑗, parameter 𝛽 is a vector of preference parameters for the population in the sample, 

and 휀𝑖𝑗 is the stochastic component (random term) with a zero mean. The utility function 

expressed in equation 3.3 can simply be expressed as linear in parameters, as follows: 
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𝑈𝑖𝑗 = ∑ 𝛽𝑥𝑋𝑖𝑗 + 𝛽𝑐

𝐾

𝑘=1

𝐶𝑖𝑗 + 휀𝑖𝑗                                                                                             (3.4)  

 

The random utility theory assumes that any rational individual 𝑖 will choose alternative 𝑗 over 

alternative 𝑘 if 𝑈𝑖𝑗 > 𝑈𝑖𝑘. Each alternative consists of a bundle of attributes. When one 

alternative is selected over the other, it suggests that the hypothetical utility derived by an 

individual from the chosen alternative is greater than the utility of the other alternative not 

chosen (Greene, 2003, Hensher et al., 2015)12. This is expressed as follows: 

 

𝑃𝑖(𝑗) = Prob(𝑉𝑖𝑗 + 휀𝑖𝑗 > 𝑉𝑖𝑘 + 휀𝑖𝑘) ∀ 𝑘 ∊ 𝐶, 𝑘 ≠ 𝑗.     (3.5) 

 

If the error terms are independently and identically distributed (IID) with an extreme value type 

I distribution, the variance of which is 𝑣𝑎𝑟(휀) = 𝜋2𝜏2/5, where 𝜏 is a scale parameter used to 

normalise the model, then the choice probability of an alternative is expressed as: 

 

𝑃𝑖𝑗 = exp (
𝑣𝑖𝑗

𝜏
)/ ∑ exp (

𝑣𝑖𝑘

𝜏
)

𝐾

𝑘=1

                                                                                            (3.6) 

 

The basic conditional logit model (CLM) – also known as the multinomial logit (MNL), in 

cases where there are no choice varying attributes – assumes the choice probability illustrated 

in equation 3.6. Historically, for many years the MNL model was the primary basis for the 

analysis of multinomial choices (Keane and Wasi, 2012), and has been labelled the ‘workhorse’ 

for discrete choice experiments (Hensher et al., 2015). However, the model is only good as a 

basic model because it relies on two unrealistic assumptions (Meyerhoff and Liebe, 2009). 

                                                 
12 In deriving the probability of choosing an alternative within the random utility model, the choice of alternative 

with higher utility is not certain. The expectation has always been that there is a high chance that a respondent 

will choose the alternatives with higher utility. 
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Firstly, it assumes respondents to have homogeneous tastes for observed attributes. Secondly, 

it also assumes that the random part of utility obeys the independence from irrelevant 

alternatives (IIA) as well as the independence and identical distribution (IID) properties. 

According to Hensher et al. (2015), these assumptions rule out persistent heterogeneity in taste 

for both observed and unobserved product attributes.  

To address the problems associated with the IIA and IID assumptions of the basic MNL model, 

the discrete choice analysis literature suggests various other models. These suggested models 

are more advanced, and include the nested logit (NL), the mixed logit (MXL – also called the 

Random Parameter (RPL)), the generalised mixed logit (GMXL), and the non-linear random 

parameters logit (NRPL) models (see Greene, 2012; Hensher et al., 2015). To assess the impact 

of the SQ options on choice experiment studies, this study uses the MXL and GMXL models.  

The MXL model allows coefficients to vary randomly across individuals, reflecting the fact 

that different respondents have different tastes and preferences for attributes in each choice set 

(Hensher and Greene, 2003; Hensher et al., 2005). MXL explicitly accounts for both observed 

and unobserved heterogeneity in the preference parameters. It can be estimated using single 

cross-sectional data as well as panel data (Hensher et al., 2015). According to Greene (2012), 

the MXL model formulation is a one-level MNL model for individuals 𝑖 = 1,… ,𝑁 in choosing 

alternative 𝑗. The model breaks down coefficients into a population mean and an unobserved 

individual’s deviation from that mean. This is shown as: 

 

𝑈𝑖𝑗 = 𝛽1𝑋𝑖𝑗 + 휀𝑖𝑗 =  𝛽𝑋𝑖𝑗 + 𝜂𝑖𝑗 + 휀𝑖𝑗       (3.7) 

 

Parameter 𝛽1 is the population mean and 𝜂𝑖𝑗 is the individual deviation from the population 

mean (i.e. the individual specific heterogeneity, with mean zero and standard deviation one, 

according to Greene (2012)). If 𝜃 is then used to represent the distribution of the parameters 

of 𝛽, the probability of individual 𝑖 choosing alternative 𝑗 can therefore be represented as:  

 

𝑃𝑖𝑗 =  ∫𝑃𝑖𝑗 𝑓(𝛽 ⎸𝜃)𝑑 𝛽         (3.8) 



72 

 

𝑃𝑖𝑗 is as given in equation 3.5 and 𝑓(𝛽 ⎸𝜃) is the probability density function for the coefficient 

𝛽 over the vector of parameter 𝜃. Due to 𝑃𝑖𝑗 not having a closed form and its value being 

approximated numerically by way of simulation, estimation becomes somewhat complicated.  

MXL models are good at identifying taste heterogeneity only. As such, Hensher et al. (2015) 

explain that there is growing interest from researchers in establishing a mechanism that also 

accounts for scale heterogeneity across individuals – that is, the variance of the variance term, 

also explained as the standard deviation of utility over different choice sets. The GMXL model 

is identified as a better tool that recognises the relationship between scale and taste 

heterogeneity (Fiebig et al., 2010; Keane and Wasi, 2012). Therefore, we also use the GMXL 

model to estimate households’ utility functions.  

According to Hensher et al. (2015), the GMXL model builds on the specifications of the MXL 

model and the generalised multinomial logit (GMNL) model suggested by Fiebig et al. (2010). 

Both observed and unobserved scale heterogeneity across choices are accommodated in the 

model by random alternative-specific constants (Hensher et al., 2015). The essential format of 

the GMXL model suggested by Fiebig et al. (2010) is a mixed logit model, illustrated as: 

 

𝑈𝑖𝑗  = 𝛃𝑖
′𝐱𝑖𝑗 + 휀𝑖𝑗         (3.9) 

 

𝛃𝑖  =  σ𝑖𝛃 + [γ + σ𝑖(1 − γ)]𝚪𝐰𝑖 ,  𝐰𝟏~N[𝟎, 𝐈], 0 ≤ γ ≤ 1    (3.10) 

 

σ𝑖  = exp (−
τ2

2
+ τv𝑖) , v𝑖~N[0,1]       (3.11) 

 

Equation 3.10 is an MNL model based on the extreme value distribution of the error 

component 휀𝑖𝑗. The general form of the GMXL model combines the scaled MNL model with 

the random parameter model. A random scaling factor σ𝑖  with mean 1 and variance exp(τ2 −

1) is included in the model. Greene (2012) and Hensher et al. (2015) suggest that Gamma 𝛾 is 

central to the GMXL model, as it controls the relative importance of the overall scaling of the 
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utility function. When 𝛾 = 0, it implies a scaled MXL model, while when 𝛾 = 1 it means a 

hybrid model. The other important element of the GMXL model is the Tau scale 𝜏. When 𝜏 is 

equal to zero (𝜏 = 0), it implies that 𝛾 is not identified (that is, 𝛾 is not estimable).  

The study will estimate utility functions using both MXL and GMXL models. However, these 

two models will be compared in terms of their goodness-of-fit statistics. The most fit model 

between MXL and GMXL will be adopted and its results presented. The three main goodness-

of-fit parameters commonly used to compare models in the discrete choice experiment 

literature are the log likelihood function (LL), Akaike information criterion (AIC), and 

Bayesian information criterion (BIC). LL expresses how many times more likely the data are 

under one model than the other. A model with a larger LL estimate is deemed more robust 

relative to the other. AIC is an information-based measure of the relative quality of statistical 

models for a given set of data. Given a set of models, the model to be preferred is the one with 

the lowest AIC value (see Aho et al., 2014; Akaike, 1998; Burnham and Anderson, 2004). BIC 

is also an information-based measure, for which the decision rule is that the model with the 

lowest BIC is preferred (Burnham and Anderson, 2004). 

Additionally, the study estimates the marginal willingness to pay (MWTP) for the water service 

attributes. MWTP estimates are welfare measures that show the marginal rate of substitution 

(MRS) for attributes. It is deemed essential to also examine the impact of SQ bias on welfare 

measures. This is because it could be possible for SQ bias to have an impact on the utility 

functions, but not have any impact on welfare measures, and vice versa. Hensher et al. (2015) 

suggest that one important output from choice models is the MRS between specific attributes 

of interest, with a financial variable typically being in the trade-off so that MRS is expressed 

in monetary terms. MRS is commonly referred to as the MWTP and gives the average estimates 

of what households are prepared to pay for or against improvements in each attribute. 

Assuming a linear utility function with attribute 𝑋 and a cost 𝐶: 

 

 𝑈𝑖𝑗 = 𝛽𝑋𝑗 + 𝜇(𝐶𝑖 − 𝑝𝑗) + 휀𝑖𝑗        (3.12) 

 

𝑈𝑖𝑗 is the utility of the respondent 𝑖 for alternative 𝑗; while 𝛽𝑗  and 𝜇 are the marginal 

(dis)utilities of attribute 𝑋 (attribute of interest) and cost, respectively. Dikgang and 
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Muchapondwa (2014) point out that it is possible for researchers to use a set of observed 

discrete choices to determine different marginal values for each attribute used in explaining the 

policy alternatives, instead of a single value for the whole policy scenario. As such, this current 

study follows that route of determining the marginal values for each attribute. 

We appreciate that there have been developments in the choice experiment literature. 

Researchers using advanced estimation models (such as the GMXL model) use measures such 

as the WTP space (Greene, 2012). According to Hensher et al. (2015), the GMXL model 

provides a straightforward method of re-parameterising the model to estimate taste parameters 

in WTP space, which continues to enjoy attention as an alternative way of directly obtaining 

WTP estimates. Since the primary objective of this current study is to compare estimates across 

two strata and establish whether SQ options bias results (as opposed to simply establishing 

empirical WTP estimates), we stick to the traditional way – which establishes WTP utility, and 

not WTP space. MWTP estimates will be compared across the different strata identified earlier 

in the study. 

 

3.6. Experimental data  

3.6.1. Data collection 

The study is based on experimental data collected from 999 household heads from Durban 

during the period September to November 2016. Survey instruments13 were prepared in 

English, and four enumerators fluent in both English and isiZulu (i.e. the local language) were 

recruited from a group of postgraduate students. These enumerators were trained and 

supervised during the data collection process. A total of 500 responses was collected in the 

suburbs, while 499 were collected in townships. Responses from the suburbs were further 

divided into 249 collected using a questionnaire with a relevant SQ (block 1), and 251 collected 

using a questionnaire with a partially relevant SQ (block 2)14. For the township sub-sample, 

250 complete responses were collected in block 1 and 249 in block 2. Choice experiments 

                                                 
13 An example of the questionnaire used to collect information is given in Appendix 3.1. The questionnaire 

presented is for block 1 of the township sub-sample. 
14 Henceforth, the experiment involving a relevant SQ will be identified as block 1, while the experiment with the 

partially relevant SQ will be identified as block 2. It is important to note that each sub-sample has both blocks. 
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allow even smaller samples to produce many observations. This is because each respondent is 

asked repetitively, which then increases the number of observations.  

When collecting data, households were conveniently selected until the required data points 

from each area were obtained. To avoid fatigue and receive maximum cooperation, each 

respondent took part in only one experiment. For example, if the first respondent in the 

township sub-sample took part in an experiment using the SQ perceived to be relevant, the next 

respondent would then take part in the experiment with the SQ perceived as less relevant. In 

addition to the choice experiments, each of the four questionnaires contained two other 

sections. The second section collected general information, while the third section collected 

biographic details. Except for the question on household monthly income, which had higher 

values in the suburbs sub-sample, all the questions in the second and third sections were similar 

across the four questionnaires (i.e. respondents answered the same questions in these sections). 

 

3.6.2. Descriptive statistics 

In addition to stated preference data, the collected data included detailed information on the 

demographic characteristics of the respondents, as well as some general information on how 

the respondents received water services at the time. The demographic characteristics collected 

included household size, level of education, age and income, as well as source of income. In 

addition to these demographic data, some general information was collected on how each 

household accessed piped water services, whether they received free basic water, how often 

they experienced water interruptions, and how they perceived the quality of water they 

received. Such information is deemed to be essential, as it determines households’ preferences 

for water service packages. Table 3.4 provides an overview of the descriptive statistics of the 

main variables of interest for all blocks in the two sub-samples.  
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Table 3.4: Descriptive statistics of respondents 

  Suburbs Townships 

  Block 1 

 Mean 

Block 2 

Mean 

Block 1 

 Mean  

Block 2 

 Mean  

No. of respondents (N)  249 251 249 250 

Female respondents (%)  41 41 44  45 

Household head (%)  39 45 49  55  

Average household size  4 4 5  5  

Married respondents (%)  51 45 29  34  

Race (%):    African 

                    Indian 

                    Coloured 

                    White 

 42 

45 

5 

7 

4 

43 

6 

10 

87  

12  

1  

0 

79  

20  

1  

1  

Age (%):     16-24 years  

                    25-34 years  

                    35-44 years  

                    45-54 years  

                    55-64 years  

                    65+ years 

 12 

32 

24 

14 

12 

6 

14 

37 

25 

14 

6 

4 

15  

24  

21  

14  

12  

12  

20  

23  

22  

15  

11  

10  

Secondary education and above (%)  76 74 30 32 

Monthly income (%):      

                    <R2500  

                     R2500 < R5000  

                     R5000 < R10000  

                     >R10000 < 15000 

                     R15000 < R30000 

                     R30000 < 50000 

                     >R50000 

  

- 

- 

- 

52 

31 

12 

6 

 

- 

- 

- 

46 

30 

14  

10  

 

75  

14  

9  

2  

- 

- 

- 

 

67  

18  

10  

4  

- 

- 

- 

Recipients of free basic water (%)  - - 39  66  

Access to piped water (%):    

                     Inside dwelling 

                     In yard 

                     Community tap 

  

100 

0 

0 

 

100 

0 

0 

 

71  

25  

4  

 

77  

19  

4  

Water supply interruptions (%):    

                     Very often 

                     Once in a while 

                     Not at all 

  

8 

53 

38 

 

6  

51 

43 

 

21  

69  

10  

 

24  

62  

14  

Water quality experiences (%): 

                    Not clear 

                    Bad taste 

                    Bad smell 

                    Has colour 

                    Good quality 

  

35 

3 

0 

12 

50 

 

24  

4  

1  

7 

65  

 

29  

1  

0 

2  

68  

 

34  

2  

0 

2  

62  

 

Table 3.4 shows various systematic differences between the suburbs and township sub-

samples. It is noted that the average household size is slightly lower in the suburbs sub-sample 

with a mean of 4 family members, compared to the townships sub-sample where the average 

household size is 5 family members. This dynamic reflects the actual trends in South African 

communities, where township families usually include extended family members. It is also 

noted that most township dwellers are black South Africans, at around 80%, reflecting the 
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legacy of a segregated past in which non-white South Africans were confined to township 

areas. However, it is equally important to note that although South Africans of Indian origin 

constitute the greatest number of suburban dwellers, many black South Africans also live in 

the suburbs. Another important dynamic noted in the table is that most of the respondents from 

the suburbs sub-sample have at least secondary-school education. Statistics for this variable sit 

at above 70% in the suburbs sub-sample, while in the township sub-sample the percentage is 

around 30%. 

In terms of access to piped water, all households in the suburbs sub-sample access piped water 

inside their dwellings, while the percentage of households with such a facility in the township 

sub-sample is around 70%. Households without piped water inside their dwellings access it 

mostly from the yard, while about 4% of the township households surveyed still access piped 

water from community taps. These statistics reflect that some township households receive 

inferior water service packages compared to suburban households. However, it is imperative 

to note that overall, most respondents in the sample indicated that they receive water of good 

quality, even though some respondents suggested that the water they receive is not clear. The 

satisfaction with water quality across all sub-samples clearly indicates that even though 

households may access water differently, the quality of the water is good. Finally, although 

households from all sub-samples experience water interruptions “once in a while”, more 

interruptions are experienced by the township sub-sample than by the suburbs sub-sample. 

 

3.6.3. Frequency distribution of stated preference choices 

An understanding of the stated preference data collected using the different experiments is 

essential. Prior to the survey, we hypothesised that if respondents were presented with their 

relevant SQ, most of them would choose the SQ ahead of hypothetical designed options, as 

suggested in Samuelson and Zeckhauser (1988). Probable reasons for this behaviour have been 

discussed in the previous sections of this study, and include loyalty to the SQ, choice task 

complexity, loss aversion, inertia, and many others (see Anderson, 2003; Dubé et al., 2010; 

Lanz and Provins 2015; Mandler, 2004; Meyerhoff and Liebe, 2009; Moon, 2000; Oehlmann 

et al., 2017; Ritov and Baron, 1992; Scarpa et al., 2007; Tversky and Kahneman, 1991). 

Therefore, we expected to observe SQ bias in block 1 experiments, where respondents were 

presented with their realistic SQ option. Furthermore, we expected less SQ bias in block 2 
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experiments, where respondents were presented with unrealistic SQ options. To explain this 

phenomenon, Figure 3.2 presents the frequency distribution of choices across the different 

options in each experiment.  

 

 

Figure 3.2: Frequency distribution of choices made by respondents 

 

The frequency distribution statistics presented in Figure 3.2 confirm our hypothesis that most 

respondents would choose the SQ option if presented with a relevant SQ. This is shown in the 

number of respondents who chose the SQ options in the first blocks of the two sub-samples. In 

suburbs block 1, close to 50% of respondents chose the SQ option; while in the township sub-

sample, more than 50% of respondents chose the SQ option in block 1. However, in the second 

blocks of each sub-sample, where respondents were presented with partially relevant SQ 

options, the frequency of SQ choices was lower than that observed in the block 1 experiments. 

For the suburbs sub-sample, about 11% of respondents chose the SQ option in block 2; while 

in the townships sub-sample, around 23% of respondents chose the SQ option in block 2. 

Interestingly, it is also noted that when presented with a partially relevant SQ option, relatively 
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large numbers of respondents chose to opt out, by selecting the ‘none’ option. About 49% of 

the respondents opted out in suburbs block 2, while around 41% of township respondents opted 

out in block 2. However, since all options in the choice sets were selected, it is still possible to 

achieve real trade-offs. As such, the next section presents estimations results from the 

econometric analysis of stated preference data.  

 

3.7. Empirical findings 

To examine the impact of SQ bias on empirical estimates, we use the mixed logit (MXL) and 

the generalised mixed logit (GMXL) models as estimation tools. The robustness of each of 

these estimation tools in so far as our data is concerned is compared, and the most fit tool is 

adopted. Although GMXL is more advanced and is expected to perform better than MXL, 

Hensher et al. (2015) suggest that the latter may perform better, depending on the dataset. The 

model that performs best is subsequently used to estimate utility functions. Since our sample 

is stratified into two sub-samples, and each sub-sample responds to two survey instruments, 

we estimate utility functions for each sub-sample. MWTP will also be estimated for each sub-

sample, using the model that fits best. The ultimate rationale for these two important analyses 

is to compare estimates across sub-samples and see if there are variations in terms of statistical 

significance, sign and magnitude of parameter estimates.  

To estimate utility functions, the study adopts unconstrained MXL and GMXL models that do 

not control for heterogeneity in the means of normally distributed random parameters. The five 

attributes of the study are modelled as normally distributed random parameters while 

alternative specific constants (ASCs) and socioeconomic characteristics are modelled as fixed 

parameters. Results are obtained using the Halton sequence for simulation based on 200 draws. 

We adopted 200 draws because estimation was collapsing in one of the four models if more 

than 200 draws were included. For uniformity across models, we adopted 200 draws. However, 

we are cognisant that more draws improve the quality of the estimates. Additionally, this 

section also presents MWTP estimates for each sub-section. The MWTP estimates are then 

compared across blocks and sub-samples. 
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3.7.1. Goodness of fit: MXL versus GMXL models 

Since each of the two sub-samples has two blocks, presenting estimation results for both the 

MXL and GMXL models may lead to too many columns that might render the work clumsy. 

Consequently, we assess the goodness-of-fit parameters of the two estimation tools. The better-

performing tool is adopted, and its results presented. The three main goodness-of-fit parameters 

commonly used in the literature are the LL, AIC, and BIC. A model with a larger LL estimate 

is deemed more robust. For AIC and BIC, the model to be preferred is one with the lowest 

value (see Aho et al., 2014; Akaike, 1998; Burnham and Anderson, 2004). Goodness-of-fit 

results for the MXL and GMXL models used in this study are presented in Table 3.5. 

 

Table 3.5: Goodness of fit statistics  

 MXL Model GMXL Model 

 Suburb Township Suburb Township 

 Block 1 Block 2 Block 1 Block 2 Block 1 Block 2 Block 1 Block 2 

LL -1117.0 -1528.7 -1640.5 -1786.9 -525.6 -1132.0 -965.9 -1195.5 

AIC 2270.0 3093.5 3316.9 3609.8 1111.2 2324.1 1991.8 2451.1 

BIC 2365.4 3189.2 3412.4 3705.4 1270.3 2483.6 2150.9 2610.4 

N 1485 1505 1484 1498 1485 1505 1484 1498 

 

As hypothesised, the estimates for goodness-of-fit parameters presented in Table 3.5 show that 

all GMXL models performed better than the MXL models. Under the GMXL models, the LL 

estimates for both suburbs and townships are larger than those presented under the MXL 

models. The GMXL estimates also show lower AIC and BIC statistics than those recorded in 

the MXL models, implying that the GMXL models outperformed the MXL models. Therefore, 

we present empirical results from the GMXL models only.  

 

3.7.2. GMXL model estimates 

Using unconstrained GMXL models, this study estimates utility as a function of normally 

distributed attributes. Utility functions for all blocks in each sub-sample assume the form: 
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𝑈𝑖𝑗 = 𝐴𝑆𝐶 + 𝛽1𝑃𝐼𝑃𝐸𝑖𝑗 + 𝛽2𝑅𝐸𝐿𝐼𝐴𝐵𝐼𝐿𝐼𝑇𝑌𝑖𝑗 + 𝛽3𝑃𝑅𝐸𝑆𝑆𝑈𝑅𝐸𝑖𝑗 + 𝛽4𝑄𝑈𝐴𝐿𝐼𝑇𝑌𝑖𝑗 +

𝛽5𝐶𝑂𝑆𝑇𝑖𝑗 +  휀𝑖𝑗          (3.14) 

 

ASC in equation 3.14 is the alternative specific constant, which in the choice experiment 

literature is often used to capture SQ bias (see Boxall et al., 2009; Lanz and Provins, 2015; 

Meyerhoff and Liebe, 2009; Oehlmann et al., 2017; Ortoleva, 2010). In studies that test for the 

existence of SQ bias, the common approach is to include at least two ASCs; one for the status 

quo option, (ASCSQ) and the other for experimentally designed options. Such studies report a 

positive and statistically significant ASCSQ as evidence of SQ bias (see Kahneman et al., 1991; 

Korobkin, 1997; Maltz and Romagnoli, 2015; Meyerhoff and Liebe, 2009). However, our study 

does not primarily seek to capture the existence of SQ bias.  

This study notes and acknowledges the existence of SQ bias, and tests whether respondents’ 

preferences change when they are presented with experiments containing different SQ options. 

This is done by examining the sign, significance and magnitude of the attribute parameters in 

the utility functions from each block of the two sub-samples. Therefore, although this study 

also reports on the sign and significance of the ASC estimates across sub-samples, the main 

emphasis will not be on the existence of SQ bias, but on its impact on the utility function. A 

comparison of attribute parameter estimates in each utility function informs us whether 

preferences differ with changes in the SQ. Table 3.6 presents the estimation results.  

Pipe water and water quality are qualitative variables with three categories and as in the norm 

in econometric estimations, a norm is to introduce two dummy variables for a qualitative 

variable with three categories. In contrast, we introduce only one variable for each of these 

qualitative variables. We have performed some transformations on these qualitative variables, 

hence our use of one variable. 
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Table 3.6: Estimation results based on GMXL models15 

   Suburbs   Townships  

 Block 1 Block 2 Block 1 Block 2 

 Par. Est. Std. Err Par. Est. Std. Err Par. Est. Std. Err Par. Est. Std. Err 
Random parameters in utility functions 

COST 0.010*** 0.003 -0.005* 0.002 -0.018*** 0.003 -0.013** 0.005 

PIPE -4.229 3.180 -2.726*** 1.045 0.376 0.436 0.206 0.259 

RELIABILITY -3.570 2.690 1.166 1.129 0.826 0.814 -0.003 0.732 

PRESSURE 5.255* 2.373 5.645** 2.555 0.606 0.997 -0.615 0.914 

QUALITY -10.190* 5.954 -11.111** 4.790 -3.799*** 0.691 -3.419** 1.470 

Nonrandom parameters in utility functions  

ASCSQ 11.707*** 1.435 2.566** 0.869 3.674*** 1.590 2.516** 0.942 

ASC1 and 2 6.905* 1.922 3.463*** 0.302 5.815** 1.603 3.822*** 0.912 

AGE -0.924 0.563 -0.084 0.227 -0.264 0.300 -0.287* 0.163 

EDUCATION -0.284 0.338 -0.084 0.103 -0.447** 0.216 0.064 0.141 

GENDER -1.176 1.413 -0.596 0.433 0.978 0.682 -1.452*** 0.531 

INCOME -1.163 0.773 0.762*** 0.261 -0.255 0.385 -0.326 0.268 

RACE 0.104 0.778 -0.541** 0.234 -0.009 0.430 0.144 0.271 

STATUS 2.414 1.552 -0.539 0.525 -0.389 0.858 0.067 0.507 

Diagonal values in Cholesky matrix, L. 

NsCOST 0.003 0.003 0.012** 0.005 0.017*** 0.003 0.011** 0.004 

NsPIPE 0.792 2.231 4.301** 1.749 1.972*** 0.529 2.186** 0.883 

NsRELIABILITY 2.405** 1.142 1.300 1.210 2.392*** 0.840 0.759 0.742 

NsPRESSURE 0.373 1.334 4.527** 2.166 0.923** 0.372 4.026** 1.627 

NsQUALITY 3.768** 1.557 5.077*** 1.898 0.306 0.456 1.742* 0.903 

Below diagonal values in L matrix. V = L*Lt 

PIPE:COST -1.419 1.840 -0.913 0.620 -2.265*** 0.465 -1.877*** 0.715 

RELIA:COST -2.918 2.045 5.218** 2.482 -1.189 0.821 0.797 0.674 

RELIA:PIPE -2.568 2.410 -1.388 1.305 -3.228*** 1.163 -3.250** 1.488 

PRESS:COST 0.444 2.594 -0.876 1.082 0.663 0.805 -0.384 0.766 

PRESS:PIPE -0.954 1.809 0.787 0.863 0.086 0.907 -3.161** 1.555 

PRESS:RELIA -1.637 1.121 0.461 1.196 2.717*** 0.847 0.110 0.523 

QUAL:COST 4.312 4.205 -4.454** 1.814 2.189*** 0.614 0.011 0.482 

QUAL:PIPE -3.775 4.629 -3.252** 1.507 2.925*** 0.775 3.153** 1.310 

QUAL:RELIA -3.563 2.554 -2.318 1.652 -0.865 0.630 -1.108 0.744 

QUAL:PRESS -1.314 2.878 -2.372* 1.422 0.808* 0.477 1.761** 0.818 

Variance parameter tau in GMX scale parameter 

TauScale 1.336***  0.168 1.297*** 0.248 0.800*** 0.116 1.243*** 0.242 

Weighting parameter gamma in GMX model 

GammaMXL 0.0 0.124 0.0 0.031 0.00 0.062 0.0 0.033 

Sample Mean and Sample Std. Dev. 

Sigma(i) 0.906 1.480 0.922 1.443 0.966 0.836 0.926 1.376 

Standard deviations of parameter distributions 

sdCOST 0.003 0.002 0.012** 0.005 0.017*** 0.003 0.011** 0.004 

sdPIPE 1.625 2.327 4.401*** 1.622 3.004*** 0.598 2.882*** 0.326 

sdRELIABILITY 4.571*** 0.997 5.554** 2.295 4.190*** 0.770 3.431** 1.421 

sdPRESSURE 1.981 1.446 4.700** 2.064 2.946*** 0.737 5.134*** 0.942 

sdQUALITY 7.840*** 2.780 8.197*** 1.170 3.853*** 0.711 4.160*** 1.522 

Note: ***, ** and * = significance at 1%, 5%, 10% level, respectively. Par Est. = parameter estimates. Std. Err = standard 

errors 

 

                                                 
15 In additional to these results, GMXL also reports on the correlation between the random parameters in the utility 

functions. The correlation matrices for the four models are presented in Appendix 3.2 as Table A1. Most of the 

values have low correlation indices, suggesting minimum levels of multi-collinearity.  
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The ASCSQ estimates for the first blocks of each sub-sample are both statistically significant at 

the 1% significance level. Positive and statistically significant ASCSQ estimates in the first 

blocks of the two sub-samples indicate the existence of SQ bias. These findings are consistent 

with revelations from Samuelson and Zeckhauser (1988) and several other previous studies 

that revealed that many respondents disproportionately choose the SQ option if offered their 

relevant SQ. Regarding the second blocks of each sub-sample, we expected the ASCSQ 

estimates to be statistically insignificant. However, contrary to our prior hypothesis, the ASCSQ 

estimates for the second blocks were also positive and statistically significant16. As explained 

earlier, the aim of this study is not to show evidence of SQ bias, but to test whether utility 

functions differ across blocks in the given sub-samples. Therefore, the estimation results 

presented in Table 3.6 will be interpreted based on the sign, significance and magnitude of the 

random parameter coefficients that make up the utility functions. More precisely, the study 

compares the coefficients of the random parameter estimates in each stratum, and across the 

sub-samples. A comparison of these coefficients gives information on whether utility functions 

vary across blocks. Before interpreting the results presented in Table 3.6, we substitute 

coefficients for each parameter estimate into the utility function given earlier in equation 3.14. 

Four equations are then applied, as follows: 

 

𝑈𝑆𝑈𝐵𝑈𝑅𝐵𝑆 𝐵1 = 11.71 − 4.23𝑥𝑃𝐼𝑃𝐸𝑖𝑗 − 3.57𝑥𝑅𝐸𝐿𝐼𝐴𝐵𝐼𝐿𝐼𝑇𝑌𝑖𝑗 + 5.26𝑥𝑃𝑅𝐸𝑆𝑆𝑈𝑅𝐸𝑖𝑗 −

                             10.19𝑥𝑄𝑈𝐴𝐿𝐼𝑇𝑌𝑖𝑗 + 0.01𝑥𝐶𝑂𝑆𝑇𝑖𝑗 + 휀𝑖𝑗     (3.15) 

 

𝑈𝑆𝑈𝐵𝑈𝑅𝐵𝑆 𝐵2 = 2.57 − 2.73𝑥𝑃𝐼𝑃𝐸𝑖𝑗 + 1.17𝑥𝑅𝐸𝐿𝐼𝐴𝐵𝐼𝐿𝐼𝑇𝑌𝑖𝑗 + 5.65𝑥𝑃𝑅𝐸𝑆𝑆𝑈𝑅𝐸𝑖𝑗 −

                             11.11𝑥𝑄𝑈𝐴𝐿𝐼𝑇𝑌𝑖𝑗 − 0.01𝑥𝐶𝑂𝑆𝑇𝑖𝑗 + 휀𝑖𝑗     (3.16) 

𝑈𝑇𝑂𝑊𝑁𝑆𝐻𝐼𝑃 𝐵1 = 3.67 + 0.38𝑥𝑃𝐼𝑃𝐸𝑖𝑗 + 0.83𝑥𝑅𝐸𝐿𝐼𝐴𝐵𝐼𝐿𝐼𝑇𝑌𝑖𝑗 + 0.61𝑥𝑃𝑅𝐸𝑆𝑆𝑈𝑅𝐸𝑖𝑗 −

                             3.80𝑥𝑄𝑈𝐴𝐿𝐼𝑇𝑌𝑖𝑗 − 0.02𝑥𝐶𝑂𝑆𝑇𝑖𝑗 + 휀𝑖𝑗     (3.17) 

                                                 

16 This could be because of various other reasons. We suspect that one of those reasons could be that most 

respondents chose neither the SQ option nor the hypothetical options, but rather the ‘none’ option, as revealed 

earlier in Figure 3.2. Such choices may be reflected by the positive and significant ASCSQ. 
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𝑈𝑇𝑂𝑊𝑁𝑆𝐻𝐼𝑃 𝐵2 = 2.52 + 0.21𝑥𝑃𝐼𝑃𝐸𝑖𝑗 − 0.003𝑥𝑅𝐸𝐿𝐼𝐴𝐵𝐼𝐿𝐼𝑇𝑌𝑖𝑗 − 0.62𝑥𝑃𝑅𝐸𝑆𝑆𝑈𝑅𝐸𝑖𝑗 −

                             3.42𝑥𝑄𝑈𝐴𝐿𝐼𝑇𝑌𝑖𝑗 − 0.01𝑥𝐶𝑂𝑆𝑇𝑖𝑗 + 휀𝑖𝑗     (3.18) 

 

Equations 3.15 to 3.18 show the utility functions of the four blocks of the two strata. Positive 

attribute coefficients indicate household preference for changes in the attribute. For instance, 

the positive coefficient of PRESSURE in equations 3.15 to 3.17 indicates that households 

prefer changes in the water pressure. To be specific, a unit change in PRESSURE increases 

households’ utility by about 5.23 units in suburbs block 1, and by 5.65 units in suburbs block 

2. On the other hand, negative coefficients suggest that households do not prefer changes in 

the attribute. For example, the negative coefficients of PIPE in equations 3.15 and 3.16 indicate 

that suburban households do not prefer changes in the way they access piped water services. 

More precisely, the PIPE results in equations 3.15 and 3.16 suggest that a unit change in access 

to piped water reduces utility by about 4.23 units in suburbs block 1, and 2.72 units in suburbs 

block 2. 

Illustrations in equations 3.15 to 3.18 show the signs and magnitudes of the coefficients of 

parameters. These are essential for defining the utility function, as they indicate the impact of 

changes in an attribute and the extent of that impact on utility. The first step in our bid to 

examine the impact of SQ bias will test whether variations exist in the utility functions across 

blocks. Therefore, we compare utility functions in each sub-sample in terms of the signs and 

magnitudes of the coefficients. In the suburbs sub-sample, two variations are noted in the signs 

of COST and RELIABILITY across the two blocks. In the township sub-sample also, two 

variations are noted across blocks, in the signs of RELIABILITY and PRESSURE. Regarding 

the magnitudes of parameter estimates, no huge discrepancies are noted across blocks in either 

sub-sample. Magnitudes of coefficients are consistent across the blocks of each sub-sample. 

Although the signs and magnitudes of parameter estimates are essential when examining utility 

functions, the statistical significance of the parameters is more important in determining 

preferences. Statistical significance shows the attributes that are important to households, as 

well as those that are not important. Therefore, a comparison of the statistical significance of 

the attribute parameter coefficients across the blocks of each sub-sample is essential. In the 

suburbs sub-sample, only the coefficients for PIPE are not consistent across the two blocks; 

the coefficient is insignificant in block 1, but significant at 1% in block 2. The rest of the 
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coefficients are consistent in terms of statistical significance across the two suburban blocks. 

Notable variations are seen only in the level of significance where, for example, the 

significance level for COST is 1% in block 1 but 10% in block 2. Overall, there is consistency 

in the statistical significance of parameter estimates across the suburban blocks. Regarding 

statistical significance in the township sub-sample, coefficients for all the five attributes are 

consistent across blocks. Where estimates are statistically significant in the first block, they are 

also significant in the second block, and vice versa. 

In addition to the five attributes modelled as random parameters in the utility functions, we 

also controlled for six selected socio-economic characteristics (AGE, EDUCATION, 

GENDER, INCOME, RACE and STATUS). We considered these variables because we 

hypothesise that they are essential in determining how individuals make choices. For example, 

elderly respondents are expected to make different choices to younger respondents. Equally, a 

respondent’s level of education, income level, race and marital status are also expected to be 

key determinants of choice. The empirical results in Table 3.6 show that none of these socio-

economic characteristics were significant determinants of respondents’ choices in suburbs 

block 1. However, in the second block of the suburbs sub-sample, INCOME and RACE were 

important determinants of choice. In the township sub-sample, EDUCATION was an important 

determinant in block 1, while AGE and GENDER were important determinants in block 2. 

 

3.7.3. MWTP estimates 

We also examined whether the different utility functions given in the different blocks would 

also yield the same welfare measures. To do this we estimated the households’ MWTP for the 

given attributes. MWTP is a welfare measure that shows average estimates of what households 

are prepared to pay for or against improvements in each attribute. Positive and significant 

estimates show the average amount that households are willing to pay, while negative and 

significant estimates show how much they are willing to accept as compensation. The MWTP 

estimates are presented in Table 3.7. 
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Table 3.7: Marginal willingness to pay estimates (in US Dollars)17 

   Suburbs  Townships 

 
Block 1 Block 2 Block 1 Block 2 

 Estimate  Std. Err. Estimate Std. Err. Estimate Std. Err. Estimate Std. Err. 

PIPE 31.06 26.09 -42.23*** 14.06 1.46 1.71 1.10 1.22 

RELIABILITY 26.21 24.11 18.06 14.23 3.22 3.26 -0.01 3.91 

PRESSURE -31.24* 16.63 87.45*** 24.91 2.36 3.79 -3.28 5.08 

QUALITY 74.82** 32.67 -172.12*** 58.30 -14.79*** 2.63 -18.26*** 3.25 

Wald Statistic 1.85  0.96  2.42  2.41  

Prob. from 

Chi2 

0.000  0.008  0.000  0.000  

Note: ***, ** and * = significance at 1%, 5%, 10% level, respectively. Std. Err are standard errors. 
 

 

The MWTP estimates presented in Table 3.7 are consistent in terms of statistical significance 

in the township sub-sample, where parameter estimates for all attributes are insignificant except 

for the parameter estimates of the QUALITY attribute. The MWTP estimates for QUALITY 

are both negative and statistically significant at 1% significance level. The negative sign 

suggests that households are not willing to pay for any improvements in the quality of the water 

they receive. More precisely, township households in block 1 are willing to accept $14.79 as 

compensation for improvements in the quality of water, while in block 2 they are willing to 

accept $18.26 as compensation for improvements in the quality of water. In a nutshell, different 

SQs did not affect MWTP estimates across the blocks of the township sub-sample, as the 

estimates are consistent across the two blocks. 

In the suburbs sub-sample, there are inconsistencies across the two blocks. The only attribute 

with consistent parameter estimates in terms of sign and significance is RELIABILITY, which 

is statistically insignificant across the two suburban blocks. The rest of the attributes recorded 

inconsistent estimates in terms of sign and/or significance. Firstly, the MWTP estimate for 

PIPE is positive and statistically insignificant in block 1, but positive with a statistical 

significance of 1% in block 2. Secondly, the MWTP estimate for PRESSURE is negative with 

a statistical significance of 10% in block 1, but positive with a statistical significance of 1% in 

block 2. Finally, although the MWTP estimates for the QUALITY attribute are both 

statistically significant, in block 1, households from the suburbs are willing to pay $74.82 for 

improvements in the quality of their water; yet in block 2, they are willing to accept $172.12 

                                                 
17 As at 24 October 2018, US$1 = ZAR14.30 
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as compensation if the water quality improvements. Inconsistencies in the suburbs sub-sample 

suggest that SQs may affect the MWTP estimates.  

 

3.8. Conclusion 

This paper tests for the effects of reducing status quo bias considering a heterogeneous sample. 

We test this by introducing a partially relevant status quo aimed at reducing SQ bias in a choice 

experiment that elicits household preferences for water service packages in Durban, South 

Africa. To achieve this, we stratify our sample into two sub-samples (i.e. suburbs and 

townships). Each sub-sample is presented with two experiments, one containing a relevant SQ 

(block 1) and another containing a partially relevant SQ (block 2). We test whether the 

likelihood of a participant choosing the SQ is driven by the relevance or partial relevance of 

the SQ option. Subsequently, we test whether this affects empirical results by comparing the 

significance, sign and absolute values of attribute parameters as well as MWTP estimates 

across the two blocks in each sub-sample. We use the GMXL and MXL models as estimation 

tools. However, we present empirical estimates from GMXL based on goodness-of-fit tests, 

which revealed that GMXL outperformed MXL.  

Results from our tests revealed that parameter estimates across the two blocks of the township 

sub-sample were largely similar in terms of sign, statistical significance and the absolute value 

of the parameters’ magnitude. Only COST and QUALITY emerged statistically significant in 

both blocks. These two attributes contained the same signs and had coefficients of the same 

magnitude in absolute terms. Similarities in the two blocks of the township sub-sample were 

also observed in the MWTP estimates. QUALITY was the only attribute with statistically 

significant MWTP estimates that also had the same sign and a similar coefficient magnitude 

across the two blocks. 

In the suburban sub-sample, we found that all attributes except one reported the same statistical 

significance across the two blocks. The statistically significant parameters had the same signs, 

except for COST, which had a positive coefficient in block 1 and a negative coefficient in block 

2. A positive coefficient in block 1 suggests that respondents preferred higher monthly water 

bills. Such a revelation is not consistent with either our prior expectations or the common 

findings in the literature, where the cost attribute generally has a negative coefficient (see 

Anand, 2001; Bhaduri and Kloos, 2013; Brouwer et al., 2015; Hensher et al., 2005). An 
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analysis of the size of the coefficients showed no major differences across the two suburban 

blocks. We found that the attribute parameters were of the same magnitude, in absolute terms.  

Estimation results in the suburban sub-sample imply that to a large extent, the relevance or 

partial relevance of the SQ did not affect the utility functions. However, the MWTP estimates 

in the two blocks of the suburban sub-sample reported disagreeing results in terms of sign and 

significance. Block 1 had two attributes that were statistically significant, while block 2 

reported statistical significance on three attributes. Most importantly, we observed that all the 

statistically significant MWTP estimates had different signs across the two suburban blocks. 

Overall, we argue that the inclusion of a partially relevant SQ reduced SQ bias, but did not 

affect estimates of attribute parameters, in both suburbs and townships.  
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Appendix 3.1: Example of the questionnaire used for townships 

 

 

 

HOUSEHOLD WATER PROVISION IN DURBAN 

 

Name of interviewer: _____________________________________ 

Location: _______________________________________________ 

Date of the interview: ____/___/2016 

 

To improve on the provision of water services to households in the eThekwini Metropolitan 

Municipality, households’ preferences for water services should be established. This 

questionnaire seeks to elicit households’ willingness to pay for water services packages, given 

varying levels of attributes such as access to piped water, reliability of water supply, water 

pressure, water quality, and cost per month. The questionnaire has three sections. Section A of 

the questionnaire provides 6 choice-sets. Section B of the questionnaire provides some general 

questions on water provision in the municipality. Section C of the questionnaire gathers 

personal information of the respondents, to help us understand factors that affect the way 

people feel about water provision in the municipality. 
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SECTION A: CHOICE EXPERIMENTS 

Several attributes may be noted about how portable water is provided to households. These 

attributes include the way households receive piped water, reliability of water supply, water 

pressure, water quality, and monthly cost. The table below shows these attributes and their 

levels which are used in the choice experiments. 

Attribute Description Attribute Levels 

Piped water 

Access to piped or tap-water 

in the dwelling, off-site or 

on-site. This shows how 

piped water is delivered to 

households. 

Level 1: Inside dwelling 

Level 2: In yard 

Level 3: Community tap: less than 200m from dwelling 

Level 4: Community tap: greater than 200m from 

dwelling 

Level 5: No access to piped water 

Reliability of 

water supply 

Whether the household had 

any interruption in piped 

water supply in the last one 

month.  

Level 1: Yes  

Level 2: No 

Water pressure 

Pressure is the force that 

pushes water through pipes. 

Water pressure determines 

the flow of water from the 

tap.  

Level 1: High water pressure  

Level 2: Low water pressure 

Water quality 

A measure of the suitability 

of water for a particular use 

based on selected physical, 

chemical and biological 

characterises.  

Level 1: Safe to drink 

Level 2: Has colour 

Level 3: Has a taste  

Level 4: Has a smell 

Cost  Cost per month. 

Level 1: R120 

Level 2: R220 

Level 3: R400 

Level 4: R680 

Level 5: R980 

 

Six (6) choice-sets generated from the table above are shown below. In each choice-set, assume 

that the four alternatives (Status-Quo, Alternative 1, Alternative 2 and ‘None’) were the only 

water provision options available in the eThekwini municipality. If you do not like any of 

Alternative 1, Alternative 2 or the Status Quo, then please choose the box marked ‘None’. You 

may notice that while the levels of the attributes of the status quo always stay the same, the 

levels in the columns of alternatives 1 and 2 change in each choice-set. It is very important to 

consider each choice-set based on its own outcomes, regardless of whether the prior and 

subsequent choice-sets provide better packages. 

We would like to know which option you prefer the most in each choice-set. Some options 

may seem unrealistic; please note that we do not describe how each option would be brought 

about. 
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Choice-Set 1 

  STATUS-QUO ALTERNATIVE 1 ALTERNATIVE 2 NONE 

Piped water  In yard Inside dwelling  Community tap: greater 

than 200m from dwelling  

 

Reliability of water 

supply  

No No  Yes  

Water pressure  Low pressure Low pressure  High pressure  

Water quality  Safe to Drink  Safe to drink  Has a smell  

Cost per month  Free R220  R400  

I WOULD 

CHOOSE:  
      

 

Choice-Set 2 

  STATUS-QUO ALTERNATIVE 1 ALTERNATIVE 2  NONE 

Piped water  In yard Inside dwelling  Community tap: less than 

200m from dwelling  

 

Reliability of water 

supply  

No Yes  No  

Water pressure  Low pressure High pressure  Low pressure  

Water quality  Safe to Drink  Safe to drink  Has colour  

Cost per month  Free R980  R120  

I WOULD 

CHOOSE:  

      

 

Choice-Set 3 

  STATUS-QUO ALTERNATIVE 1 ALTERNATIVE 2 NONE 

Piped water  In yard No access to piped water  Inside dwelling   

Reliability of water 

supply  

No Yes  No  

Water pressure  Low pressure High pressure  Low pressure  

Water quality  Safe to Drink  Has colour  Has a taste  

Cost per month  Free R400  R120  

I WOULD CHOOSE:        
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Choice-Set 4 

  STATUS-QUO ALTERNATIVE 1 ALTERNATIVE 2 NONE 

Piped water  In yard In yard  Inside dwelling   

Reliability of water 

supply  

No Yes  No  

Water pressure  Low pressure Low pressure  High pressure  

Water quality  Safe to Drink  Has colour  Has colour  

Cost per month  Free R120  R680  

I WOULD 

CHOOSE:  

      

 

Choice-Set 5 

  STATUS-QUO ALTERNATIVE 1 ALTERNATIVE 2 NONE 

Piped water  In yard Community tap: less than 

200m from dwelling  

No access to piped water   

Reliability of water 

supply  

No No  Yes  

Water pressure  Low pressure High pressure  High pressure  

Water quality  Safe to Drink  Has a smell  Safe to drink  

Cost per month  Free R120  R980  

I WOULD 

CHOOSE:  

      

 

 

Choice-Set 6 

  STATUS-QUO ALTERNATIVE 1 ALTERNATIVE 2 NONE 

Piped water  In yard Community tap: greater 

than 200m from dwelling  

In yard   

Reliability of water 

supply  

No No  Yes  

Water pressure  Low pressure Low pressure  Low pressure  

Water quality  Safe to Drink  Has a taste  Safe to drink  

Cost per month  Free R680  R220  

I WOULD 

CHOOSE:  
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SECTION B: GENERAL QUESTIONS 

1. When you made your choices, which attributes mostly influenced your decision? (Tick the 

appropriate box/boxes). 

 

 

Piped water          Water pressure 

 

 Reliability of water supply 

 

         Cost per month 

 

 Water quality 

 

 

          

2. How does your household receive water? (Tick the appropriate box). 

 

 

Piped water in dwelling          Piped water in yard 

 

 Piped water on community tap 

 

         Water tanker 

 

 Borehole          Spring, river or stream 

 

 

3. Do you receive free basic water? (Tick the appropriate box): 

 

 

Yes            No 

 

 

4. How often do you experience water interruptions? (Tick the appropriate box). 

 

 

            Very often            Occasionally  

 

            Not at all  

 

 

5. Describe the quality of the water you receive (Tick the appropriate box). 

 

 

            Not clear            Bad Taste  

 

           Bad smell  

 

 Has colour 

             Other (Please specify): ____________________________________ 

 

SECTION C: PERSONAL INFORMATION 

6. How many people are members of your household? (Write the number in the box):  

 

 

7. Are you the head of the household? (Tick the appropriate box): 

 

 

Yes            No 

 

 

8. What is your gender? (Tick the appropriate box): 

 

 

Male            Female 

 

 

9. What is your marital status? (Tick the appropriate box). 

 

 

            Single            Married  

 

            Other (Please specify): __________________ 

 

  

10. Do you have any infants in your family? (Tick the appropriate box): 

 

 

Yes            No 

 

 

11. Do you have any children under the age of 16 years? (Tick the appropriate box): 

 

 

Yes            No 
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12. Which racial group do you belong to? (Tick the appropriate box. You may choose not to answer this 

question): 

 

 

      Black/African    White              Indian/Asian  Coloured 

 

 

13. What is your highest education level? (Tick the appropriate box): 

 

 

Never attended school Primary school 

 

 High school 

 

Certificate 

 

 Diploma 

 

Degree 

 Postgraduate 

 

Other (Please specify): _____________________ 

 

 

14. Which of the following is your age category? 

 

 

16-24 years           25-34 years 

 35-44 years 

 

          45-54 years 

 

 55-64 years 

 

          65+ years 

 

 

15. What is your household’s main source of income? (Tick the appropriate box): 

 

 

Salary/Wages           Income from investments 

 Government grant 

 

          Allowances/hand-outs 

 

 Pension 

 

          Other (Please specify): _____________________ 

 

 

16. What is your household’s monthly average income? (Tick the appropriate box): 

 

 

Less than R2 500 per month 

 Greater than R2 500 but less than R5 000 per month 

 

 Greater than R5 000 but less than R10 000 per month 

 

 Greater than R10 000 per month 

 

 

 

 

Thank you for taking the time to answer this questionnaire.  
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Appendix 3.2: Correlation matrices for random parameters 

 

Table A1: Correlation matrices for random parameters in all blocks and sub-samples 

 Cost Pipe Reliability Pressure Quality 

Suburbs Block 1      

            Cost 1.000 -0.623 -0.638 0.224 0.550 

            Pipe -0.623 1.000 0.284 -0.430 -0.515 

            Reliability -0.638 0.284 1.000 0.562 -0.320 

            Pressure 0.224 -0.430 0.562 1.000 -0.052 

            Quality 0.550 -0.515 -0.320 -0.052 1.000 

Suburbs Block 2      

            Cost 1.000 -0.212 0.640 -0.186 -0.543 

            Pipe -0.212 1.000 -0.443 0.203 -0.273 

            Reliability 0.640 -0.443 1.000 -0.240 -0.478 

            Pressure -0.186 -0.203 -0.240 1.000 -0.216 

            Quality -0.543 -0.273 -0.478 -0.216 1.000 

Townships Block 1      

            Cost 1.000 -0.754 -0.284 0.225 0.568 

            Pipe -0.754 1.000 -0.292 -0.150 0.070 

            Reliability -0.284 -0.292 1.000 0.440 -0.574 

            Pressure 0.225 -0.150 0.440 1.000 0.009 

            Quality 0.568 0.070 -0.574 0.009 1.000 

Townships Block 2      

            Cost 1.000 -0.652 0.232 -0.075 0.003 

            Pipe -0.652 1.000 -0.670 -0.418 0.573 

            Reliability 0.232 -0.670 1.000 0.570 -0.776 

            Pressure -0.075 -0.418 0.570 1.000 -0.141 

            Quality 0.003 0.573 0.776 -0.141 1.000 
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Chapter 4: The effects of presentation formats in choice experiments  

 

 

 

Abstract 

Although stated-preference surveys take various forms, the use of either text or visuals to 

represent attributes is uncontroversial, and they remain the commonly used formats. While 

prior research has investigated the impact of these commonly used formats in other disciplines, 

little is known about their effects on results in terms of relative importance in environmental 

economics literature. We compare three presentation formats, namely text, visuals, and both 

text and visuals. We test whether these three formats generate differences in estimated utilities 

and willingness to pay. This research sheds light on how to develop a valid presentation method 

for attribute levels in choice experiments, which is critical considering most environmental 

economics goods and services are not traded in the market. Our results show that the visuals 

format generates more statistically significant coefficients than the other formats. This suggests 

that the presentation format has significant impacts on choice. The choice between the three 

elicitation formats may imply a trade-off in choice precision. Our findings suggest that more 

research on presentation formats in environmental economics is warranted.  

 

Keywords: choice experiments, format, text, presentation, visuals 
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4.1.  Introduction 

In most choice experiment (CE) studies in environmental economics, the attributes of non-

traded environmental goods are communicated to respondents in the form of a table consisting 

of verbal descriptions (written text). The table normally consists of attributes, their detailed 

descriptions, and levels. Thereafter, respondents are presented with a series of choice sets, 

which are often in the form of written text. It is assumed at this stage that the respondents can 

fully comprehend the attributes and the attribute levels. Respondents are expected to form their 

preferences in response to the information provided to them in choice sets pertaining to the 

environmental good in question (Bateman et al., 2009).  

Respondents form their preferences by cognitively combining the utilities they derive from the 

attribute levels that make up choice alternatives according to some function. Information plays 

an important role in the formation of preferences, particularly for the estimation of value for 

non-traded environmental goods/services, where experience of the good/service and the 

hypothetical market may be limited (Munro and Hanley, 2001). According to Green and 

Tunstall (1999), the accuracy and ‘face-value’ comprehension of information provided to 

respondents with the non-traded valuation studies should not be taken for granted. 

We argue that in addition to the information presented to respondents, the presentation format 

in which the information is conveyed to respondents may also influence how preferences are 

formed. Presentation format pertains to the way the attribute alternatives are presented. This 

aspect is taken for granted in the environmental economics literature. Evidence on the influence 

of format on how preferences are formed has been observed in the literature of other fields, 

such as housing (see Timmermans and van Noortwijk, 1995; Wang and Li, 2004), urban 

planning (see Jansen et al., 2009) and consumer studies (see Townsend and Kahn, 2013). This 

literature attempts to address concerns about whether respondents can truly articulate their 

preferences, if their responses are an artefact of the experimental task, and if they can fully 

comprehend the typical presentation format often used to convey attribute levels, which can be 

complex – particularly for unfamiliar goods.  

It has been argued that the presentation of attribute levels may be captured better graphically 

or visually. On the other hand, respondents may pay more attention to certain features of the 

visuals in the experiment. Moreover, some attribute levels (such as cost or other monetary 

attributes) may not lend themselves to visual representation (Orzechowski et al., 2005). Our 
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study is designed to contribute to the limited but growing literature pertaining to whether 

presentation formats matter in choice experiments. To be specific, our study reports on the 

findings of a test on whether written text, visual representations or a combination of written 

text and visuals for attribute profiles in choice experiments generate differences in estimated 

empirical results.  

This paper attempts to investigate whether the text, visuals or text-and-visuals presentation 

formats matter for discrete choice experiments in environmental and resource economics. The 

objective of the study is to test whether presenting attribute levels in these three presentation 

styles generates significantly different results with respect to attribute interpretation, relative 

importance, probability of adopting water conservation technologies, and willingness to pay 

estimates. Households completed a CE questionnaire that contained three versions of the same 

six choice tasks with three alternatives (status quo, alternatives 1 and 2), in which the attribute 

levels were presented in text, visuals or text-and-visuals. The status quo was undefined, as only 

the households knew their current situation. Five attributes relating to the decision of 

households to adopt water-saving technologies were included. Mixed logit models were used 

to estimate the relative importance of the attribute levels.  

The contribution of this study is twofold. Firstly, more presentation formats are evaluated than 

in most studies in the literature; most studies compare either written text to visuals, or written 

text to a combination of text and visuals (see Jansen et al., 2009; Muller et al., 2010; Patterson 

et al., 2017; Townsend and Kahn, 2013). Our study compares three formats. Secondly, to the 

best of our knowledge, this is the first study in environmental economics to examine the impact 

of the way in which attribute profiles are presented. Evidence from other disciplines suggests 

that presentation formats matter (see Arentze et al, 2003; Bateman et al., 2009; Orzechowski 

et al., 2005). It is not clear in the environmental economics literature how to develop valid 

presentation methods for attribute levels in choice experiments; the investigation carried out in 

this study therefore sheds light on this, and so doing, contributes to the establishment of 

guidelines to developing valid presentation formats.  

Presentation formats such as visuals improve respondents’ understanding of the goods/services 

involved. However, considering the nature of environmental economics goods and services, 

coming up with the most appropriate visuals requires a lot of effort and resources. If less 

appropriate visuals are used to depict attribute profiles, there is a good chance that such visuals 

could contain various distracting effects that might bias respondents’ choices (Scarpa et al., 
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2009). In such instances, a text presentation might be better, as it would provide clearer and 

more precise descriptions of the environmental good/services involved. A combination of both 

efforts may yield even better results, as it would combine the strengths of both approaches. 

Considering the effort and precision needed to come up with the most appropriate visuals, it is 

important to examine whether such effort does in fact improve the quality of data collected.  

The rest of the paper is organised into seven sections. Section 4.2 reviews the literature. Section 

4.3 presents the experimental design. Section 4.4 discusses the case study. Section 4.5 discusses 

the modelling approaches. Section 4.6 presents the experimental data. Section 4.7 presents and 

discusses the empirical findings, and Section 4.8 concludes the study. 

 

4.2. Literature on presentation formats 

The issue of presentation formats is not new. Many studies in the neuropsychology literature 

discuss the various merits and demerits of presenting survey instruments as text, visuals, or a 

combination of both. Early contributions on presentation formats are found in Holbrook and 

Moore (1981), Childers and Houston (1984) and MacInnis and Price (1987). These studies 

explain how respondents process information presented either as text or visuals. A common 

conclusion is that information presented as text and information presented as visuals are 

processed differently, and by different areas of the brain. Over the years, the discussion 

regarding presentation formats has continued in the literature; however, only in recent years 

have studies emerged in the literature that examine the role of presentation formats in the choice 

experiment domain. 

Several advantages of text presentations are discussed in the literature. The commonly 

identified advantage is that text presentations provide clear and appropriate descriptions of 

attributes and levels, as they do not have the problem of attribute interaction associated with 

visual presentations. Typically, text presentations do not result in the distracting effects 

intrinsic to visual presentations (Scarpa et al., 2009). According to Vriens et al. (1998), text 

presentations facilitate judgment, making it possible for respondents to make real trade-offs 

between given attributes and levels. These advantages are consistent with the psychological 

literature, which suggests that visuals dominate attributes in terms of colour and form, and may 

distort responses (see Holbrook and Moore, 1981; Wittink et al., 1994). As such, Patterson et 
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al. (2017) and many other studies recommend only using visuals ahead of text when it is 

absolutely necessary. 

However, the literature also demonstrates the advantages of visual representation. 

Predominantly, the use of visuals is supported in psychology literature by studies that argue 

that respondents are inclined to process images more readily than written text (Berlyne, 1971; 

Childers and Houston, 1984; Hetherington et al., 1993; Wohlwill, 1976). It is argued that 

visuals improve respondents’ understanding and comprehension of the survey instrument. This 

is because it is a relatively less irritating cognitive process to perceive cues depicted in visuals 

than to perceive those in text (Fitzsimons et al., 2002). This assertion is consistent with the 

argument in Childers and Houston (1984) that advertisements presented using visual 

representations are remembered easily compared to those provided by verbal representations.  

There is no consensus in the literature on which of the two formats to adopt when designing 

survey instruments. In the choice experiments literature, written text is the commonly used 

format for presenting choice sets (see Abdullah and Mariel, 2010; Arentze et al., 2003; Bhaduri 

and Kloos, 2013; Lanz and Provins, 2015; Vásquez et al., 2012). However, some choice 

experiment studies combine both text and visuals, to capitalise on the individual benefits of 

each presentation format (see Kanyoka et al., 2008; Snowball et al., 2008; Saldías et al., 2016). 

Importantly, most of the studies that combine text and visuals only include visuals in the table 

when explaining the attributes and levels. Very few include visuals in the actual choice sets. 

Where visuals are included in the choice sets, they are normally limited to attributes, with very 

few studies including them in the profiles of each choice set. Our study includes visuals to 

represent both the attributes and the attribute levels in choice profiles. 

A clear link between presentation format and the preferences of respondents does not exist in 

the choice experiments literature. This has prompted an emerging interest in examining the 

impact of presentation formats; but the studies that test the impact of presentation formats in 

choice experiments are mostly in domains other than environmental economics. Most of these 

studies report inconsistent results (see Bateman et al., 2009; Jansen et al., 2009; Lovett et al., 

2015; Muller et al., 2010; Patterson et al., 2017). While some report that text presentations and 

visual representations affect empirical results, others show that using either of the two formats 

has no meaningful effect on empirical estimations. Our study joins this debate, assessing the 

impact of text presentations, visual representations, and text and visual representations together 
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on empirical estimates. By including an experiment in which information is presented only in 

visuals, our study is a step ahead of most similar studies in the literature. 

Jansen et al. (2009) test the impact of including visuals in choice experiments on housing 

preferences. The study reveals that including visuals in the choice sets led to several differences 

in the results compared to those from text presentations. These differences are explained as 

emanating from accidental details in the images. Coming from a different angle, Bateman et 

al. (2009) test the impact of text presentations and visual representations in a choice experiment 

on coastal land use. The study found text presentations generated higher gain/loss asymmetry 

than visual representations. Differences between results from text presentations and visual 

representations are further confirmed in Syrengelas (2017), in which different presentation 

formats yielded different welfare estimates. Other choice experiment studies to find that 

presentation formats affect empirical results include Muller et al. (2010) and Orzechowski et 

al. (2005). Most of these studies find that visual representations tend to produce more parameter 

estimates that are statistically significant and with larger absolute coefficients, compared to 

text presentations. 

On the other hand, Patterson et al. (2017) use choice experiments on preferences for landscape 

and urban planning to test the impact of presentation formats, and find no evidence of major 

differences between the results from text presentations and those from visual representations. 

The study reports that respondents’ preferences in the text survey were based on their mental 

images; whereas in the visuals survey, preferences were based on the displayed images. Despite 

this, similar results were reported from the two separate experiments. Findings from Patterson 

et al. (2017) are consistent with earlier work by Arentze et al. (2003), which used choice 

experiments on choice of transport mode to test the impact of presentation formats on empirical 

results. The study revealed that including visuals to text for attributes affected neither the error 

variance nor the measurement of attribute weights; as such, the effort it takes to develop 

pictorial material is not compensated for by better-quality data. 

It is evident from this section that the existing choice experiment literature on presentation 

formats is predominantly in domains other than environmental economics. Our current study 

attempts to address this by examining concerns around the way choice experiment profiles are 

presented in environmental economics. As revealed in this section, the few emerging choice 

experiment studies in the literature compare text-only experiments to those employing text and 

visuals. Our study is a step ahead of these studies because in addition to comparing text 
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experiments to text-and-visual experiments, it also compares a visuals-only experiment to the 

other two. More precisely, our current study compares three presentation formats, as opposed 

to the more common procedure of comparing only two formats. In comparing three 

presentation styles, hopefully the study will shed light on the extent of the bias found in the 

empirical estimates produced by the environmental economics literature.  

 

4.3. Case study: households’ willingness to adopt water-saving technologies   

One of the biggest criticisms of environmental and resource economics choice experiments is 

that the goods and services being evaluated are not traded in the market, so respondents are not 

familiar with them; hence they may find making trade-offs very difficult. This suggests that 

the behaviour underlying CE results is not well understood. It is therefore possible that by 

default, respondents may resort to a simplified decision rule – particularly in instances where 

choices are too difficult. There are ongoing debates about the complexity of choice tasks in 

environmental-related choice experiments, and the extent to which respondents can 

comprehend choice tasks as intended in the experiment. Despite this, there is increasing use of 

CE experiments in environmental economics. Since some of these experiments may be used 

for policymaking, the accuracy and validity of the measured preferences are key to avoiding 

incorrect policy choices based on invalid experiments. 

Because of global warming and growing water scarcity, policymakers are increasingly 

exploring ways to conserve water. As households are among the biggest water users, they are 

often targeted by decision-makers using a variety of tools, some of which are intended to 

change user consumption behaviour through the adoption of conservation technologies. The 

case study in this study therefore has serious policy implications; hence, it is essential that 

participants in the experiment understand the choice tasks as fully as possible, to reveal their 

true preferences. It is critical that participants in CEs better understand the included attribute-

related information, in order to make choices that reflect preferences more accurately. 

A failure on the part of the households in our experiment to understand the adoption of water-

saving technologies will put the experiment at risk. In this area, little is known about how much 

of the attribute-related information respondents understand. This is worrisome, considering the 

increasing use of this technique in environmental economics. One of the reasons for failure to 

fully comprehend the experiment is lack of understanding of the attribute levels in the 
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experiment. There is great diversity in the way environmental economics information is 

translated into attribute levels, in how they are explained to participants, and in how choice 

tasks are presented in CEs on environmental or environmentally related topics.  

It is argued that the presentation format used in an experiment may impact the respondents’ 

understanding of the information on attribute level contained in the experiment. Considering 

that in environmental economics most studies use text only, it is plausible that visual attribute-

level communication might help to make choice tasks easier, and therefore improve the quality 

of respondent feedback. It is also plausible that attribute-level information that contains both 

text and visuals may yield more consistent results. The question is whether any presentation 

format gives more consistent responses, and whether the participants would prefer one format 

over another. There is no empirical evidence on this score in the environmental economics 

literature. The adoption of water-conservation technologies can be presented easily using either 

format, so it is deemed suitable for the purposes of this study. We therefore test for differences 

in CE results using the three presentation styles.  

 

4.4. Experimental design 

The first step in choice experiments involves selecting relevant attributes and assigning realistic 

levels to each attribute. Selected levels assigned to each attribute should be feasible, realistic, 

non-linearly spaced, and should span the range of respondents’ preference maps (Hanley et al., 

2001). Both attributes and levels can be deduced from a literature review, focus groups, pilot 

studies, and expert consultations. After attributes are identified and relevant levels are assigned 

to each attribute, experimental design commences. Experimental design is explained as the 

specialised and scientific manipulation of the levels of one or more attributes to generate choice 

profiles (Hensher et al., 2015). The most common classes of experimental design in the 

literature are full factorial, orthogonal, and efficient designs. This section discusses the 

attributes and levels used in the study, as well as how they are experimentally designed into 

choice profiles. 
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4.4.1. Attributes and levels 

Choice experiments are primarily conducted to determine the independent influence of 

different attributes on the choices that are observed to be made by surveyed respondents. In 

determining the attributes for our experiment, we used a combination of both literature review 

and expert consultation. The literature shows that household water-efficient technologies can 

be categorised based on areas in a home. A typical South African middle-income household of 

four spends 25% of their water use in flushing the toilet, 25% on garden and outdoor activities, 

24% on bathing or showering, 13% on laundry, 11% in the kitchen, and 2% on other activities 

(Price, 2009). We use these areas as attributes and adopt the various technologies that may be 

fitted into each of these areas as levels. From a series of expert consultations, four key areas 

were adopted as attributes, namely kitchen, shower, toilet and garden/outdoor. Choice 

experiments also include a monetary attribute, which is essential for measuring social welfare 

(Hensher et al., 2015). We include the monthly water bill as our monetary attribute.  

Several water-efficient technologies that can be installed to save water in a homestead are 

identified in the literature (see Hering and Ingold, 2012; Jones and Hunt, 2010; Makki et al., 

2013; Mini et al., 2015; Still and Bhagwan, 2008; Willis et al., 2013). After consulting with 

experts, our study has adopted water-efficient technologies that are deemed necessary in the 

South African context. For the kitchen devices, as levels we use efficient dishwashers, efficient 

taps, and a system for collecting used water. In terms of shower devices, we use efficient 

showerheads and shower timers as levels, while for toilet devices we use dual-flush cisterns, 

interruptible (multi) flush cisterns, and cistern displacement devices (hippo bags) as levels. For 

garden/outdoor devices, the levels are time-based irrigation controllers, micro-drip irrigation 

systems, and water tanks for harvesting rainwater18.  

Investing in water-efficient technologies essentially reduces a household’s monthly water bill. 

Therefore, the various possibilities for reduced monthly water bills are used as levels for the 

monetary attribute. To determine these possibilities, we consider the average monthly water 

bill for households in the three selected municipalities. Using data collected by the National 

                                                 
18 We agree that the technologies chosen as levels may also be used as attributes in other studies. However, in the 

context of our study the emphasis is on the areas in a home where households can save water by installing efficient 

technologies (i.e. kitchen, shower, toilet and outdoor). As such, water-efficient devices that can be fitted in these 

areas are used as levels in our choice experiment. 
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Income Dynamics Study (NIDS), an average of R450 (around $31.47)19 per month was 

determined to be the current average water bill. If households were to adopt water-saving 

technology, their bill would be reduced by 75%, 50% or 30%, that is, from R450 to one of 

R110, R225 or R315 ($7.69, $15.73 or $22) per month, respectively. The final list of attributes 

and levels is presented in Table 4.1. 

 

Table 4.1: Attributes and levels used in the study 

Attribute Description Attribute Levels 

Kitchen devices 

 

A typical household uses about 11% 

of total water use in the kitchen. A 

standard tap flows at about 8l per 

minute. Installing water-flow 

regulators or tap-head aerators saves 

water and makes a standard tap 

more efficient by 60%. An efficient 

dishwasher uses 15l per cycle, using 

50% less water than is used in a 

conventional dishwasher.  

Level 1: Efficient 

dishwasher 

 

 

Level 2: Efficient 

tap 

 

Level 3: System 

collecting used 

water 

 

Shower devices 

 

 

 

 

 

A typical household uses about 24% 

of total water in the shower. Shower 

timers result in shorter showers. 

Efficient showerheads save 65% of 

water used in the shower. 

Level 1: Efficient 

shower head 

 

Level 2: Shower 

timer 

 

Toilet devices 

 

A typical household uses about 25% 

of total water use in the toilet. 

Replacing a 12l cistern with a 3l 

dual cistern saves about 75% of 

water. An interruptible flush cistern 

allows users to control how long the 

toilet flushes. Hippo bags displace 

water in the cistern and save about 

1.2l per flush. 

Level 1: Dual flush 

cistern sized 3-6L 

 

Level 2: 

Interruptible flush 

cistern 

 

Level 3: Cistern 

displacement 

(hippo bag) 

 

                                                 

19 As at 24 October 2018, US$1 = ZAR14.30. 
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Garden & outdoor 

devices 

 

A typical household uses about 25% 

of total water use on garden/outdoor 

activities. Efficient gardening 

technologies reduce water use by 

30%. These include time-based 

irrigation control and micro-drip 

systems. Irrigating gardens using 

water collected with water tanks 

also saves water. 

Level 1:  

Time-based 

irrigation controller 

 

Level 2:  

Micro-drip systems  

 

Level 3:  

Use harvested rain 

water 

 

Monthly water bill  The average water bill for a 

household is R450 per month. 

Installing water-efficient 

technologies will reduce the 

monthly water bill by 30%, 50% or 

75%.  

Level 1: R110 

Level 2: R225 

Level 3: R315 

 

 

The attributes and levels presented in Table 4.1 are experimentally designed into choice set 

profiles. In addition to the designed profiles, we also include a status quo (SQ) profile. An SQ 

profile essentially avoids the undesirable effects associated with forced choices (Dhar and 

Simonson, 2003; Ferrini and Scarpa, 2007). Our study uses an undefined SQ in each choice 

set. An undefined SQ is an individual-specific SQ in which where each respondent envisages 

their own current status and compares it to the experimentally designed hypothetical options 

(Hess and Rose, 2009). Undefined SQs and similar approaches are common in the literature 

(see Campbell et al., 2008; Hess and Rose, 2009; Marsh et al., 2011; Scarpa et al., 2007; Train 

and Wilson, 2008; Willis et al., 2005). They are commonly used when it is difficult to ascertain 

the current situation for the sample. This is the case in our experiment, because we cannot 

determine the current use of water-efficient technologies with certainty. In South Africa, 

household water-conservation practices are not clearly documented. The use of an individual-

specific SQ essentially avoids the problems associated with the risk of imposing an inapplicable 

SQ, which could have been the case in our study.  

 

4.4.2. Description of design 

This study uses an efficient design to generate the choice profiles presented to respondents. 

Efficient designs are praised in the literature for producing robust data that give more reliable 

parameter estimates with an even lower sample size than designs such as full factorial and 
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orthogonal. According to Rose and Bliemer (2009), efficient designs give smaller widths of 

confidence intervals observed around the parameter estimates, and maximised asymptotic t-

ratios for each parameter, thereby improving the reliability results. However, efficient designs 

are only efficient if prior parameters are known. If incorrect prior parameters are used, efficient 

designs become inefficient (Bliemer et al., 2008). To address this problem, the literature 

recommends drawing parameter estimates using the Bayesian parameter distributions. 

Bayesian parameter estimates are sensitive to misspecification of priors, because they assume 

prior parameter values to be approximately known and randomly distributed. Using a D-error 

efficient measure with prior parameters drawn by means of Bayesian parameter distribution, 

the design becomes a Bayesian D-error design (i.e. 𝐷𝑏-efficient) defined as: 

 

𝐷𝑏 − 𝑒𝑟𝑟𝑜𝑟 = ∫
�̅�
 det (Ω1(𝑋, 𝛽))

1
𝐾⁄

𝜙(𝛽│𝜃)𝑑𝛽.      (4.1) 

 

𝐷𝑏  is the Bayesian design (where ′𝑏′ is from ‘Bayesian’), Ω1 is the asymptotic variance-

covariance (AVC) matrix of the design, 𝑋 is the experimental design, �̃� represents prior 

parameters, and 𝐾 is the number of parameters to be estimated. This Bayesian D-error design 

is commonly used to examine efficient designs where the true population parameters are not 

known with certainty. According to Hensher et al. (2015), earlier studies assumed all 

population parameters to be zero (i.e. 𝐷𝑧–error = det (Ω1(𝑋, 0))
1

𝐾⁄ ); later on, studies assumed 

non-zero population parameters to be known with certainty (i.e. 𝐷𝑝–error = 

det (Ω1(𝑋, 𝛽))
1

𝐾⁄ ). In both assumptions, D-errors are functions of the experimental design 𝑋 

and the prior values 𝛽.  

Using a normally distributed Bayesian D-efficiency design, this study experimentally designs 

six choice sets of two profiles each. Following suggestions by Bliemer et al. (2008) that the 

Gaussian method is the best approximation method for Bayesian efficient designs, we adopt 

the Gaussian method to come up with the number of draws for Bayesian priors. The rule of 

thumb for determining the absolute minimum Gaussian quadrature is 2K, where K is the number 

of Bayesian priors. Given the number of attributes and levels in our experiment, we use the 

maximum possible Gaussian draws (i.e. 32 draws). These Gaussian draws are used in the 
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normally distributed Bayesian D-efficient design adopted to populate the six choice sets of two 

profiles each that are experimentally designed in this study. The generated choice profiles are 

then presented to respondents using the three presentation formats being tested in this study. 

An example of a choice set used in the text experiment is given in Table 4.2. 

 

Table 4.2: Example of a text-only choice set 

     Status quo Option 1     Option 2     

Kitchen devices      Efficient dishwasher     System collecting used water     

Shower devices      Shower timer     Efficient shower head     

Toilet devices      Hippo bag     Dual-flush cistern     

Garden/outdoor devices      Time-based irrigation 

controller     

Use harvested rain water     

Monthly water bill     R450 R225 R225 

YOUR CHOICE                

 

Respondents were asked to select their preferred profile from options 1 and 2, or they could 

opt out by choosing the status quo option. The same was done in the second experiment, in 

which attributes and levels were presented as visuals (except for the levels of the monetary 

attribute). Studies that use only visuals are rare in the literature, where most studies add text to 

visuals. The scarcity of such studies could be attributed to the disadvantages of visuals that are 

highlighted in the literature (see Holbrook and Moore, 1981; Vriens et al., 1998; Wittink et al., 

1994). However, there are also several advantages of visuals over text representations, making 

it imperative to compare empirical results derived from the two formats. An example of the 

visual presentation choice set used in this study is given in Table 4.3. 
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Table 4.3: Example of a visual presentation choice set 

     Status quo Option 1     Option 2     

   

 

 
  

 

 
  

 

 
  

 

 
  

   
R450 R225 R225 

YOUR CHOICE                

 

The visuals presented in each profile of Table 4.3 represents the same information that was 

presented as text in Table 4.2. Additionally, the designed choice profiles were also presented 

as both text and visuals. Our text-and-visuals experiment is a step ahead of most choice 

experiment studies, which only include images in the attributes (see Kanyoka et al., 2008; 

Snowball et al., 2008). Our choice sets include images in the profiles. Saldías et al. (2016) used 

this style to present choice sets in a study that elicited farmers’ preferences for wastewater re-

use frameworks in agricultural irrigation. Table 4 gives an example of the choice sets used in 

the text-and-visuals experiment. 
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Table 4.4: Example of a text-and-visuals choice set 

     Status quo Option 1     Option 2     

Kitchen 

devices   

 Efficient 

dishwasher     

System 

collecting 

used water    

Shower 

devices 

 Shower 

timer     

Efficient shower head     

Toilet 

devices     

 Hippo 

bag     

Dual-flush 

cistern     

Garden & 

outdoor 

devices  

 Time-based 

irrigation 

controller  

Use harvested rain water     

Monthly 

water bill   
R450 R225 R225 

YOUR CHOICE                

 

In addition to the choice experiment, our questionnaire also included other sections. The second 

section collected general information on households’ water conservation behaviour and 

technology. Such information is essential, because a relationship between water-efficient 

technology and water-use behaviour is identified in the literature (see Davis, 2008; Freire-

Gonzalez, 2011; Ghosh and Blackhurst, 2014; Smeets et al., 2014). The literature argues that 

households adopt non-efficient habits when they install efficient technologies.  

The third section collects the socio-economic characteristics of the respondents, which are 

essential when establishing the drivers of respondents’ choices. Various socio-economic 

characteristics of respondents are identified as key determinants of choices in the literature (see 

Millock and Nauges, 2010; Martinez-Espineira and García-Valiñas, 2013; Pérez-Urdiales and 

García-Valiñas, 2016)20. 

                                                 
20 It is important to note that the three questionnaires used in this study only differed in the formats used to present 

the choice experiment section. The information presented was similar across all three questionnaires. An example 

of the questionnaire used to collect information is given in Appendix 4.3. 



118 

 

4.5. Modelling 

Developed from the random utility theory, choice experiments assume that individuals are 

rational decision-makers who choose the most preferred (utility-maximising) option when 

faced with a possible set of options (Abelson and Levy, 1985; Howard, 1977; McFadden, 

1973). According to McFadden (1973), these rational individuals make choices based on the 

characteristics of the good, along with a random component. The random component could 

emerge from the uniqueness in the individual’s preferences, or due to researchers having 

incomplete information about the individual observed (Ben-Akiva and Lerman, 1985). The 

literature proposes that the utility derived from an option by an individual is not known, but 

can be decomposed into a deterministic component and an unobserved random component, as 

follows:   

  

𝑈𝑖𝑗 = 𝑉𝑖𝑗 + 휀𝑖𝑗         (4.2) 

 

Parameter 𝑈𝑖𝑗 represents the utility of individual 𝑖 obtained from option 𝑗, parameter 𝑉𝑖𝑗 is the 

deterministic component which is normally specified as a linear index of the attributes in a 

choice set, and 휀𝑖𝑗 is the unobserved random component of latent utility which captures the 

consequence for choice of uncertainty due to incomplete information. Equation 4.2 represents 

the basic utility function and may be expressed by decomposing the indirect utility function for 

individual 𝑈𝑖𝑗 into two main components (see Ben-Akiva and Lerman, 1985; Hensher et al., 

2015; McFadden, 1973). If that occurs, the utility function then assumes the form: 

 

𝑈𝑖𝑗 = 𝑉𝑖𝑗(𝑋𝑖𝑗 , 𝐶𝑖𝑗 , 𝛽) + 휀𝑖𝑗        (4.3) 

 

Equation 3 decomposes 𝑉𝑖𝑗 into attributes 𝑋𝑖𝑗 and 𝐶𝑖𝑗. Parameter 𝑋𝑖𝑗 represents the vector of 

non-monetary attributes associated with option 𝑗, while parameter 𝐶𝑖𝑗 is the monetary attribute 

of option 𝑗, parameter 𝛽 is the vector of preference parameters for the population in the sample, 
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and 휀𝑖𝑗 is the stochastic component (random term) with a zero mean. The utility function 

expressed in equation 4.3 can be expressed as linear in parameters as: 

 

𝑈𝑖𝑗 = ∑ 𝛽𝑥𝑋𝑖𝑗 + 𝛽𝑐

𝐾

𝑘=1

𝐶𝑖𝑗 + 휀𝑖𝑗                                                                                              (4.4) 

 

Random utility posits that any rational individual 𝑖 chooses option 𝑗 over option 𝑘 if 𝑈𝑖𝑗 > 𝑈𝑖𝑘. 

Each option consists of a bundle of attributes. When an individual selects one option over the 

other, it suggests that the hypothetical utility derived by the individual from the chosen option 

is greater than the utility of the other option not chosen (Greene, 2003; Louviere, 2001)21. 

Therefore, the probability 𝑃𝑖 of selecting option 𝑗 because 𝑈𝑖𝑗 > 𝑈𝑖𝑘 is illustrated as: 

 

𝑃𝑖(𝑗) = Prob(𝑉𝑖𝑗 + 휀𝑖𝑗 > 𝑉𝑖𝑘 + 휀𝑖𝑘)   ∀   𝑘 ∊ 𝐶, 𝑘 ≠ 𝑗.    (4.5) 

 

If the error terms are independently and identically distributed (IID) with an extreme value type 

I distribution, the variance of which is 𝑣𝑎𝑟(휀)=π2 τ2 /5, where 𝜏 is a scale parameter that is used 

to normalise the model; then the choice probability of an option is expressed as: 

 

𝑃𝑖𝑗 = exp (
𝑣𝑖𝑗

𝜏
) / ∑ exp (

𝑣𝑖𝑘

𝜏
)

𝐾

𝑘=1

                                                                                           (4.6) 

 

                                                 
21 It is imperative to note that in deriving the probability of choosing an alternative within the random utility 

model, the choice of alternative with higher utility is not certain. The expectation has always been that there is a 

high chance that a respondent will choose the alternatives with higher utility. 
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Several logistic models are then used to estimate the probability defined in equation 4.6. The 

most basic of these logistic models is the conditional logit model (CLM). Also known as the 

multinomial logit (MNL) model if there are no choice-varying attributes, the model uses the 

maximum likelihood estimation approach (Hensher et al., 2015). MNL has enjoyed extensive 

use in the literature, and Hensher et al. (2015) identify it as the ‘workhorse’ for discrete choice 

experiments. However, MNL is criticised for assuming that respondents have homogenous 

tastes for observed attributes, and that the random part of the utility obeys the independence 

from irrelevant alternatives (IIA) as well as the independence and identical distribution (IID) 

properties. These assumptions are unrealistic, as they rule out persistent heterogeneity in taste 

for observed and unobserved product attributes (Greene, 2012; Hensher et al., 2015; Keane and 

Wasi, 2012).  

Models that address the criticisms of MNL include the mixed logit (MXL – also known as the 

Random Parameter Logit, or RPL) model. Our current study uses the MXL model to examine 

the impact of presentation formats on empirical results. The MXL model is also used in many 

other studies that examine presentation formats (see Caussade et al., 2005; Syrengelas, 2017; 

Patterson et al., 2017). It allows coefficients to vary randomly across individuals, reflecting the 

reality that different respondents have different tastes and preferences for attributes in each 

choice set. The many advantages of MXL include its ability to account for both observed and 

unobserved heterogeneity in the preference parameters; and that it is versatile, with both single 

cross-sectional and panel data (Hensher et al., 2015). MXL breaks down coefficients into a 

population mean, and an unobserved individual’s deviation from that mean (Greene, 2012), as 

follows:  

 

𝑈𝑖𝑗 = 𝛽𝑋𝑖𝑗 + 𝜂𝑖𝑗 + 휀𝑖𝑗        (4.7) 

 

Parameter 𝛽 in equation 4.7 is the population mean, while 𝜂𝑖𝑗 is the individual deviation from 

the population mean which shows the individual specific heterogeneity, with mean zero and 

standard deviation one (Greene, 2012). If 𝜃 is used to represent the distribution of the 

parameters of 𝛽, the probability of individual 𝑖 choosing option 𝑗 can therefore be represented 

as:  
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𝑃𝑖𝑗 =  ∫𝑃𝑖𝑗 𝑓(𝛽 ⎸𝜃)𝑑 𝛽         (4.8) 

 

Parameter 𝑃𝑖𝑗 represents the choice probability of an option as given in equation 4.6, while 

𝑓(𝛽 ⎸𝜃) is the probability density function for the coefficient 𝛽 over the vector of parameter 𝜃.  

As is common in the literature, we also test for variations in welfare measures by examining 

the marginal willingness to pay (MWTP) estimates across the three presentation formats. 

MWTP estimates show the marginal rate of substitution (MRS) between each attribute and the 

monetary attribute; this is an important output of choice models, as it gives average estimates 

of what respondents are prepared to pay for or against each attribute (Hensher et al., 2015). 

Assuming a linear utility function with attribute 𝑋 and a monetary attribute 𝐶 , then: 

 

𝑈𝑖𝑗 = 𝛽𝑋𝑗 + 𝜇(𝐶𝑖 − 𝑝𝑗) + 휀𝑖𝑗       (4.9) 

 

In the context of our study, it is essential to assess the impact of the presentation formats on 

welfare measures. This is because the literature reports inconsistent results on variations in the 

actual preferences and welfare measures (see Fitzsimons et al., 2002; Jansen et al., 2009; Lovett 

et al., 2015; Orzechowski et al., 2005; Patterson et al., 2017; Ro et al., 2009; Scarpa et al., 

2009; Syrengelas, 2017; Vriens et al., 1998). Therefore, we examine whether variations in the 

MWTP would be observed across the three different presentation formats. 

 

4.6. Experimental data 

4.6.1. Data collection 

The study is based on experimental data collected from 894 heads of households in the Gauteng 

Province, during the period November to mid-December 2017 and mid-January to February 

2018. Survey instruments were prepared in English, and enumerators conversant in both 

English and other local languages were recruited from residents in the study area. These 

enumerators were trained and supervised during the data collection process. The survey, the 
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main aim of which was to elicit the impact of presentation formats, collected stated-preference 

data on household preferences for water-efficient technologies. A split-sample survey was 

adopted, in which the first sub-sample was presented with a text experiment and data was 

collected from 232 respondents. The second sub-sample was presented with the same 

information, but using visual representations, and 257 complete responses were collected. The 

third sub-sample was presented with a questionnaire that combined both text and visual 

representations, and 405 complete responses were collected.  

Respondents in each sub-sample were from the same residential area, hence their socio-

economic characteristics could be expected to be similar. This is typical of South Africa, where 

historically, residential areas are clustered, mainly for socio-economic and historical reasons. 

Enumerators spent a week in a residential area collecting data using the first survey instrument. 

Once certain expected data points were achieved, enumerators would then move to another 

area, still using the first instrument. After collecting enough data from our targeted residential 

areas using the first instrument, enumerators went back to the same areas with the second 

questionnaire. However, on the second visit, different households from those interviewed in 

the first survey were interviewed. This process was followed until enough data points had been 

collected using the three questionnaires. 

 

4.6.2. Descriptive statistics 

The questionnaires used to collect information were made up of three sections. In the first 

section, respondents were presented with the choice experiment. The second section collected 

some general information on households’ current water-use behaviour, as well as their current 

use of water-efficient technology. Such information is essential in determining people’s 

choices. For example, households without water-efficient technologies installed – 

hypothetically – would prefer changes to their current water appliances compared to those with 

efficient technologies currently installed in their homes. The third section collected the 

biographical information of the respondent. The biographic characteristics collected include 

the respondent’s gender, household size, education, age, marital status, race, income and source 

of income. The literature identifies these variables as key drivers in how respondents process 

information.  
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The information collected in the second and third sections of the questionnaire is essential in 

our study, which uses a split-sample approach and compares empirical results across sub-

samples. For us to be able to compare empirical results across sub-samples, there should be 

some similarity and consistency in the socio-economic characteristics of the respondents across 

the sub-samples. The descriptive statistics of these biographical characteristics are given in 

Table 4.5. In addition to the three sub-samples, the table also presents statistics on pooled 

data22. 

 

Table 4.5: Descriptive statistics of respondents 

 Text-only 

  Mean  

Visuals-only 

Mean  

Text and Visuals 

Mean  

Pooled data 

Mean  

Number of respondents (N) 232 257 405 894 

Male respondents (%) 52  64  51  55  

Average household size 4  4 4 4 

Average age 41  41  45  43  

Married respondents (%) 57  45  57  53  

Race (%):      

                   Black 

                   White 

                   Indian/Asian 

                   Coloured 

 

79  

8  

9  

3  

 

89  

3  

4  

4  

 

82  

13  

4  

1  

 

84  

9  

5  

2  

Education (%): 

                   Never attended school 

                   Primary 

                   High school  

                   Certificate 

                   Diploma 

                   Degree 

                   Postgraduate 

 

0 

3  

68  

14  

12  

2  

1  

 

0 

1 

65 

21  

11 

2  

1  

 

1 

3  

69  

13  

10  

4  

1 

 

1 

2  

67  

15  

11  

3  

1  

Source of income (%): 

                   Salaries/wages 

                   Business 

                   Pension 

                   Grants/allowances 

                   Other 

 

57  

22  

13  

3  

5  

 

54  

26  

6  

3  

11  

 

56  

20  

17  

3  

3  

 

56  

22  

13  

3  

6  

Monthly household income (%): 

                  <R5 000 

                  R5 000 to R10 000 

                  R10 000 to R20 000 

                  R20 000 to R40 000 

                  R40 000 to R60 000 

                  >R60 000 

 

34  

47  

17  

3  

0 

0 

 

34  

50  

16  

0 

0 

0 

 

43  

37  

19  

1  

0 

0 

 

38  

43  

17  

1  

0 

0 

 

 

                                                 
22 Pooled data is a combination of data from the three presentation formats. It is possible to combine these datasets 

because the information in all the three questionnaires is similar, i.e. the three questionnaires collected the same 

information. 
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Except for the number of respondents, where the text-and-visuals experiment had more 

respondents than the other two experiments, the descriptive statistics presented in Table 4.5 

above show some consistency in socio-economic characteristics across the three experiments. 

Across all the experiments, there were slightly more male respondents than female respondents. 

Equally, in all the experiments there were more respondents belonging to the ‘black’ racial 

group than to the other groups. Most of the respondents in all three experiments had high school 

education and receive salaries or wages as their main source of income. The consistency of the 

socio-economic characteristics across the three experiments makes it possible for us to compare 

the empirical results estimated in each experiment.  

 

4.6.3. Frequency distribution of efficient technologies and water-consumption habits 

The current use of water-efficient technologies by households may have an impact on their 

choices. In South Africa, little is known about households’ water-consumption behaviour, and 

the extent to which they make use of efficient technologies. Therefore, eliciting such 

information is essential for creating new knowledge useful for policymaking. Equally, the 

literature suggests a link between water-use behaviour and the installation of water-efficient 

technology. We asked respondents to indicate whether they currently have water-efficient 

technologies installed. Eight questions on water-efficient technologies were asked, using a 

four-point Likert scale with the options ‘Yes’, ‘No’, ‘Not applicable’ and ‘Not sure’. To be 

specific, respondents were asked to indicate whether they currently have water-collection 

tanks, cistern displacement devices, water-flow regulators, efficient showerheads, efficient 

toilet cisterns, multi-flush toilet cisterns, dishwashers, and/or efficient garden devices. Except 

for the efficient toilet devices, the modal response for all technologies was ‘No’, indicating that 

households in our sample did not currently use water-efficient technologies. This result was 

observed consistently across all three experiments23. 

Furthermore, we elicited the possible reasons for not installing efficient technologies. Although 

there could be various reasons, respondents were asked to choose between ‘I cannot afford’, ‘I 

did not know about them’, ‘I have no infrastructure to connect them’, ‘They are not important 

to me’, and ‘Other’. We assume that the reason for not installing water-efficient devices has an 

                                                 
23 Full responses on the use of water-efficient technology are presented in Appendix 4.1, Table A1. 
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impact on both the respondents’ choices and the format used to present the attribute levels. For 

example, respondents who ‘did not know about water-efficient devices’ are more likely to 

make informed decisions when the technologies are presented both textually and visually 

because presenting the technology as text only may not give enough information. Equally, 

respondents who ‘do not have the infrastructure’ to install certain technologies are likely to 

ignore choice profiles that contain such technologies. Therefore, it is imperative to elicit such 

information. Figure 4.1 presents the frequency distribution of the reasons for respondents’ not 

installing efficient water technologies. The frequency distribution is reported for each of the 

three experiments. 

 

 

Figure 4.1: Reasons for not having water-efficient technology 

 

Across all three experiments, the main reason for not adopting water-efficient technologies is 

that households ‘cannot afford the technology’. Interestingly, respondents also indicated that 

they ‘did not know about water-efficient technologies. This justifies the assertion by 

0

10

20

30

40

50

60

70

I cannot afford I did not know about

them

No infrastructure to

connect them

They are not

important

Other

P
e
r
c
e
n

ta
g
e
 o

f 
h

o
u

se
h

o
ld

s

Text-only Visuals-only Text and visuals



126 

 

Vloerbergh et al. (2007) that the nature of water makes it a low-involvement product, such that 

people do not think about it as long as it is available and does not have colour or smell or taste 

odd. Figure 1 above shows that the main reasons for not currently installing water-efficient 

technologies are consistent across the three experiments. This clearly shows some similarity in 

the respondents sampled in each experiment, which makes it possible to compare estimation 

results across the experiments. 

Additionally, respondents were asked eleven behavioural questions, using a four-point Likert 

scale with the options ‘Never’, ‘Once in a while’, ‘Always’ and ‘Not applicable’. The eleven 

questions asked were on inefficient water-use behaviour; if respondents indicated ‘Never’, it 

showed that they were practising efficient water-use behaviour, while if they indicated 

‘Always’, it showed they were practising inefficient water-use behaviour. Generally, we 

observed that households in the sample practised efficient water-use behaviour. Responses 

were mostly consistent across the three experiments, which indicates that our sampled 

respondents possessed almost similar characteristics across sub-samples24.  

Finally, we present the frequency distribution of the stated preference choices. A presentation 

of the frequency distribution of how each alternative was chosen in each experiment is 

important when checking if choices were consistent across presentation formats. Where 

consistent choices are observed across formats, it makes the comparison of empirical estimates 

possible. However, if inconsistences are observed across formats, it implies that the 

presentation format affected respondents’ choices. This information is shown in Figure 4.2. 

 

                                                 
24 Complete frequency distributions of responses for each question are presented in Appendix 4.2, Table A2. 
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Figure 4.2: Frequency distribution of stated preference choices made by respondents 

 

Figure 4.2 above shows that options 1 and 2 had an almost equal chance of being selected by 

respondents, implying that there were real trade-offs between the two options. In most choice 

experiments, the problem of status quo bias is reported, where respondents resort to choosing 

the status quo option they know as opposed to hypothetically designed options (Lanz and 

Provins, 2015; Marsh et al., 2011; Samuelson and Zeckhauser, 1988). The problem of status 

quo bias makes econometric analyses complex, and is alleged to bias estimation results 

(Meyerhoff and Liebe, 2009). In our current study, we avoided this problem by using an 

individual specific status quo (see Campbell et al., 2008; Hess and Rose, 2009; Marsh et al., 

2011). The distribution of choices shows  trade-offs between options 1 and 2, which will make 

results from our econometric analyses more robust. Inconsistency of choice distributions across 

the experiments implies that the treatment effect is not negligible. The next section presents 

and discusses the estimation results based on the stated preference data. 
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4.7. Empirical findings and discussion 

To examine the impact of presentation formats on empirical estimates, we use the mixed logit 

(MXL) model as an estimation tool. Since our study conducted three experiments, we estimate 

utility functions for each of the three experiments. The MWTP estimates are also estimated for 

each experiment. The rationale of these two important analyses is to compare estimates across 

experiments and see if there are variations in terms of the statistical significance, sign and 

magnitude of the estimates. This section presents and discusses the estimation results. To 

estimate utility functions, the study adopts unconstrained MXL models where the five attributes 

of the study are modelled as normally distributed random parameters while alternative specific 

constants (ASCs) are modelled as fixed parameters. Results are obtained using the Halton 

sequence for simulation, based on 1000 draws. Utility models estimated in this study are 

defined as:  

 

𝑈𝑖𝑗 = 𝛽0 + 𝛽1𝐾𝐼𝑇𝐶𝐻𝐸𝑁𝑖𝑗 + 𝛽2𝑆𝐻𝑂𝑊𝐸𝑅𝑖𝑗 + 𝛽3𝑇𝑂𝐼𝐿𝐸𝑇𝑖𝑗 + 𝛽4𝐺𝐴𝑅𝐷𝐸𝑁𝑖𝑗 + 𝛽5𝐵𝐼𝐿𝐿𝑖𝑗 +

            휀𝑖𝑗                                              (4.11) 

 

Parameter 𝛽0 represents the ASCs, while parameters 𝛽1 to 𝛽5 are coefficients of attributes and 

휀𝑖𝑗 is the random error component. The utility function presented in Equation 4.11 is estimated 

for the three experiments. The estimation results are presented in Table 4.6. 
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Table 4.6: Estimation results on household preferences for water-efficient technology  

 Text Visuals Text and visuals 

 Par. Est. Std. Err Par. Est. Std. Err Par. Est. Std. Err 

Random parameters in utility functions 

KITCHEN 0.008 0.083 0.145** 0.068 0.332*** 0.062 

SHOWER 0.483*** 0.114 -0.065 0.109 -0.204* 0.123 

TOILET -0.075 0.060 0.197*** 0.052 -0.052 0.054 

GARDEN 0.041 0.074 0.144** 0.073 -0.051 0.065 

BILL -0.012*** 0.001 -0.011*** 0.001 -0.001*** 0.0004 

Non-random parameters in utility functions 

ASC 0.0 0.206 0.0 0.427 0.0 0.613 

Diagonal values in Cholesky matrix, L. 

NsKITCHEN 0.448*** 0.091 0.306*** 0.093 0.387*** 0.151 

NsSHOWER 0.736*** 0.159 0.558*** 0.151 0.204 0.380 

NsTOILET 0.341*** 0.087 0.150 0.125 0.001 0.397 

NsGARDEN 0.015 0.134 0.346 0.289 0.170 1.234 

NsBILL 0.620 0.002 0.211 0.289 0.0004 0.010 

Below diagonal values in L matrix. V = L*Lt 

SHOWER:KITCHEN -0.160 0.183 -0.082 0.184 0.733*** 0.151 

TOILWT:KITCHEN -0.122 0.113 0.108 0.103 0.084 0.088 

TOILET:SHOWER 0.237* 0.122 0.141 0.122 0.046 0.208 

GARDEN:KITCHEN -0.220** 0.092 -0.238* 0.139 0.026 0.101 

GARDEN:SHOWER -0.065 0.111 -0.723 0.151 0.023 0.264 

GARDEN:TOILET -0.223*** 0.082 -0.247 0.319 0.051 4.169 

BILL:KITCHEN 0.002 0.002 0.004** 0.002 -0.003*** 0.001 

BILL:SHOWER -0.004** 0.002 -0.004* 0.002 0.002 0.003 

BILL:TOILET -0.007*** 0.001 -0.004* 0.003 -0.0004 0.033 

BILL:GARDEN -0.0003 0.002 0.003 0.003 -0.001 0.009 

Standard deviations of parameter distributions 

sdKITCHEN 0.448*** 0.091 0.306*** 0.093 0.387*** 0.092 

sdSHOWER 0.753*** 0.155 0.564*** 0.152 0.761*** 0.217 

sdTOILET 0.433*** 0.094 0.233** 0.115 0.096 0.155 

sdGARDEN 0.321*** 0.094 0.493 0.396 0.181 0.111 

sdBILL 0.008*** 0.001 0.008*** 0.003 0.003 0.002 

LL Function -811.4  -897.0  -2459.4  

McFadden Pseudo R2 0.4  0.4  0.1  

AIC 1664.8  1836.1  4960.9  

BIC 1774.8  1947.8  5082.5  

Number of observations 1392  1515  2324  

Note: ***, ** and * = significance at 1%, 5%, 10% level, respectively. Par Est. = parameter estimates. Std. Err = standard 

errors 

 

We interpret the estimation results presented in Table 4.6 above based on the sign, magnitude 

and statistical significance of the random parameters. The parameter estimate of each attribute 

indicates the utility derived by respondents. To be specific, the sign of the parameter estimate 

shows the direction of the relationship between an attribute and the respondents’ utility derived, 

while the magnitude of the parameter estimate shows the extent of the impact. The statistical 

significance of the parameter estimate shows the importance of an attribute to respondents. If 

the parameter estimates reported in Table 4.6 are substituted into equation 4.11 above, the 

following utility functions emerge: 
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𝑈𝑇𝑒𝑥𝑡                    =   0.01𝑥𝐾𝐼𝑇𝐶𝐻𝐸𝑁𝑖𝑗 + 0.48𝑥𝑆𝐻𝑂𝑊𝐸𝑅𝑖𝑗 − 0.08𝑥𝑇𝑂𝐼𝐿𝐸𝑇𝑖𝑗 +

                                     0.04𝑥𝐺𝐴𝑅𝐷𝐸𝑁𝑖𝑗 − 0.01𝑥𝐵𝐼𝐿𝐿𝑖𝑗 + 휀𝑖𝑗       (4.12) 

 

𝑈𝑉𝑖𝑠𝑢𝑎𝑙𝑠                =   0.15𝑥𝐾𝐼𝑇𝐶𝐻𝐸𝑁𝑖𝑗 − 0.07𝑥𝑆𝐻𝑂𝑊𝐸𝑅𝑖𝑗 + 0.20𝑥𝑇𝑂𝐼𝐿𝐸𝑇𝑖𝑗 +

                                      0.14𝑥𝐺𝐴𝑅𝐷𝐸𝑁𝑖𝑗 − 0.01𝑥𝐵𝐼𝐿𝐿𝑖𝑗 + 휀𝑖𝑗      (4.13) 

 

𝑈𝑇𝑒𝑥𝑡 𝑎𝑛𝑑 𝑣𝑖𝑠𝑢𝑎𝑙𝑠  =   0.33𝑥𝐾𝐼𝑇𝐶𝐻𝐸𝑁𝑖𝑗 − 0.20𝑥𝑆𝐻𝑂𝑊𝐸𝑅𝑖𝑗 − 0.05𝑥𝑇𝑂𝐼𝐿𝐸𝑇𝑖𝑗 −

                                      0.05𝑥𝐺𝐴𝑅𝐷𝐸𝑁𝑖𝑗 − 0.01𝑥𝐵𝐼𝐿𝐿𝑖𝑗 + 휀𝑖𝑗       (4.14) 

 

Equations 4.12 to 4.14 show the utility functions of the three experiments. Positive parameter 

estimates show that respondents prefer improvements in the attribute, whereas negative 

estimates show that respondents do not prefer improvements. Using the attribute parameter 

estimates reported for KITCHEN devices in all three equations, the results are interpreted to 

mean that households prefer improvements in the kitchen devices. In equation 4.12 above, for 

example, a unit improvement in the KITCHEN devices will increase respondents’ utility by 

approximately 0.01 units, that is, a 10% improvement in KITCHEN devices increases the 

respondents’ utility by about 0.1%. Regarding the negative attribute parameters, a unit increase 

in the BILL, for example, reduces the respondents’ utility by approximately 0.01 across all the 

utility functions. This implies that when making choices, respondents did not prefer alternatives 

with higher water bills. 

The utility functions presented in equations 4.12 to 4.14 above give information on the sign 

and magnitude of parameter estimates. Variations in these signs and magnitudes across 

experiments are interpreted to mean that presentation formats affect empirical results. The 

equations show significant differences in the magnitude of the parameter estimates for each 

attribute across the three experiments, especially for shower which shows opposite signs in two 

regressions. The magnitudes of the parameter estimates are well within the same range, in 

absolute terms. This result is consistent with findings from Arentze et al. (2003) and Patterson 

et al. (2017), where the size of the coefficients in absolute terms showed little difference across 

different experiments. However, our estimates are not consistent with results in similar studies 
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that show large coefficients for visuals experiments compared to text experiments (see 

Bateman et al., 2009; Orzechowski et al., 2005; Vriens et al., 1998). This could be because 

those experiments use visuals to convey different information about the choice options than we 

have conveyed here. 

Only KITCHEN and BILL reported parameters with the same signs across the three 

experiments. Nevertheless, some similarities are observed when comparisons are made 

between any two of the three experiments. For example, SHOWER has the same sign in the 

visuals and the text-and-visuals experiments, TOILET has the same sign in the text and the 

text-and-visuals experiments, and GARDEN has the same sign in the text and the visuals 

experiments. However, if the signs of the attribute parameters are compared across all three 

experiments, there are noticeable differences in most of the parameter estimates. This is in line 

with the results in some studies in the literature, which show that presenting information as 

visuals is likely to give different results compared to scenarios where the same information is 

presented as text (see Molin, 2011; Rizzie et al., 2012; Wittink et al., 1994). The argument 

usually put forward is that visuals present greater evaluability, which reduces the respondents’ 

judgement error (Bateman et al., 2009). 

An analysis of the significance of the parameter estimates presented in Table 4.6 above shows 

only two attributes that are statistically significant in the text experiment, while four attributes 

are statistically significant in the visuals experiment and three attributes are statistically 

significant in the text-and-visuals experiment. BILL is the only attribute that is statistically 

significant across all three experiments. KITCHEN is statistically significant in the visuals 

experiment and the text-and-visuals experiment but is statistically insignificant in the text 

experiment. SHOWER is statistically significant in the text and the text-and-visuals 

experiments. Except for the parameter estimates for BILL, there are no other consistent 

estimates between the text and the visuals experiments. These results are consistent with 

findings in the literature that visuals always have more statistically significant coefficients than 

the other presentation formats. Example of studies whose findings are consistent with ours 

include Jansen et al. (2009), Orzechowski et al. (2005) and Vriens et al. (1998). According to 

Patterson et al. (2017), most studies in the literature show visually presented variables taking 

on more importance than variables presented through text.  

While the sign, significance and magnitude of random parameter estimates are essential when 

comparing empirical results, random parameter estimates themselves show the population 
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mean. Therefore, it is also important to compare the dispersion that exists around the sample 

population in each format. This information is given by the standard deviations of the parameter 

distributions. Insignificant parameter estimates for derived standard deviations indicate that the 

dispersion around the mean is statistically equal to zero, suggesting that all information in the 

distribution is captured within the mean (Hensher et al., 2015). On the other hand, statistically 

significant parameter estimates for derived standard deviations of a random parameter suggest 

the existence of heterogeneity in the parameter estimates over the sampled population around 

the mean parameter estimate. According to Hensher et al. (2015), this implies that different 

individuals possess individual-specific parameter estimates that may be different from the 

sample population mean parameter estimate. 

In terms of the standard deviations of random parameters, our results show that the text-and-

visuals model had more estimates that were statistically insignificant than the other two models. 

Only two attribute parameters in the text-and-visuals model (KITCHEN and SHOWER) had 

statistically significant standard deviations. In the visuals model, all estimates except for 

GARDEN were statistically significant; while in the text model, all estimates were statistically 

significant. This suggests that in the text and the visuals models, different respondents 

possessed individual-specific parameter estimates that may be different from the sample 

population mean parameter estimate. However, in the text-and-visuals model the dispersion 

around the mean of most estimates is statistically equal to zero, suggesting that all information 

in the distribution is captured within the mean. This implies that the text-and-visuals 

experiment was able to capture the true preferences of respondents better than the other 

experiments. 

It is also common practice in the literature to compare empirical estimates on the measures of 

welfare across presentation formats (see Bateman et al., 2009; Patterson et al., 2017). This 

section presents MWTP estimates, which are commonly used as welfare measures in the 

literature. MWTP estimates show the average estimates of what respondents are prepared to 

pay for or against improvements in each attribute. Positive and significant figures show the 

average amount that households are willing to pay for improvements in the attribute, whereas 

negative and significant figures show how much households are willing to accept as 

compensation for changes in the attribute. Empirical estimates for MWTP for the study are 

presented in Table 4.7. 
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Table 4.7: Estimates on MWTP for changes in water-efficient devices (in US Dollars)25 

 Text Visuals Text and visuals 

 Estimate Std. Err. Estimate Std. Err. Estimate Std. Err. 

KITCHEN 0.05 0.49 0.90** 0.43 15.59*** 5.58 

SHOWER 2.84*** 0.78 -0.40 0.66 -9.55 6.69 

TOILET -0.44 0.34 1.22*** 0.34 -2.45 2.46 

GARDEN 0.24 0.44 0.89* 0.48 -2.38 2.94 

Wald Statistic 1.06 1.38 0.61 

Prob. from Chi2 0.005 0.001 0.070 

Note: ***, ** and * = significance at 1%, 5%, 10% level, respectively. Std. Err = standard errors. 

 

MWTP estimates presented in Table 4.7 are interpreted to mean that in the text experiment, 

respondents are willing to pay $2.84 for improvements in SHOWER devices. In the visuals 

experiment, respondents are willing to pay $0.90, $1.22 and $0.89 for improvements in 

KITCHEN, TOILET and GARDEN devices respectively. In the text-and-visuals experiment, 

respondents are willing to pay $15.59 for improvements in SHOWER devices. Two main 

observations are made from a comparison of the statistical significance of the MWTP 

estimates. Firstly, the visuals experiment has more MWTP estimates that are statistically 

significant than the other two experiments, which have one statistically significant MWTP 

estimate each. This observation is consistent with earlier results on utility functions, where the 

visuals experiment also emerged as having more attribute parameter estimates that were 

statistically significant than the other experiments.  

Secondly, we observe that the MWTP estimates reported in the text-and-visuals experiment are 

larger in absolute terms than those from both the text and the visuals experiments. When the 

sizes of MWTP estimates for the text and the visuals experiments are compared, it can be 

observed that the latter has more estimates that are bigger than the former in absolute terms. 

This agrees with findings in the literature that images tend to produce estimates that are mostly 

bigger than those from text experiments, in absolute terms (Bateman et al., 2009; Orzechowski 

et al., 2005; Syrengelas, 2017; Vriens et al., 1998). Overall, we observe that MWTP estimates 

were largely different in terms of sign, significance and magnitude across the three presentation 

formats. Based on these results, we argue that the presentation format also affects MWTP 

estimates. However, we note that for most of the attributes, the MWTP figures are very low 

                                                 
25 As at 24 October 2018, US$1 = ZAR14.30 
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considering the water and monetary saving benefits associated with adopting the suggested 

technologies. 

 

4.8. Conclusion 

This paper uses choice experiments to examine the impact of presentation formats on empirical 

results. The focus of the paper was to establish whether utility functions and MWTP estimates 

are affected by the format used to present choice experiments. To achieve this, we used data 

from experiments on household preferences for water-efficient technologies in the Gauteng 

province of South Africa. The study compares three experiments, namely a text experiment, a 

visuals experiment and a text-and-visuals experiment. In the text experiment, respondents 

answered choice questions with alternatives presented as text, while in the visuals experiment, 

the same information was presented to respondents in the form of images. The third experiment 

provided the same information again but using both text and visual representations. By 

presenting an experiment that is entirely visual, our study is a step ahead of many similar 

studies in the choice experiment literature, which mainly compare text presentations with text 

and visual presentations (see Jansen et al., 2009; Orzechowski et al., 2005; Patterson et al., 

2017). Our study uses the MXL model for empirical estimation, and four main findings can be 

reported. 

Firstly, we found that while only two attributes emerged as important in the text experiment, 

four attributes were important in the visuals experiment and three were important in the text-

and-visuals experiment. The literature explains the importance of attribute parameters as based 

on the size and statistical significance of the coefficients. Although there was not much 

difference in the size of the coefficients (in absolute terms) across the three experiments, we 

found that the visuals experiment had more statistically significant coefficients than both the 

text and the text-and-visuals experiment. This result is consistent with those of similar studies 

in the literature, which also find visual experiments to have more statistically significant 

coefficients than text experiments (see Jansen et al., 2009; Orzechowski et al., 2005; Vriens et 

al., 1998). Since the visuals and the text-and-visuals experiments both had more coefficients 

that were statistically significant than the text experiment, we argue that including visuals in 

the choice profiles increased the number of attributes that were important to respondents. 
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Secondly, a comparison of attribute parameters across all three experiments showed some 

differences in the signs of each parameter, with only two attributes having the same sign across 

all three experiments. However, a few similarities in the signs were observed when 

comparisons were made between any two of the three experiments. Prior to the tests, we 

hypothesised that although the magnitude and statistical significance of each attribute 

parameter may differ across experiments, the sign of each parameter should be the same. This 

is because descriptive statistics in our study showed similarities in the socio-economic 

characteristics of respondents across the experiments. Our hypothesis was shaped by Patterson 

et al. (2017), where no meaningful differences were observed in results across experiments. 

However, the results in this study confirm reports in the literature that visuals and text 

experiments give different results (see Molin, 2011; Rizzie et al., 2012; Wittink et al., 1994).  

Thirdly, we observed that the text-and-visuals experiment reported fewer attribute parameters 

with dispersion around the sample population than the text and the visuals experiments. Only 

two parameters in the text-and-visuals experiment had statistically significant standard 

deviations. This indicates that the random parameter estimates reported in the text-and-visuals 

experiment correctly reflect respondents’ choices, except for two attributes. In the visuals 

experiment, only one parameter was statistically insignificant; while in the text model, all 

estimates were statistically significant. This suggests that in the text and the visuals 

experiments, different respondents possessed individual-specific parameter estimates that may 

be different from the sample population mean. Considering this, we argue that the text-and-

visuals experiment was able to capture the true preferences of respondents better than the other 

experiments. 

Finally, the MWTP estimates showed that households were willing to pay for more attributes 

in the visuals experiment than in the other two experiments. In the visuals experiment, 

respondents were willing to pay for three attributes, whereas they were only willing to pay for 

one in the text experiment and one in the text-and-visuals experiment. Again, this confirms 

reports in the literature that visual experiments tend to have more significant parameters than 

text experiments (see Bateman et al., 2009; Orzechowski et al., 2005; Syrengelas, 2017; Vriens 

et al., 1998). A comparison of the magnitude of the MWTP estimates across the three 

experiments showed that the text-and-visuals experiment had larger estimates than the other 

two experiments, in absolute terms. Overall, the MWTP estimates were largely different in 

terms of sign, significance and magnitude across the three presentation formats. 
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Based on the results presented in this study, we join other studies in the literature in arguing 

that visually-presented attributes tend to take on more importance than attributes presented 

through text. However, we advise caution when presenting experiments as visuals, since other 

less important aspects such as colour and form may distort preferences. On the other hand, the 

text-and-visuals experiment showed some consistency with both the text and the visuals 

experiments in terms of the sign and significance of parameters. By combining both text and 

visuals, the experiment was able to clarify attributes to respondents, thereby yielding more 

robust stated preference data and empirical estimates. Overall, we argue that the format of 

presenting information matters in choice experiments conducted in environmental economics.  
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Appendix 4.1: Households’ use of water efficient technology 

 

Table A1: Frequency distribution of households’ responses to having water-efficient 

technology 

  Text Visuals Text-and-

visuals 

Pooled 

data 

Modal 

response 

 

Respondents (N) 232 257 405 894 

 

1. Water-collection tank (Jojo 

tank) (%) Yes 

No 

Not applicable 

Not Sure 

5 

89 

5 

1 

5 

93 

1 

1 

6 

88 

5 

1 

6 

90 

3 

1 

 

No 

2. Cistern displacement device 

(Hippo bag) (%) Yes 

No 

Not applicable 

Not Sure 

3 

77 

19 

2 

4 

93 

2 

1 

3 

79 

16 

1 

3 

82 

13 

1 

No 

3. Water-flow regulators (%) 

Yes 

No 

Not applicable 

Not Sure 

14 

83 

2 

1 

8 

91 

- 

1 

13 

85 

1 

1 

12 

86 

1 

1 

No 

4. Efficient showerheads (%) 

Yes 

No 

Not applicable 

Not Sure 

40 

56 

3 

1 

23 

75 

1 

1 

28 

68 

3 

1 

30 

67 

2 

1 

No 

5. Efficient toilet cistern, sized 

3-6 litres (%) Yes 

No 

Not applicable 

Not Sure 

57 

41 

1 

- 

47 

52 

- 

1 

42 

58 

- 

- 

48 

52 

- 

- 

No 

6. Interruptible/multi-flush 

cistern (%) Yes 

No 

Not applicable 

Not Sure 

91 

9 

- 

- 

94 

6 

- 

- 

90 

9 

- 

1 

91 

9 

- 

- 

Yes 

7. Dishwasher (%) 

Yes 

No 

Not applicable 

Not Sure 

17 

82 

1 

- 

11 

89 

- 

- 

14 

86 

- 

- 

14 

86 

- 

- 

No 

8. Efficient garden devices (%) 

Yes 

No 

Not applicable 

Not Sure  

14 

84 

1 

1 

5 

94 

1 

- 

9 

90 

- 

1 

9 

89 

1 

1 

No 
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Appendix 4.2: Households’ daily water-use behaviour 

 

Table A2: Households’ daily water-use behaviour 

  Text Visuals Text and 

visuals 

Pooled 

data 

Modal 

response 

 Respondents (N) 232 257 405 894  

1. Take bath instead of 

shower (%) Never 

Occasionally 

Always 

Not applicable 

23 

15 

40 

22 

29 

7 

44 

21 

29 

15 

46 

10 

27 

12 

44 

16 

 

 

Always 

2. Take shower for more 

than 5 minutes (%) Never 

Occasionally 

Always 

Not applicable 

19 

31 

22 

28 

20 

12 

15 

53 

33 

27 

15 

25 

25 

24 

17 

34 

Not 

applicable 

3. Run shower for some 

time, waiting for hot water 

(%) 
Never 

Occasionally 

Always 

Not applicable 

27 

13 

33 

28 

21 

7 

22 

50 

45 

9 

23 

23 

33 

10 

25 

32 

Never 

4. Keep the tap running 

when brushing teeth (%) Never 

Occasionally 

Always 

Not applicable 

84 

8 

8 

- 

86 

4 

9 

1 

83 

10 

7 

- 

84 

8 

8 

- 

 

Never 

5. Ignore water leaks from 

the toilet tank (%) Never 

Occasionally 

Always 

Not applicable 

96 

4 

- 

- 

93 

5 

1 

1 

95 

4 

1 

- 

95 

4 

1 

- 

 

Never 

6. Keep tap running when 

washing dishes (%) Never 

Occasionally 

Always 

Not applicable 

77 

7 

16 

- 

92 

6 

2 

- 

85 

4 

1 

- 

85 

7 

8 

- 

 

Never 

7. Rinse cutlery and glasses 

under running water (%) Never 

Occasionally 

Always 

Not applicable 

66 

14 

20 

- 

80 

11 

9 

- 

75 

11 

15 

- 

74 

12 

14 

- 

 

Never 

8. Use running water to 

defrost frozen food (%) Never 

Occasionally 

Always 

Not applicable 

91 

5 

3 

- 

90 

5 

6 

- 

90 

5 

5 

- 

90 

5 

5 

- 

 

Never 

9. Ignore a dripping tap (%) 

Never 

Occasionally 

Always 

Not applicable 

96 

4 

- 

- 

97 

2 

1 

- 

97 

1 

1 

1 

97 

3 

- 

- 

 

Never 
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10. Ignore kids wasting water 

(%) Never 

Occasionally 

Always 

Not applicable 

97 

3 

- 

- 

98 

2 

- 

- 

95 

4 

1 

- 

96 

4 

- 

- 

 

Never 

11. Keep water running while 

washing face or hair (%) Never 

Occasionally 

Always 

Not applicable 

97 

2 

1 

- 

92 

4 

4 

- 

92 

5 

3 

- 

93 

4 

3 

- 

 

Never 
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Appendix 4.3: Example of the questionnaire used in the experiment (text and visuals) 

 

 

 

HOUSEHOLDS’ INTENTIONS TO ADOPT WATER-SAVING TECHNOLOGY IN 

JOHANNESBURG 

 

Time interview began ____:____ 

Date of the interview: ____/___/_____ 

Name of interviewer: _____________________________________ 

Area study is taking place: ________________________________ 

 

As is the case in the rest of South Africa, Johannesburg is facing water shortages; yet little is known 

about households’ water-conservation efforts. Households are encouraged to install water-saving 

devices as part of addressing the water shortage. This can only be achieved if households are aware of 

water-saving options and the cost-savings benefits. We employ choice experiments to evaluate the 

intention of households to adopt water-saving technologies. 

The survey has three sections. Section A provides choice experiments by which households’ intention 

to adopt water-saving devices is evaluated. Section B provides general questions on households’ water-

consumption behaviour. Section C collects the biographical information of respondents. 

  



148 

 

SECTION A: CHOICE EXPERIMENT 

Table 1: Attributes and levels used in the study 

Attribute Description Attribute Levels 

Kitchen devices 

 

A typical household uses 11% of 

its water in the kitchen. A 

standard tap flows at about 8l per 

minute. Installing water-flow 

regulators or tap-head aerators 

makes a standard tap more 

efficient and saves water by 60%. 

An efficient dishwasher uses 15l 

per cycle, using 50% less water 

than is used in a conventional 

dishwasher.  

Level 1: Efficient 

dishwasher 

 

 

Level 2: Efficient 

tap 

 

Level 3: System 

collecting used 

water 

 

Shower devices 

 

 

 

 

A typical household uses 24% of 

its water in the shower. Shower 

timers result in shorter showers. 

Efficient showerheads save 65% 

of water used in the shower. 

Level 1: Efficient 

showerhead 

 

Level 2: Shower 

timer 

 

Toilet devices 

 

A typical household uses 25% of 
its water for flushing the toilet. 

Replacing a 12l cistern with a 3l 

dual cistern uses about 75% less 

water. An interruptible-flush 

cistern allows users to control 

how long the toilet flushes. Hippo 

bags displace water in the cistern 

and save about 1.2l per flush. 

Level 1: Dual-

flush cistern sized 

3-6l 

 

Level 2: 

Interruptible-flush 

cistern 

 

Level 3: Cistern 

displacement 

(hippo bag) 
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Garden & Outdoor 

devices 

 

A typical household uses 25% of 

its water in the garden or for 

outdoor activities. Efficient 

gardening technologies reduce 

water use by 30%. These include 

time-based irrigation control 

systems, and micro-drip systems. 

Irrigating gardens using water 

collected with water tanks also 

saves water. 

Level 1:  

Time-based 

irrigation controller 

 

Level 2:  

Micro-drip systems  

 

Level 3:  

Use harvested rain 

water 

 

Monthly water bill  The average water bill for a 

household is R450 per month. 

Installing water-efficient 

technologies will reduce the 

monthly water bill by 30%, 50% 

or 75%.  

Level 1: R110 

Level 2: R225 

Level 3: R315 

 

Six choice sets with three alternatives (Status Quo, Option 1 and Option 2) are generated. The Status 

Quo is undefined, as only you know your current situation. We would like to know which option you 

prefer the most. Please treat each choice set independently.  

CHOICE SET 1 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 Efficient 

tap     

 

Efficient tap    

  

Shower devices 

 

 Shower timer     Efficient showerhead    

 

Toilet devices     

 

 Dual-flush cistern     Hippo 

bag     

Garden & outdoor 

devices   

 

 Use harvested rain water     Time-based irrigation controller    
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Monthly water bill   

   
R450 R315 R110 

YOUR CHOICE                

 

CHOICE SET 2 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 Efficient dishwasher     System collecting used water     

Shower devices 

 

 Efficient showerhead  Shower timer     

 

Toilet devices     

 

 Dual-flush cistern     Hippo bag     

Garden & outdoor 

devices   

 Micro-drip irrigation 

system     

Micro-drip irrigation system    

 

Monthly water bill   

   
R450 R110 R315 

YOUR CHOICE                
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CHOICE SET 3 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 Efficient tap   

   

Efficient tap     

Shower devices 

 

 Efficient showerhead     Shower timer     

Toilet devices     

 

 Hippo bag     Dual-flush cistern     

Garden & outdoor 

devices   

 

 Use harvested rain water     Time-based irrigation controller      

Monthly water bill   

   
R450 R225 R225 

YOUR CHOICE                

 

CHOICE SET 4 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 System collecting used water     Efficient dishwasher      

Shower devices 

 

 Efficient showerhead     Shower timer     
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Toilet devices     

 

 Interruptible-flush cistern     Interruptible-flush cistern     

 

Garden & outdoor 

devices   

 

 Time-based irrigation 

controller     

Use harvested 

rain water     

Monthly water bill   

   
R450 R315 R110 

YOUR CHOICE                

 

CHOICE SET 5 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 Efficient dishwasher     System collecting used 

water     

Shower devices 

 

 Shower timer     Efficient showerhead     

Toilet devices     

 

 Hippo bag     Dual flush cistern     

Garden & outdoor 

devices   

 

 Time-based irrigation 

controller     

Use harvested rain water     

Monthly water bill   

   
R450 R225 R225 

YOUR CHOICE                
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CHOICE SET 6 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 System collecting used water     Efficient dishwasher      

Shower devices 

 

 Shower timer     Efficient showerhead     

Toilet devices     

 

 Interruptible-flush cistern     Interruptible-flush cistern     

 

Garden & outdoor 

devices   

 

 Micro-drip irrigation system 

     

Micro-drip irrigation system  

    

Monthly water bill   

   
R450 R110 R315 

YOUR CHOICE                

 

SECTION B: WATER CONSUMPTION BEHAVIOUR AND TECHNOLOGY 

1. When you made your choices, which attribute most influenced your decision?  

Please tick in the box next to the attribute 

Kitchen devices  

Shower devices  

Toilet devices  

Garden devices  

Water bill  

 

2. Do you have the following water technology at home? 

Please select one answer per row 

 Yes No Not applicable Not sure 

Water-collection tank (Jojo tank)     

Cistern displacement device (‘hippo bag’)     

Water-flow regulators     

Efficient showerheads      

Efficient bathtub      
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Efficient toilet cistern sized 3-6 litres     

Interruptible-flush (multi-flush) cistern     

Dishwasher     

Efficient garden devices     

 

3. If any of your answers in QUESTION 2 above was NO, what is your main reason? 

Please select one reason you think is the main reason 

I cannot afford them  

I did not know about them  

I have no infrastructure to connect them  

They are not important  

Other (Please specify): 

 

4. How often do you do the following in your daily life? 

Please select one answer per row 

 Never Occasionally Always Not 

applicable 

Take bath instead of shower     

Take showers longer than 5 minutes     

Run shower for some time, waiting for hot water      

Keep the tap running when brushing teeth      

Ignore water leaks from the toilet tank     

Keep the tap running when washing dishes     

Rinse cutlery and glasses under running water     

Use running water to defrost frozen food      

Ignore a dripping tap     

Ignore kids wasting water     

Keep water running while washing face or hair     

 

SECTION C: PERSONAL INFORMATION 

1. How many people are in your household?  

 

2. Do you have the following in your household? 

Please select one answer per row 

 Yes No 

Infant (0-2 years)   

Child (3-15 years)   

 

3. If YES to QUESTION 2 above, how many infants/children do you have? 

 

 

4. What is your gender? 

         Male          Female 

 

5. Which racial group do you belong to? (Optional): 
         Black/African          White  Indian/Asian         Coloured 
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6. What is your marital status?  

         Single          Married          Other (Please specify): _____________ 

 

7. What is your highest education level?  

         Never attended school          Primary school  High school 

         Certificate          Diploma/Degree  Postgraduate 

 

8. What is your year of birth? 

  

 

9. What is your household’s main source of income?  

         Salary/Wages          Business  Investments         Grant/Pension/Allowance 

 

10. What is your household’s monthly average income?  

< R5 000   

R5 000 – R10 000   

R10 000 – R20 000   

R20 000 – R40 000  

R40 000 – R60 000  

> R60 000   

 

11. Did you answer this questionnaire on your own? (If you answered on your own without the 

interviewer ticking boxes for you, select YES): 
         Yes          No 

 

Time interview ended ______:______ 
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Chapter 5: The link between response time and choices in choice 

experiments 

 

 

Abstract 

Response time is a possible indicator of the cognitive processes employed by choice 

experiment participants when making choices. The decision-making literature suggests a 

positive correlation between slower response time and rational thinking, which is consistent 

with standard theories of decision-making. The aim of the paper is to investigate the 

relationship between response time and respondents’ choices. We disentangle preference and 

willingness-to-pay estimates and explore whether response time sheds light on these aspects. 

Our approach entails dividing the data (ordered by response time) into three subsets. While the 

effects of response time have been investigated previously, this paper’s emphasis is on 

assessing the time respondents require to answer self-administered face-to-face stated-

preference surveys. We make use of electronic devices for data collection instead of traditional 

paper-based methods to accurately capture response time. We use data on water-efficient 

technologies to test the impact of response time. Using generalised mixed logit models, we 

compare results from an analysis of average responses, fast responses, slow responses and 

whole sample data. Overall, we find that response times did not affect results.  

 

Keywords: choice experiments, response time, generalised mixed logit models. 
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5.1. Introduction 

Although very costly, face-to-face surveys remain the main mode for collecting stated-

preference data in developing and poorer countries. The main reasons for this are low internet 

penetration, slow internet connectivity and low literacy levels. This trend is in contrast to what 

is emerging in developed countries, where web-based online surveys have gained popularity. 

The advantages of web-based surveys are well documented in the literature (see Fleming and 

Bowden, 2009; Linhjem and Navrud, 2011), hence their growing popularity. However, for the 

reasons I have mentioned, developing countries are still using traditional survey modes such 

as face-to-face interviews, despite their many shortcomings. These shortcomings include the 

fact that they are very costly, inflexible (questionnaires cannot be adjusted), prone to human 

error and have a slow data collection rate.  

To mitigate the shortcomings associated with face-to-face surveys, our experiment makes use 

of electronic devices. According to Nkosi and Dikgang (2018), the use of electronic devices 

has gained popularity over the orthodox paper method, because of its efficiency. This method 

minimises human error, since the coding of the survey into the gadget occurs in advance, which 

makes it easier and less time-consuming for the enumerator when collecting data. It is argued 

that this systematic method reduces the number of questions that might otherwise be mistakenly 

skipped when rushing to complete the survey, and the entering of incorrect information when 

capturing data, since data capture occurs automatically when the survey is completed.  

The use of electronic devices allows for accurate capturing of response time. The aim of the 

study is to investigate the effects of response time on respondents’ choices in a self-

administered face-to-face survey environment. Most of the studies that investigate the 

relationship between response time and choices use online stated-preference surveys. Few 

studies that use face-to-face interviews tend to leave questionnaires with respondents overnight 

or give respondents ‘time to think’. ‘Time to think’ is also used in web-based surveys. 

However, because our interest is to isolate response time and assess how it links to respondents’ 

choices, the presence of ‘time to think’ may contaminate response time.  

Our study differs from other studies in that experiment participants are not given ‘time to 

think’, so contamination should be minimised. Moreover, the use of electronic devices means 

human error is minimised and response time is captured more accurately. As in Campbell et al. 

(2018), we disentangle preference, variance and processing heterogeneity, and investigate 
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whether response time sheds light on these kinds of heterogeneity. To achieve this, we divide 

our data (ordered by response time) into three sub-groups (i.e. fast, average and slow responses) 

and assess linkages to cognitive processing. According to Stupple et al (2017), response-time 

patterns may be considered an indicator to the cognitive processes employed by the experiment 

respondents when making choices. 

Response-time data is an example of non-choice data that may help economists to understand 

the experimental process. The impact of response time on perceptual and cognitive processes 

in decision-making has received serious and considerable attention in experimental 

psychology, consumer research and marketing research (Campbell et al., 2017). However, it is 

not given serious and adequate attention in the economics literature, most importantly 

environmental economics. Although interest is beginning to emerge in the economics literature, 

very few choice experiment studies investigate the impact of response times. There is 

considerable scope for more research on the impact of response times in choice experiments 

(Bonsall and Lythgoe, 2009). 

In every survey, some respondents answer quickly while others take longer. The literature 

suggests a contentious nexus between response time and quality of data. Some studies in the 

literature argue that slow respondents apply deliberative thought in considering all information 

provided (Chen and Fischbacher, 2015; Haaijer et al., 2000; Recalde et al., 2014). Such a view 

assumes that longer response times generate good-quality data, while quick responses signify 

insufficient effort and are presumed to result in data of suspicious validity and reliability. In 

that context, quick responses are argued to be a source of random error when utility functions 

are estimated and are referred to as ‘quick and dirty’ in certain studies (see Conrad et al., 2017; 

Huang et al., 2015; Schwappach and Strasmann, 2006; Wood et al., 2017). The implication of 

these studies is that any failure to account for response times would result in incorrect estimates 

and inferences.  

However, it is imperative to appreciate that personal characteristics such as age, level of 

education, cognitive ability and self-reported decision-making style can contribute to the time 

that each respondent takes to complete a survey. For example, some respondents will 

understand a question at their first attempt, while others will only understand the same question 

after several attempts at reading it. In such cases, there is a risk that fast responses which may 

have quality data will be thrown out. Börger (2016) and Campbell et al. (2017) argue that fast 

responses are inevitable, and recommend that researchers do not discard them. Although it 
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might seem appropriate to believe that fast responses reflect random decision-making, this 

assumption could be misguided, because there is no clear link in the literature between response 

time and cognitive effort.  

This paper uses stated-preference data from households’ preferences for water-efficient 

technologies to test the impact of response times on empirical estimates. The study is designed 

to contribute to the growing but still limited literature on whether response times matter in 

choice experiments. We test the hypothesis that fast responses reflect random decision-making 

and affect empirical results if they are not accounted for. In testing the impact of response time, 

we join the topical debate on the need for economists to take note of non-choice data when 

conducting choice experiments. Essentially, choice-experiment researchers put substantial 

effort into the design of experiments, without considering how involved respondents will be in 

reading and processing the content before they make choices (Vista et al., 2009). Different 

levels of involvement are believed to result in systematic differences in estimated empirical 

results, because answering a survey requires respondents to invest a great deal of cognitive 

effort (Krosnick, 1991; Lenzner et al., 2010).  

Our study makes two main contributions. Firstly, we use a face-to-face experiment to collect 

stated-preference data. This makes our study unique, because similar studies in the literature 

are predominantly web-based (see Campbell et al., 2013; Downes-Le Guin et al., 2012; Savage 

and Waldman, 2008; Wood et al., 2017). Although the internet is increasingly becoming a 

preferred and convenient survey mode, it is difficult for researchers to monitor the survey. For 

example, some respondents may take longer because they are performing other tasks during 

the time that they answer survey questions. This problem is taken care of in face-to-face 

surveys, as researchers can take note of the respondents’ activities during the survey. Secondly, 

our study generally differs from similar studies in that respondents are not given time to think 

(typically a night) before responding (see Cook et al., 2012; Cook et al., 2007; Svedsater, 2007; 

Whittington et al., 1992). 

The rest of the paper is organised into seven sections. Section 5.2 reviews the literature on 

response time. Section 5.3 presents the case study. Section 5.4 discusses the experimental 

design. Section 5.5 presents the modelling approach. Section 5.6 discusses the experimental 

data. Section 5.7 presents and discusses the empirical findings. Section 5.8 concludes the study. 
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5.2. Literature on response time 

Spiliopoulos and Ortmann (2014) identify three waves of response-time studies in the 

literature, classified according to the types of tasks investigated. The first wave investigated 

judgment tasks such as perceptual acuity or memory retrieval (Anderson et al., 1998; Ratcliff, 

1978; Schooler and Anderson, 1997). A second wave emerged first in cognitive psychology 

and later in economics, investigating individual decision-making choice tasks that required 

valuation processing rather than judgments. Studies in this wave investigated decision-making 

under risk and lottery choices, and multi-alternative and multi-attribute choice (Dror and 

Hartman, 1999; Rieskamp and Hoffrage, 2008; Rieskamp and Otto, 2006; Wilcox, 1993). The 

third wave, which is the most recent, involves the analysis of response times in strategic 

decision-making or games (Arad and Rubinstein, 2012; Di Guida and Devetag, 2013; Gill and 

Prowse, 2017; Kuo et al., 2009; Rubinstein, 2007; Rubinstein, 2016).  

The use of response time to study decision-making in economics started with the work of 

Wilcox (1993), in which response time was viewed as a proxy for decision cost. Subsequently, 

literature on response time investigated the decision processes employed by individuals to 

make inferences about preferences, and to predict choices across various domains (Recalde et 

al., 2014). Opportunities for expanding the knowledge and understanding of preferences for 

public and environmental goods have been made possible through advances in behavioural 

economics. Rand et al. (2012) were among the first to use response time with the intention of 

identifying intuitive and deliberate actions in public-good games. There has also been 

increasing interest in the cognitive aspects of preference revelation. Studies on this element of 

the literature highlight that choices in stated-preference surveys reflect respondents’ true 

preferences as well as their cognitive efforts and errors (Beshears et al., 2008; Kessler and 

Meier, 2014; Kocher et al., 2017; Lohse et al., 2017; Nielsen et al., 2014).  

In the choice-experiment literature, Campbell et al. (2017) examine the impact of response time 

on preferences, variance heterogeneity and class membership. Using the scale-adjusted latent 

class model, the study reports that preference heterogeneity and the variance of observed 

factors are sensitive to response times. Error variance was found generally to decrease with 

increasing response time. However, response time was reported not to affect MWTP estimates. 

These results are consistent with findings in Börger (2016), in which the generalised 

multinomial logit model was used to examine the impact of response time on choices and scale. 

Longer response times were found to increase scale but had no impact on welfare estimates. 
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Using mixed logit and multinomial logit models, Rose and Black (2006) also found that 

response time affected both the mean and the variance of random parameter distributions, and 

suggested that any failure to account for response times could result in incorrect model 

inferences being drawn.  

Konovalov and Krajbich (2017) investigated several ways in which the relationship between 

response time and choices could be used to infer preferences when choice outcomes are 

uninformative or unavailable. The results revealed that response times from a single two-

alternative choice problem would be enough to rank respondents usefully according to their 

degree of loss aversion. Using long response times, the study predicts choices that are 

inconsistent with a respondent’s utility function, and likely to be reversed later. These results 

agree with those from the work of Dellaert et al. (2012), which examined choice complexity 

and individual differences in response time as determinants of choice-experiment-based 

models. That study reported that complexity and individual response time affect error scale in 

the utility function – findings that were later confirmed, in Börger (2016), Campbell et al. 

(2017) and Konovalov and Krajbich (2017). 

Haaijer et al. (2000) and Holmes et al. (1998) suggested that response time should be 

incorporated as a parameter in estimation. The argument in these studies is that if response time 

is not considered, there is a greater chance of drawing incorrect conclusions. Using a 

multinomial probit model, Haaijer et al. (2000) showed that including response times as a 

parameter in the estimation model significantly improves the fitness of the model, provides 

narrower confidence intervals, reduces heterogeneity, and generates better holdout predictions. 

These results are also suggested in Rose and Black (2004), where the mixed logit model is 

used. After incorporating response time as a parameter in the estimation, Haaijer et al. (2000) 

found it to have a negative coefficient, implying that choice heterogeneity decreases as 

response time increases. 

In a study that examined the determinants of response time, Bonsall and Lythgoe (2009) found 

that response times varied with the characteristics of the choice set, the order of presentation, 

and the personal characteristics of respondents. Personal characteristics that emerged as 

important were age, education and self-reported decision-making style. However, Vista et al. 

(2009) tested the impact of respondents’ demographics and attitudes to the product on response 

time, and found that demographic characteristics were not significant determinants of response 

time. When the sample was divided into high and low response times, Vista et al. (2009) 
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reported no significant results in terms of the amount of time respondents spent on attribute 

information, experiment description, choice questions, or completion time for the entire survey.  

The literature suggests a relationship between response time and the random-error component 

of the utility function. However, there is no consensus on the direction of this relationship. In 

the literature reviewed in this section, three main issues are observed. Firstly, the literature on 

response time is predominantly in domains other than the field of environmental economics. 

Secondly, most of the existing studies are web-based, with very few, if any, using face-to-face 

interviews. Thirdly, studies on response time are predominantly conducted in developed 

nations, with less attention given to developing nations. Our current study addresses these 

issues by conducting a face-to-face survey in the Gauteng province of South Africa. We 

examine the impact of response time using data on household preferences for water-

conservation technologies. Response time for each respondent is captured and categorised as 

either fast or slow. In so doing, our study addresses the current lack of studies in environmental 

economics that use face-to-face surveys to test for the impact of response time in the context 

of a developing country. 

 

5.3. Case study: household preferences for water-efficient technology 

South Africa is one of the 30 driest countries in the world. It is among those that will have 

renewable water resources below the threshold of 1,500 cubic metres per capita per year by the 

year 2030 (Rijsberman, 2006; Yang et al., 2003). In addition to being naturally water-scarce, 

South Africa continues to experience water supply problems due to various issues including 

population growth, economic growth, increased urbanisation and changing climatic patterns. 

With an average per capita water consumption of 235 litres per day, South Africa’s water 

consumption far exceeds the international benchmark of approximately 180 litres per day 

(Department of Water and Sanitation, 2017). For instance, in Gauteng province the average 

consumption is 305 litres per person per day. Considering this mismatch between available 

water resources and demand for water, there is a need for the country to prioritise efficiency in 

the management of water resources. 

Households can play a part in promoting efficiency in the management of water resources, 

through installing efficient water devices. Common devices that save water include efficient 

showerheads, shower timers, dual-flush cisterns, multi-flush cisterns, cistern displacement 
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devices, time-based irrigation controllers, and micro-drip irrigation systems (see Jones and 

Hunt, 2010; Makki et al., 2013; Mini et al., 2015; Still and Bhagwan, 2008; Willis et al., 2013). 

Because of the high cost of purchasing and installing some of these devices, most households 

in developing countries do not have them installed. In South Africa, very little is known about 

households’ use of efficient water technologies. Therefore, an elicitation of household 

preferences for these technologies is a step in the right direction for both conservation and the 

generation of knowledge. 

A case concerning preferences for water-efficient technologies is ideal for testing the impact 

of response times on choice experiments. By using the setting of the water sector, our study 

bridges the existing gap in choice-experiment studies in environmental economics that test the 

impact of response time in the context of a developing country. We conducted our experiments 

in Gauteng province. Gauteng was chosen because it is the largest water user in the country. 

Gauteng, KwaZulu-Natal and the Western Cape together account for 66% of the country’s 

water demand. Gauteng has the highest per capita consumption due to the high number of wet 

industries in its supply area and has been unable to reduce its water demand over the years. In 

2015/16 alone, water balances for all municipalities in Gauteng showed water losses (i.e. 

system leaks) of about 27.4% (Department of Water and Sanitation, 2017). 

Located in the northern part of South Africa, Gauteng is the smallest province in terms of land 

area; but it is the most urbanised and populous province, with approximately 14.7 million 

people, about 27% of the country’s total population (Statistics South Africa, 2018). The 

province is the only one in South Africa with three metropolitan municipalities. These are 

municipalities with urban cores that are highly populated due to urbanisation. We conducted 

our experiment in three municipalities, namely City of Johannesburg Metropolitan, Ekurhuleni 

Metropolitan and Mogale City. The total population for these three municipalities is around 8.9 

million people; 5.1 million in the City of Johannesburg, 3.4 million in Ekurhuleni, and 383,864 

in Mogale City (Statistics South Africa, 2017). Our sample included both suburbs and 

townships. The former are affluent areas characterised by better water infrastructure and lower 

population densities, while the latter are low-income areas that were designed for non-white 

South Africans under the apartheid segregation laws. Municipalities in Gauteng are shown in 

the map in Figure 5.1. 
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Figure 5.1: Map of Gauteng province  

Source: Municipalities of South Africa (2018) 
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Although each of the three municipalities selected is itself comprised of several areas, divided 

into suburbs and townships, we surveyed only a few areas in order to represent the geographic 

and demographic characteristics of each municipality. This decision to sample a few areas in 

each municipality was due to budget constraints. Areas were selected based on their population 

statistics, socio-economic characteristics and geographical locations. In the City of 

Johannesburg, we conducted the survey in Soweto, South Africa’s most populous township, 

with a population of more than 1.5 million people. Suburban households surveyed in the City 

of Johannesburg were from Ennerdale, Lenasia, Midrand, Randburg, Roodepoort and Sandton. 

These areas represent the eastern, western, northern and southern parts of the municipality. In 

Ekurhuleni, the survey was conducted in three townships, namely Duduza, Tembisa and 

Tsakane; and three suburban areas, namely Benoni, Kempton Park and Springs. In Mogale 

City, we conducted the survey in two townships, namely Kagiso and Munsievile, while 

Krugersdorp was the only suburban area surveyed. These areas are truly representative of areas 

in the province. 

 

5.4. Experimental design 

Experimental design is the specialised and scientific manipulation of the levels of one or more 

attributes in order to generate choice profiles (Hensher et al., 2015). Attributes are translated 

features and characteristics that show the objective properties of a commodity. Each attribute 

consists of various sub-features called levels. When conducting choice experiments, the initial 

step is the selection of relevant attributes and the assigning of feasible, realistic, and non-

linearly-spaced levels to each attribute. Normally, a literature review, focus groups, pilot 

studies and expert consultations are used to determine the most relevant attributes and levels. 

Once these have been determined, experiment design commences. This section presents the 

attributes and levels used in the study, and how these are designed into choice profiles. 

 

5.4.1. Attributes and levels used in the study 

In determining the attributes for our experiment on household preferences for water-efficient 

technologies, we used a combination of both literature reviews and expert consultation. The 

literature shows that water-efficient devices can be grouped based on the areas of a home, 
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namely the kitchen, shower, toilet and garden/outdoors. This is because a typical South African 

middle-income household uses 25% of water in the toilet, 25% in garden/outdoor activities, 

24% in the bath/shower, 13% in the laundry, 11% in the kitchen, and 2% in other activities 

(Price, 2009). We use these areas as attributes and adopt technologies that can be fitted in these 

areas as levels. Additionally, we include the monthly water bill as a monetary attribute. Noting 

that installing water-efficient devices reduces the monthly water bill, the possibly reduced 

monthly water bills are used as levels. Using data from the National Income Dynamics Study 

(NIDS), an average of R450 (around $31.47) per month was the current average water bill26. 

If households were to adopt water-efficient devices, their monthly water bill would decrease 

by 75%, 50% or 30% – that is, from R450 to one of R110, R225 or R315 ($7.69, $15.73 or $22 

respectively) per month. Table 5.1 below presents the refined list of attributes and levels used 

in the study. 

 

Table 5.1: Attributes and levels used in the study 

Attribute Description Attribute Levels 

Kitchen devices 

 

A typical household uses about 

11% of its water in the kitchen. A 

standard tap flows at about 8l per 

minute. Installing water-flow 

regulators or tap-head aerators 

make a standard tap more efficient 

and saves water by 60%. An 

efficient dishwasher uses 15l per 

cycle, using 50% less water than is 

used in a conventional dishwasher.  

Level 1: Efficient 

dishwasher 

 

 

Level 2: Efficient tap 

 

Level 3: System 

collecting used water 

 

Shower devices 

 

 

 

 

 

A typical household uses about 

24% of its water in the shower. 

Shower timers result in shorter 

showers. Efficient showerheads 

save 65% of water used in the 

shower. 

Level 1: Efficient 

showerhead 

 

Level 2: Shower timer 

 

                                                 
26 As at 24 October 2018, US$1 = ZAR14.30. This exchange rate will be used throughout this chapter in instances 

when South African Rands (ZAR) must be converted to United States Dollars (US$). 
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Toilet devices 

 

A typical household uses about 

25% of its water in the toilet. 

Replacing a 12l cistern with a 3l 

dual cistern saves about 75% of 

water. An interruptible flush 

cistern allows users to control how 

long the toilet flushes. Hippo bags 

displace water in the cistern and 

save about 1.2l per flush. 

Level 1: Dual-flush 

cistern sized 3-6l 

 

Level 2: Interruptible-

flush cistern 

 

Level 3: Cistern 

displacement (hippo bag) 

 

Garden & Outdoor 

devices 

 

A typical household uses about 

25% of its water in the garden or 

in outdoor activities. Efficient 

gardening technologies reduce 

water use by 30%. These include 

time-based irrigation control 

systems, and micro-drip systems. 

Irrigating gardens using water 

collected with water tanks also 

saves water. 

Level 1:  

Time-based irrigation 

controller 

 

Level 2:  

Micro-drip systems  

 

Level 3:  

Use harvested rain water 

 

Monthly water bill  The average water bill for a 

household is R450 per month. 

Installing water-efficient 

technologies will reduce the 

monthly water bill by 30%, 50% 

or 75%.  

Level 1: R110 

Level 2: R225 

Level 3: R315 

 

We use the attributes and levels given in Table 5.1 above to design the choice profiles presented 

to respondents in our choice experiment. We agree that the technologies used as levels may 

also be used as attributes in other studies. However, in the context of our study the emphasis is 

on the areas in a home where households can save water by installing efficient technologies. 

As such, water-efficient devices that can be fitted in these areas are used as levels in our 

experiment. 
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5.4.2. Choice experiment design 

Various classes of experimental designs exist in the literature. The most common are full 

factorial, orthogonal and efficient designs (Bliemer et al., 2017; Hensher et al., 2015; Rose and 

Bliemer, 2009). This study uses an efficient design to generate choice profiles. Efficient 

designs address most of the shortcomings encountered in the other designs. They produce more 

robust data that lead to more reliable parameter estimates with even lower sample sizes and 

smaller confidence-interval widths. Using efficient designs requires some knowledge of prior 

parameters, because if incorrect prior parameters are used, the design becomes inefficient. If 

prior parameters are not known, they can be drawn using Bayesian parameter distributions. 

These are less sensitive to misspecification because they assume parameter values to be 

approximately known and randomly distributed (Bliemer et al., 2008). If a D-error statistic is 

used and prior parameters are drawn using Bayesian distributions, the design is called a 

Bayesian D-error design (i.e. 𝐷𝑏-efficient): 

 

𝐷𝑏 − 𝑒𝑟𝑟𝑜𝑟 = ∫
�̅�
 det (Ω1(𝑋, 𝛽))

1
𝐾⁄

𝜙(𝛽│𝜃)𝑑𝛽.     (5.1) 

 

where 𝐷𝑏  is Bayesian design, Ω1 is the asymptotic variance-covariance matrix of the design, 𝛽 

represents prior parameters, 𝑋 is the experimental design, and 𝐾 is the number of parameters 

to be estimated. A normally distributed Bayesian D-efficiency criterion was employed to 

design choice sets experimentally. The maximum possible Gaussian draws (i.e. 32) were used 

to determine the number of draws for Bayesian priors.  

The final design consisted of six choice sets of two profiles each. In addition to the two 

designed profiles, each choice set included an undefined status quo (SQ). This is an individual-

specific SQ, for which each respondent envisages their own current status and compares it to 

the experimentally designed hypothetical options (Hess and Rose, 2009). Undefined SQs are 

commonly used when it is difficult to ascertain the current situation for the sample (see 

Campbell et al., 2008; Hess and Rose, 2009; Scarpa et al., 2007). This was the case in our 

experiment, where we could not determine the current use of water-efficient devices with 

certainty. An example of the choice sets used in the experiment is given in Table 5.2 below. 
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Table 5.2: Example of the choice sets used in the experiment 

  Status quo Option 1  Option 2  

Kitchen devices   Efficient dishwasher  System collecting used water  

Shower devices  Shower timer     Efficient showerhead     

Toilet devices      Hippo 

bag     

Dual-flush cistern     

Garden & outdoor devices   Time-based irrigation controller  Use harvested rainwater     

Monthly water bill   

R450 R225 R225 

YOUR CHOICE                

 

In addition to the choice experiment (the first section), our questionnaire contained two other 

sections. The second section collected general information on water-conservation technology 

and behaviour, while the third section collected the biographical details of the respondents. 

Furthermore, we captured each respondent’s response time by taking note of the time when the 

interview commenced and the time it ended. The duration of the interview was determined to 

be the difference between the start and finish times of the interview. Our approach is different 

from other studies, which consider response time to be the time taken by respondents to 

complete each choice task (see Börger, 2016; Campbell et al., 2017). Such an approach is 

convenient in web-based surveys where timers are incorporated but may be complex in face-

to-face surveys such as ours. Our current study measures response time as the duration for 

completing the entire questionnaire27. 

                                                 
27 The questionnaire used to collect information is given in Appendix 5.1. 
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5.5. Modelling 

The theoretical foundation of choice experiments is based on the random utility theory, which 

assumes that individuals make choices based on the characteristics of a good, along with an 

error component (Ben-Akiva and Lerman, 1985; McFadden, 1974). The error component is 

due to the uniqueness of each participant’s preferences, or because researchers do not have 

enough information on the observed participant. Therefore, the utility of a participant obtained 

from an option is not known with certainty, but can be decomposed into a deterministic and an 

unobserved error component, as follows:   

 

𝑈𝑖𝑗 = 𝑉𝑖𝑗 + 휀𝑖𝑗                                                            (5.2) 

 

where 𝑈𝑖𝑗 is the utility of participant 𝑖 obtained from option 𝑗, 𝑉𝑖𝑗 is the deterministic 

component, and  휀𝑖𝑗 is the unobserved error term. Equation 5.2 is the basic utility function, 

which can alternatively be written by decomposing the deterministic component as follows: 

 

𝑈𝑖𝑗 = 𝑉𝑖𝑗(𝑋𝑖𝑗 , 𝐶𝑖𝑗 , 𝛽) + 휀𝑖𝑗                              (5.3) 

 

where  𝑋𝑖𝑗 is a vector of the attributes associated with option 𝑗, 𝐶𝑖𝑗 is a vector of the monetary 

attribute of option 𝑗, and 𝛽 is a vector of preference parameters for the population in the sample. 

In the random utility theory, participants are assumed to be rational. Therefore, participant 𝑖 is 

expected to choose option 𝑗 over option 𝑘 if 𝑈𝑖𝑗 > 𝑈𝑖𝑘. The selection of one option over the 

other signifies that a participant’s hypothetical utility from the chosen option is greater than the 

utility of the option not chosen (Greene, 2003)28. 

                                                 

 
28 Important to not is that in deriving the probability of choosing an alternative within the random utility model, 

the choice of alternative with higher utility is not certain. The expectation has always been that there is a high 

chance that a respondent will choose the alternatives with higher utility. 

 



171 

 

To estimate utility, studies such as ours use the multinomial logit (MNL) model (Campbell et 

al., 2017; Haaijer et al. 2000) and the mixed logit (MXL) model (Dellaert et al., 2012; Rose 

and Black, 2004; Rose and Black, 2006). The former has the problem that it assumes 

participants have homogeneous tastes for observed attributes, and that the random part of the 

utility obeys the properties of independence from irrelevant alternatives (IIA) and 

independence and identical distribution (IID). These are unrealistic assumptions, as they rule 

out persistent heterogeneity in taste for observed and unobserved product attributes (Greene, 

2012; Hensher et al., 2015). On the other hand, MXL can identify taste heterogeneity, but fails 

to account for scale heterogeneity across participants. Scale heterogeneity is the variance of the 

variance term, also explained as the standard deviation of utility over different choice sets 

(Hensher et al., 2015). This problem is addressed in generalised mixed logit (GMXL) models29.  

Therefore, we follow a similar study to Czajkowski et al. (2014) in adopting the GMXL model 

as a tool to estimate household preferences for water-efficient technologies. The ability to take 

care of scale heterogeneity makes the model favourable to our data set, which we hypothesise 

to have such a problem because it contains respondents from different socio-economic statuses. 

Developed by Fiebig et al. (2010), GMXL builds on the specifications of the mixed logit model 

and the generalised multinomial logit model. The essential format of the GMXL model is: 

 

𝑈𝑖𝑗   = 𝛃𝑖
′𝐱𝑖𝑗 + 휀𝑖𝑗         (5.4) 

 

𝛃𝑖     =  σ𝑖𝛃 + [γ + σ𝑖(1 − γ)]𝚪𝐰𝑖 ,  𝐰𝟏~N[𝟎, 𝐈], 0 ≤ γ ≤ 1    (5.5) 

 

σ𝑖     = exp (−
τ2

2
+ τv𝑖) , v𝑖~N[0,1]       (5.6) 

 

Equation 5.5 is an MNL model based on the extreme value distribution of the error 

component 휀𝑖𝑗. The general form of the GMXL model combines the scaled MNL model with 

                                                 
29 Several advantages of GMXL are given in Greene (2012) and Hensher et al. (2015). 
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the random parameter model. A random scaling factor σ𝑖  with mean 1 and variance exp(τ2 −

1) is included in the model. Hensher et al. (2015) suggest that Gamma 𝛾 is central to the GMXL 

model, as it controls the relative importance of the overall scaling of the utility function. The 

other important element of GMXL is the Tau scale 𝜏. These parameters are interpreted as:  

 

τ = 0 suggests the random parameters model, 𝛃𝑖 =  𝛃 + 𝚪𝐰𝑖 

γ = 0 suggests a scaled random parameter logit model, 𝛃𝑖 = σ𝑖[𝛃 + σ𝑖𝚪𝐰𝑖] 

γ = 1 suggests a hybrid model, 𝛃𝑖 =  σ𝑖𝛃 + 𝚪𝐰𝑖  

 

We also estimate the MWTP for the non-monetary attributes. MWTP shows the marginal rate 

of substitution between each attribute and the monetary attribute. Such estimates are important 

in choice modelling, because they show what respondents are prepared to pay for or against 

changes in each attribute. Some studies in the literature show that response time has no impact 

on willingness-to-pay estimates (Börger, 2016; Campbell et al., 2017; Rose and Black, 2006). 

However, it is essential for us to test the impact of response time on MWTP estimates in the 

context of environmental economics.  

The literature provides very little a priori guidance on what characterises fast and slow response 

times. We follow Campbell et al. (2017) to determine average, fast and slow response times, 

by calculating the median and mean response times. Subsequently, we use all data points 

around the sample median and mean as average responses. We then benchmark individual 

response times against the calculated median and mean response times. Where response time 

is less than the median, it is deemed fast; and when response time is greater than the mean, it 

is considered slow. Estimations of utility functions and marginal willingness-to-pay estimates 

are then based on these sub-datasets.  
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5.6. Experimental Data  

5.6.1. Data collection and descriptive statistics 

The study is based on experimental data for 307 household heads, collected in Gauteng during 

the periods November to mid-December 2017 and mid-January to February 2018. The number 

of respondents interviewed was 405; however, the data for 98 respondents did not have 

response time captured correctly and were excluded from analysis30. Our questionnaire was 

prepared in English, and enumerators conversant in both English and the local languages were 

recruited, trained and supervised during the data-collection process.  

Our questionnaire had three sections. The first section was the choice experiment, while the 

second section collected general information on households’ current use of water-efficient 

technology. The rationale for including this section was to gather information on the number 

of households in our sample that currently have water-efficient devices installed. We assume 

that respondents who currently have water-efficient devices will have lower response times 

because they are familiar with the devices presented in the experiment. The third section of the 

questionnaire collected the biographical information of the respondents. Such information is 

necessary because the literature suggests a link between response time and biographical 

characteristics (see Bonsall and Lythgoe, 2009). Response time was captured by noting the 

time the survey began and the time it ended. Therefore, response time is defined as the duration 

each respondent took to answer the questionnaire31. Descriptive statistics of the data are given 

in Table 5.3. 

 

 

 

                                                 
30 Small samples in choice experiments produce many observations, because each respondent makes multiple 

choices. Additionally, the experimental design used in this study produces more robust data with lower sample 

sizes. 
31 We acknowledge that it was essential to capture response times for the choice experiments section only 

as opposed to the whole questionnaire. However, it would have been a complex exercise to use that approach 

in our face-to-face survey. Therefore, we opted for capturing the time taken to complete the survey. 
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Table 5.3: Descriptive statistics of respondents 

 Whole sample32 

  Mean  

Average responses 

Mean  

Fast responses 

Mean  

Slow responses 

Mean  

Response time (minutes):      

                   Minimum 

                   Median 

                   Mean 

                   Maximum 

Male respondents (%) 

 

1 

6 

7 

28 

51  

 

5 

7 

7 

10 

56  

 

1 

3 

3 

4 

47  

 

11 

16 

17 

28 

41 

Average household size 4  4  4  4 

Average age 45  44 38  42  

Married respondents (%) 57 46 64  48  

Race (%):      

                   Black 

                   White 

                   Indian/Asian 

                   Coloured 

 

82  

13  

4  

1  

 

79 

15 

5  

1  

 

85  

11 

2 

1  

 

76  

21  

3  

0 

Education (%): 

                   Never attended school 

                   Primary 

                   High school  

                   Certificate 

                   Diploma 

                   Degree 

                   Postgraduate 

 

1  

3  

69  

13  

10  

4  

1  

 

1  

3  

74  

11  

8  

2  

1  

 

0 

2  

63  

20  

10  

4  

0 

 

3 

3  

69  

7  

7  

10  

 

Source of income (%): 

                   Salaries/wages 

                   Business 

                   Pension 

                   Grants/allowances 

                   Other 

 

56  

20  

17  

3  

3  

 

52  

21 

20 

4 

4  

 

64  

19  

12  

0 

4  

 

41  

24  

24  

3  

7  

Monthly household income (%): 

                  <R5,000 

                  R5,000 to R10,000 

                  R10,000 to R20,000 

                  R20,000 to R40,000 

                  R40,000 to R60,000 

                  >R60,000 

 

43  

37 

19 

1 

0 

0 

 

53 

28  

17  

2  

0 

0 

 

34  

41  

23  

1  

0 

0 

 

41  

45  

14  

0 

0 

0 

Number of respondents (N) 307 188 90 29 

 

Out of the whole sample, the fastest respondent took 1 minute to complete the survey, while 

the slowest respondent took 28 minutes. The average response time for the sample was 7 

minutes, with a median of 6 minutes. Average respondents constituted approximately 61% of 

the total sample, while fast respondents and slow respondents constituted about 29% and 10% 

respectively. The proportion of female respondents who took longer to complete the survey 

was greater than that of male respondents (only 41% of slow respondents were males). It is 

also observed that the average age of the respondents was higher for slow responses than for 

fast responses, implying that the older a respondent was, the more time they would take to 

                                                 
32 The “whole sample” in this case implies all data, consisting of both fast and slow responses. It is imperative to 

also estimate results for the combined dataset and see how they compare to those from fast and slow responses. 
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complete the survey. We also note that education played a role in the time respondents took to 

complete the survey. The number of respondents with post-high-school certificates and 

diplomas was greater in the fast responses than in the slow responses. This implies that the 

higher the education level, the less time a respondent would take to complete the survey.  

The summary statistics presented in Table 5.3 above show that response times varied from 1 

to 28 minutes, with a median response time of 6 and a mean of 7 minutes. Since response time 

is an important variable in our analysis, it is imperative to show its distribution across all 307 

respondents. We use the diagram in Figure 5.2 to show the response time for each respondent 

in our sample. 

 

 

Figure 5.2: Distribution of response times 

 

The figure shows that most of the respondents took between 5 and 10 minutes to complete the 

survey. However, variations around the mean are observed, as some respondents took more 

than 20 minutes, while many others took less than 4 minutes to complete the survey. The 

distribution in the figure is in line with the descriptive statistics presented earlier, and warrants 
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testing for the impact of response time on empirical estimates. However, before we adopt 

econometric tools to test whether response time affects empirical estimates, we present 

statistics on households’ current use of water-efficient devices.  

Regarding the current use of water-efficient technologies, we used a 4-point Likert scale to 

collect information on whether households have water-efficient devices currently installed. 

Respondents were asked eight questions, using a scale with the options ‘Yes’, ‘No’, ‘Not 

applicable’ and ‘Not sure’. Overall, the modal response was ‘No’, indicating that respondents 

did not have water-efficient devices at the time33. As a follow-up, we collected information on 

the possible reason’s households had not installed efficient devices. We asked respondents to 

choose between ‘I cannot afford them’, ‘I did not know about them’, ‘I have no infrastructure 

to connect them’, and ‘They are not important to me’. Summary statistics34 show that most 

households cannot afford the technology. A few other respondents indicated that they did not 

know about water-efficient technologies or that they are not important. 

Finally, we present the frequency distribution of the stated-preference choices. A presentation 

of the distribution of choices made by respondents is important when checking if respondents 

made real trade-offs between given choice profiles. Where consistent choices are observed 

across the response-time categories, it makes the comparison of empirical estimates possible. 

This information is given in Figure 5.3 below. 

 

                                                 
33 Summary statistics on the use of water-efficient technology are presented in Table A1 in Appendix 5.2. 

 
34 The frequency distribution of reasons for not installing efficient technologies is given in the Figure in 

Appendix 5.3. 
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Figure 5.3: Frequency distribution of choices based on response times 

 

For all categories (average, fast and slow response times), comparable trade-offs are noted 

between the two experimentally-designed alternatives. It would be of interest to find out how 

the empirical results from these categories compare with each other. It is also interesting to 

note that the introduction of an individual-specific status quo addressed the problem of status 

quo bias, which is commonly reported in the choice-experiment literature (see Anderson, 2003; 

Dubé et al., 2010; Lanz and Provins 2015; Mandler, 2004; Meyerhoff and Liebe, 2009). We 

also observe that the distribution of choices made in all three categories is consistent with the 

distribution shown in the whole sample. This makes comparisons of empirical estimates 

necessary. In the next section, we present and discuss the empirical results from the utility 

functions and marginal willingness-to-pay estimates for the response-time categories.  
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5.7. Empirical findings 

This section presents the results of the study. The section is divided into three main parts. The 

first part presents the results of the determinants of response time, by estimating response time 

as a function of selected biographic characteristics of respondents. In doing this, we join 

various other studies in the literature that test the impact of biographical characteristics on 

response time (see Bonsall and Lythgoe, 2009; Börger, 2016; Recalde et al., 2014; Vista et al., 

2009). The second part presents results on the estimated utility functions. These results are the 

basis of our study, as they indicate the impact of response time on utility estimates. Finally, we 

present results on the impact of response time on MWTP estimates.  

 

5.7.1. The determinants of response time 

To examine the determinants of response time, we use the ordinary least squares (OLS) as an 

estimation tool. OLS is used in many other similar studies to test for the determinants of 

response time (see Börger, 2016; Recalde et al., 2014). In this study, we estimate response time 

as a function of selected biographical characteristics of respondents. Additionally, we control 

for interviewer bias and for the way the interview was administered. Regarding the former, 

three enumerators conducted the survey, and enumerator bias is hypothesised to affect the time 

taken by each respondent to complete the survey. In terms of the way the interviews were 

conducted, we assume that respondents who completed the survey on their own would take 

more time than the time taken by respondents who were assisted by the enumerator. This 

information was captured in our questionnaires through the inclusion of a question in which 

respondents were asked to indicate whether they answered the questions on their own with very 

minimal help from the enumerator. The functional form of the OLS model estimated in this 

study is: 

 

𝑅𝑇 = 𝛽0 + 𝛽1𝐺𝐸𝑁𝐷𝐸𝑅 + 𝛽2𝑅𝐴𝐶𝐸 + 𝛽3𝑆𝑇𝐴𝑇𝑈𝑆 + 𝛽4𝐸𝐷𝑈 + 𝛽5𝐼𝑁𝐶𝑂𝑀𝐸 +

𝛽6𝐴𝑁𝑆𝑊𝐸𝑅 + 𝛽7𝑁𝑈𝑀𝐸𝑅𝐴𝑇 + 휀                                    (5.8) 
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where 𝑅𝑇 is response time, 𝐺𝐸𝑁𝐷𝐸𝑅 is the gender of the respondent, 𝑅𝐴𝐶𝐸 is the racial group 

of the respondent, 𝑆𝑇𝐴𝑇𝑈𝑆 is the marital status of the respondent, 𝐸𝐷𝑈 is the education level 

of the respondent, 𝐼𝑁𝐶𝑂𝑀𝐸 is the income level of the respondent, 𝐴𝑁𝑆𝑊𝐸𝑅 captures whether 

the respondent answered the survey on their own, 𝑁𝑈𝑀𝐸𝑅𝐴𝑇 is the identity of the enumerator, 

Parameter 𝛽0 is the constant and parameters 𝛽1 to  𝛽7 are the coefficients of the determinants, 

while parameter 휀 is the error term. The estimation results are presented in Table 5.4 below.  

 

Table 5.4: OLS results on the determinants of response time  

 Coefficients Standard errors 

GENDER 0.107 0.148 

RACE -0.313 0.203 

STATUS -1.117*** 0.144 

EDUCATION -0.148 0.104 

AGE 0.050*** 0.006 

INCOME -0.128 0.124 

ANSWER 1.454*** 0.373 

NUMERAT 1.743*** 0.177 

_CONS 0.273 0.838 

Model parameters 

Number of observations 2160 

Probability > F 0.000 

R2 0.84 

Adjusted R2 0.84 

                             Note: ***, ** and * = significance at 1%, 5%, 10% level, respectively.   

 

 

The OLS results presented in Table 5.4 show that STATUS, AGE, ANSWER and NUMERAT 

were statistically significant determinants of response time. The negative coefficient of 

STATUS suggests that married respondents took less time to complete the survey relative to 

respondents whose marital status was single. On the other hand, the positive coefficient of AGE 

implies that older respondents took more time to complete the survey than younger 

respondents. The statistical insignificance of some demographic variables agrees with studies 

such as Vista et al. (2009), which found that biographical characteristics do not affect response 

time. Since most of the biographical characteristics were statistically insignificant, we argue 

that although marital status and age were statistically significant, biographical variables in 

general did not affect response time. 
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The results also show that response time was determined by the way the survey was conducted, 

as well as by the enumerator conducting the survey (i.e. ANSWER and NUMERAT), which 

confirms the existence of interviewer bias. ANSWER is a binary variable where a value of 1 

was assigned  to a “yes” response, meaning that the respondent completed the survey on their 

own and 0 otherwise. The positive coefficient for ANSWER suggests that respondents who 

completed the survey on their own took longer than those who asked the enumerator to tick the 

boxes for them. On the other hand, the positive coefficient of NUMERAT suggests that 

response time was also determined by the enumerator. This implies that it is imperative to 

control for interviewer bias when estimating models based on data collected by several 

enumerators. GENDER is another binary variable were a value of 1 was assigned to male 

respondents while a value of 0 assigned to female respondents. 

 

5.7.2. Utility function estimates 

To examine the impact of response time on the utility functions, we use the GMXL model as 

an estimation tool. We estimate two sets of GMXL models. The first set of models estimates 

utility functions for average responses, fast responses, and slow responses. Results from these 

three sub-categories are compared across sub-categories, as well as to results for the whole 

sample. In the second set of models, we estimate utility functions using data that exclude fast 

responses and data that exclude slow responses. Results from these two estimations are then 

compared across each dataset, and to the results generated by the whole sample data. The five 

attributes of the study are modelled as normally distributed random parameters, while the 

alternative specific constant (ASC) is modelled as a fixed parameter. Results are obtained using 

the Halton sequence for simulation based on 1,000 draws. Utility functions for the first set of 

estimates are given in Table 5.5.  
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Table 5.5: Comparison of estimates from whole sample, average, fast and slow responses 

 Whole sample Average responses Fast responses Slow responses 

 Estimate  Std. Err Estimate Std. Err Estimate Std. Err Estimate Std. Err 

Random parameters in utility functions 

B_KITCHEN 0.164***  0.062 0.227***  0.068 0.124 0.196 -0.935 17.554 

B_SHOWER 0.095        0.121 0.131        0.153 -0.124 0.337 2.318 33.765 

B_TOILET 0.018        0.060 0.055        0.067 -0.085 0.208 0.293 4.249 

B_GARDEN -0.002       0.071 -0.008       0.076 -0.080 0.204 0.714 14.192 

B_BILL -0.002*** 0.001 -0.003*** 0.001 -0.001 0.002 -0.009 0.158 

Non-random parameters in utility functions 

ASC 0.265       0.724 0.0      0.954 0.0 0.145 0.0 0.223 

Diagonal values in Cholesky matrix, L. 

NsB_KITCHEN 0.259**   0.131 0.287**   0.135 0.261 0.386 1.490 11.623 

NsB_SHOWER 0.386       0.507 0.438      0.317 0.396 1.445 2.088 11.093 

NsB_TOILET 0.017        0.703 0.011        0.156 0.041 0.491 0.954 6.132 

NsB_GARDEN 0.254 0.290 0.086 5.287 0.012 15.220 0.904 17.373 

NsB_BILL 0.001 0.008 0.002 0.005 0.002 0.043 0.005 0.427 

Below diagonal values in L matrix. V = L*Lt 

B_SHO:B_KIT 0.630**        0.291 -0.574**        0.250 -0.640 0.775 -0.2.529 14.897 

B_TOI:B_KIT 0.031 0.116 -0.062 0.126 0.042 0.596 0.777 3.925 

B_TOI:B_SHO 0.056 0.181 0.030 0.145 0.168 0.530 0.868 7.479 

B_GAR:B_KIT 0.028 0.151 -0.041 0.164 0.043 0.478 -0.178 14.461 

B_GAR:B_SHO 0.092 0.229 0.033 0.204 0.199 0.588 0.973 6.504 

B_GAR:B_TOI -0.038 1.442 -0.254 1.851 -0.115 1.180 1.802 11.076 

B_BIL:B_KIT -0.002 0.003 0.002 0.002 0.003 0.004 0.003 0.150 

B_BIL:B_SHO 0.002 0.004 0.003 0.002 0.001 0.009 0.021 0.086 

B_BIL:B_TOI -0.495 0.012 0.001 0.011 0.003 0.018 0.0003 0.062 

B_BIL:B_GAR -0.002 0.004 0.001 0.037 0.0003 0.135 -0.012 0.127 

Variance parameter tau in GMX scale parameter 

TauScale 0.397 1.374 0.048 2.248 0.00 8.184 2.160 8.972 

Weighting parameter gamma in GMX model 

GammaMXL 0.707 3.126 0.100 Fix. Par. 0.100 Fix. Par. 0.100 Fix. Par. 

Sample Mean    Sample Std.Dev. 

Sigma(i) 0.992** 0.404 0.998*** 0.064 0.998*** 0.043 0.761 2.579 

Standard deviations of parameter distributions 

sdB_KITCHEN 0.259** 0.131 0.287** 0.135 0.261 0.386 1.490 11.623 

sdB_SHOWER 0.739 0.490 0.722*** 0.170 0.753* 0.429 3.279 18.225 

sdB_TOILET 0.066 0.260 0.070 0.099 0.178 0.476 1.506 7.940 

sdB_GARDEN 0.274 0.444 0.273** 0.121 0.234 0.835 2.247 10.187 

sdB_BILL 0.004 0.006 0.004 0.001 0.005*** 0.001 0.0025 0.128 

N 1839  1122  539  174  

LL -1790.9  -1058.4  548.4  -157.5  

AIC 3627.7  2160.8  1140.9  358.9  

BIC 3754.6  2271.3  1235.3  428.4  

Pseudo R2 0.1  0.2  0.1  0.2  

Note: ***, ** and * = significance at 1%, 5%, 10% level, respectively. Std. Err are standard errors. 
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Results in the table are compared based on the statistical significance, sign and magnitude of 

attribute parameter estimates. The statistical significance of attribute parameters is the most 

important aspect to consider, as it shows the attributes that are important to respondents and 

those that are not. When an attribute has a statistically significant coefficient, it implies that the 

attribute is important to the respondents, while a statistically insignificant coefficient suggests 

that the attribute is not important to them (Hensher et al., 2015). The sign and magnitude of the 

attribute parameters respectively show the direction of the impact an attribute has, and the 

extent of the impact to respondents’ utility (see Campbell et al., 2017; Patterson et al., 2017; 

Rose and Black, 2006). 

Positive and statistically significant attribute parameters suggest that households prefer 

changes in the attribute, while negative and statistically significant attribute parameters suggest 

otherwise. Using this interpretation, positive attribute parameters imply that improvements in 

the attribute would increase household utility, whereas negative attribute parameters suggest 

that changes decrease household utility. For example, in the ‘whole sample’ model, household 

utility increases by about 0.164 following an improvement in KITCHEN technologies, while 

an increase in the monthly water BILL reduces utility by about 0.002. These results are 

consistent with both prior expectations and the literature, and imply that when making choices, 

respondents were likely to choose profiles with improvements in KITCHEN technologies and 

were likely to avoid profiles with a higher monthly water BILL.  

The table shows similarities in the estimates reported in the ‘whole sample’ model and the 

‘average responses’ model. In these two models, all parameters are largely similar in terms of 

statistical significance, sign and magnitude. On the other hand, we observe that all attributes in 

the ‘fast responses’ model and the ‘slow responses’ model reported insignificant parameter 

estimates35. It is important to note that the results from fast and slow responses could be due to 

the sample sizes of these sub-categories, which were relatively low compared to the average 

responses sub-category. This could have driven the similarities observed between the estimates 

from the ‘average responses’ and ‘whole sample’ models, which implies that results for the 

whole sample were largely determined by data from respondents who took ‘average time’ to 

complete the survey.  

                                                 
35 It was also observed that both fast and slow responses had larger confidence intervals than average responses. 

Confidence intervals as well as standard errors for slow responses were very large. These observations are 

consistent with various similar studies in the literature, which argue that quick responses are a source of random 

error (see Conrad et al., 2017; Huang et al., 2015; Wood et al., 2017). 
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In the literature, fast responses are sometimes argued to be ‘quick and dirty’, implying that 

failure to account for them can lead to incorrect model inferences being drawn (see Conrad et 

al., 2017; Huang et al., 2015; Rose and Black, 2006; Schwappach and Strasmann, 2006; Wood 

et al., 2017). Our results show that fast and slow response datasets both produced statistically 

insignificant attribute parameter estimates. Therefore, it is imperative to test whether fast and 

slow responses distort estimates when included in the whole-sample dataset. To do this, we 

estimate two utility functions, one without fast responses and the other without slow responses. 

Results from these two models are compared to the estimation results based on the whole-

sample data. Utility function results for these three models are presented in Table 5.6 below. 

 

Table 5.6: Utility functions for the whole sample, samples without fast and slow responses 

 Whole sample Without fast responses Without slow responses 

 Estimate  Std. Err Estimate Std. Err Estimate Std. Err 

Random parameters in utility functions 

B_KITCHEN 0.164***  0.062 0.187*** 0.054 0.199*** 0.067 

B_SHOWER 0.095        0.121 0.183** 0.090 0.052 0.123 

B_TOILET 0.018        0.060 0.052 0.046 0.009 0.067 

B_GARDEN -0.002       0.071 0.021 0.052 -0.027 0.072 

B_BILL -0.002*** 0.001 -0.003*** 0.001 -0.002*** 0.001 

Nonrandom parameters in utility functions 

ASC 0.265       0.724 0.0 0.208 0.0 0.753 

Diagonal values in Cholesky matrix, L. 

NsB_KITCHEN 0.259**   0.131 0.272** 0.109 0.234* 0.123 

NsB_SHOWER 0.386       0.507 0.345 0.216 0.411 0.347 

NsB_TOILET 0.017        0.703 0.003 0.067 0.042 0.133 

NsB_GARDEN 0.254 0.290 0.157 0.169 0.044 2.196 

NsB_BILL 0.001 0.008 0.001 0.001 0.0001 0.009 

Below diagonal values in L matrix. V = L*Lt 

B_SHO:B_KIT 0.630**        0.291 0.675*** 0.160 0.584** 0.256 

B_TOI:B_KIT 0.031 0.116 0.029 0.079 0.022 0.111 

B_TOI:B_SHO 0.056 0.181 0.035 0.076 0.041 0.138 

B_GAR:B_KIT 0.028 0.151 0.055 0.132 0.032 0.164 

B_GAR:B_SHO 0.092 0.229 0.096 0.170 0.096 0.199 

B_GAR:B_TOI -0.038 1.442 -0.238* 0.142 -0.266 0.434 

B_BIL:B_KIT -0.002 0.003 0.003*** 0.001 -0.003 0.002 

B_BIL:B_SHO 0.002 0.004 0.003** 0.001 0.002 0.003 

B_BIL:B_TOI -0.495 0.012 0.001 0.001 0.002 0.017 

B_BIL:B_GAR -0.002 0.004 -0.001 0.001 -0.001 0.017 

Variance parameter tau in GMX scale parameter 

TauScale 0.397 1.374 0.021 0.116 0.004 3.599 

Weighting parameter gamma in GMX model 

GammaMXL 0.707 3.126 0.100 Fix. Par 0.100 Fix. Par 

Sample Mean    Sample Std.Dev. 

Sigma(i) 0.992** 0.404 0.998*** 0.045 0.998*** 0.043 

Standard deviations of parameter distributions 

sdB_KITCHEN 0.259** 0.131 0.272** 0.109 0.234* 0.123 

sdB_SHOWER 0.739 0.490 0.758*** 0.212 0.715* 0.383 

sdB_TOILET 0.066 0.260 0.045 0.085 0.063 0.144 

sdB_GARDEN 0.274 0.444 0.306 0.197 0.251 0.753 

sdB_BILL 0.004 0.006 0.004*** 0.001 0.004 0.005 

N 1839  1300  1665  

LL -1790.9  -1222.6  -1625.2  
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AIC 3627.7  2489  3413.7  

BIC 3754.6  2602.9  2107.6  

Pseudo R2 0.1  0.2  0.1  

 

The table shows that estimations based on the ‘whole sample’ dataset resulted in two 

statistically significant attribute parameters (KITCHEN and BILL). The same results are noted 

in the model where ‘slow responses’ were removed from the dataset. However, the model based 

on data that excludes ‘fast responses’ reported three statistically significant parameter estimates 

(KITCHEN, SHOWER and BILL). The only difference noted between the model ‘without fast 

responses’ and the other models is in the statistical significance of the SHOWER parameter. 

All the other estimates reported the same signs (except for GARDEN in the model ‘without 

fast responses’), statistical significance, and sizes of coefficients. Despite the minor differences 

observed, we argue that removing either the fast responses or the slow responses from the 

sample did not significantly affect the estimation results in terms of the statistical significance, 

sign and magnitude of attribute parameter estimates36.  

In addition to the utility functions, we also compare the standard deviations of the parameter 

distributions reported in each model. The standard deviations of parameter distributions show 

the dispersion that exists around the sample population. While random parameter estimates 

show a preference for the population mean, it is important to note that there might be some 

dispersion around the estimated population mean. This is shown by the standard deviations of 

random parameter distributions. Where estimates are significant, it implies the existence of 

heterogeneity in preferences, suggesting that different individuals have individual-specific 

parameter estimates that may be different from the population mean parameter estimate 

(Hensher et al., 2015). 

Results from the table show that in the ‘whole sample’ model, only KITCHEN had a 

statistically significant estimate for the standard deviations of parameter distributions. 

However, the model ‘without fast responses’ had three significant random parameters 

(KITCHEN, SHOWER and BILL), while the model ‘without slow responses’ had two 

(KITCHEN and SHOWER), each with a 10% level of significance. These results suggest that 

                                                 
36 However, we noted that the model without fast responses had lower confidence intervals for each attribute 

parameter than the model without slow responses. Confidence intervals reported for the ‘whole sample’ were 

larger than those reported when fast responses were removed from the dataset, but smaller than those reported 

when slow responses were removed from the dataset. This implies that including fast responses in the dataset 

increased the confidence intervals. 
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the ‘whole sample’ model performed better than the other two models in capturing the 

preferences of the population in the mean parameter estimates. It is evident that estimation 

based on data ‘without fast responses’ gave population mean estimates that did not capture the 

preferences of most respondents in the sample. This implies that the model had individual-

specific estimates that were different to the population mean. Based on this, we argue that 

removing fast and slow responses from the dataset did not improve our results. This argument 

is consistent with Börger (2016) and Campbell et al. (2017), where it is also suggested that data 

generated from fast responses should not be thrown away. 

 

5.7.3. Estimation of MWTP 

We also test for variations in the measures of social welfare in each response-time model. To 

do this, we estimate MWTP figures, which show the average estimates that households are 

prepared to pay if they adopt each of the given technological devices. Positive MWTP estimates 

show the average amount that households are willing to pay, whereas negative estimates show 

what households are willing to accept as compensation for changes in the attribute. As we did 

in the sub-section on utility functions, we present two sets of MWTP estimates. The first set 

compares MWTP estimates generated from average responses, fast responses, and slow 

responses. These three are also compared to estimates for the whole sample. Subsequently, we 

compare MWTP estimates for the whole sample, the sample without fast responses, and the 

sample without slow responses. In presenting the MWTP estimates, we follow Börger (2016) 

and include the confidence interval for each estimate. Table 5.7 presents the first set of MWTP 

estimates (figures are in US dollars). 
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Table 5.7: MWTP estimates for the whole sample, average, fast and slow responses  

 Whole sample Average responses Fast responses Slow responses 

 Estimate 95% Conf. 

Int 

Estimate 95% Conf. 

Int 

Estimate 95% Conf. 

Int 

Estimate 95% Conf. 

Int 

KITCHEN 4.78** 

(2.07) 

0.72 to  

8.84 

5.36*** 

(2.05) 

1.34 to  

9.38 

7.70 

(17.14) 

-25.89 to 

41.29 

7.09 

(51.99) 

-108.99 to 

94.80 

SHOWER 2.76 

(3.35) 

-3.81 to 

9.33 

3.09 

(3.43) 

-3.64 to 9.81 -7.70 

(27.10) 

-60.82 to 

45.42 

17.59 

(134.00) 

-205.83 to 

241.02 

TOILET 0.53 

(1.77) 

-2.93 to 

3.99 

1.30 

(1.77) 

-1.96 to 4.55 -5.25 

(11.26) 

-27.31 to 

16.81 

2.22 

(18.79) 

-34.60 to 

39.05 

GARDEN -0.07 

(2.08) 

-4.14 to 

4.00 

-0.18 

(1.81) 

-3.72 to 3.36 -4.99 

(11.92) 

-28.35 to 

18.37 

5.42 

(48.18) 

-89.00 to 

99.85 

Wald Stat 0.72 0.84  0.04 0.001 

Prob. from 

Chi2 

0.036 0.016  0.954 0.999 

Note: ***, ** and * = significance at 1%, 5%, 10% level, respectively.  Standard errors in parentheses. 

 

The table shows that only the MWTP estimates for KITCHEN devices in the ‘whole sample’ 

model and the ‘average responses’ model are statistically significant. These are interpreted to 

mean that respondents are willing to pay $4.78 in the ‘whole sample’ model and $5.36 in the 

‘average responses’ model for improvements in KITCHEN devices. Estimates for all attributes 

are statistically insignificant for fast and slow responses. Overall, except for KITCHEN devices 

in the whole sample and average responses models, all estimates are insignificant for all 

models. However, we note that the confidence intervals are larger in the fast- and slow-

responses models than in the whole sample and average response models. We also observe that 

the slow-responses model reported very large standard errors. These observations may be due 

to the sample sizes of the fast and slow responses, which were relatively small compared to the 

average responses.   

Therefore, it is imperative to examine whether fast and slow responses affect utility estimates 

when included in the sample. To do this, we estimate and compare MWTP figures using data 

without fast responses as well as data without slow responses. Results are also compared to 

MWTP figures estimated using the whole-sample data. These estimation results are presented 

in Table 5.8 (figures are in US dollars). 
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Table 5.8: MWTP for the whole sample, sample without fast and slow responses  

 Whole sample Without fast responses Without slow responses 

 Estimate 95% Conf. Int Estimate 95% Conf. Int Estimate 95% Conf. Int 

KITCHEN 4.78** 

(2.07) 

0.72 to 8.84 4.55*** 

(1.50) 

1.60 to 7.50 5.90** 

(2.52) 

0.97 to 10.84 

SHOWER 2.76 

(3.35) 

-3.81 to 9.33 4.43** 

(2.11) 

0.30 to 8.56 1.53 

(3.63) 

-5.58 to 8.64 

TOILET 0.53 

(1.77) 

-2.93 to 3.99 1.27 

(1.20) 

-1.07 to 3.61 0.26 

(2.00) 

-3.66 to 4.18 

GARDEN -0.07 

(2.08) 

-4.14 to 4.00 0.50 

(1.27) 

-2.00 to 2.99 -0.79 

(2.11) 

-4.94 to 3.35 

Wald Statistic 0.72 1.71 0.55 

Prob. from 

Chi2 

0.036 0.000 0.095 

Note: ***, ** and * = significance at 1%, 5%, 10% level, respectively.  Standard errors in parentheses. 

 

The table shows that except for the estimate for SHOWER devices, which is statistically 

significant in the ‘without fast responses’ model, all MWTP estimates are largely similar across 

the three models in terms of significance, sign and magnitude. These results agree with findings 

in the literature, where responses times are found to have no meaningful impact on the 

willingness-to-pay estimates (see Börger, 2016; Campbell et al., 2017; Dellaert et al., 2012; 

Konovalov and Krajbich, 2017). However, although no major differences are noted across the 

three models, we note that excluding fast responses from the dataset gives more statistically 

significant estimates than when they are included. To an extent, this is consistent with the 

suggestion in Haaijer et al. (2000) that fast responses should be accounted for in estimation, 

because otherwise wrong inferences will be deduced.  

Furthermore, we observe from the table that the model that excludes fast responses reported 

lower confidence intervals than the other two models. The model that excludes slow responses 

reported the largest confidence intervals. This implies that including fast responses in the 

dataset has an implication on the confidence intervals (i.e. increases the intervals). This 

observation is consistent with findings in Börger (2016) and Campbell et al. (2017), which also 

reported that confidence intervals decrease as response time increases.  
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5.8. Conclusion 

This paper investigates the effects of response time on respondent choices in a self-

administered face-to-face survey environment. The focus of the paper was to establish whether 

utility functions and MWTP estimates are affected by the time respondents take to complete a 

survey. To achieve this, we used data for 307 household heads from an experiment on 

household preferences for water-efficient technologies in Gauteng province, South Africa. The 

study follows Campbell et al. (2017), and divides the dataset into average responses, fast 

responses and slow responses. 

Prior to the analysis of stated-preference data, we join studies such as Bonsall and Lythgoe 

(2009), Börger (2016) and Recalde et al. (2014) in examining the determinants of response 

time. We find that only marital status and age were significant determinants of response time, 

while gender, race, education, and income were statistically insignificant. This result is 

consistent with Vista et al. (2009), in which biographical characteristics were found to have no 

effect on response time. We also found that respondents who completed the survey on their 

own took longer than those who asked the enumerator to tick boxes for them. Although several 

interpretations can be deduced, this implies that enumerator involvement made the experiment 

less complex. This addresses the problem of choice task complexity, which is a common 

determinant of response time (see Dellaert et al., 2012; DeShazo and Fermo, 2002; Konovalov 

and Krajbich, 2017). We argue that where several enumerators are used, there is a need to 

control for interviewer bias. 

To test the impact of response time on utility functions, we use the GMXL model as an 

estimation tool. Estimation is done in two stages. The first stage estimates utility functions 

using data for average responses, fast responses, and slow responses. The second stage 

estimates utility functions using data for the whole sample, data without fast responses, and 

data without slow responses. Findings in each stage were compared, mainly in terms of 

attribute parameter estimates.  

In the first stage, we found that results reported for ‘average responses’ were similar to those 

reported for the ‘whole sample’ in terms of statistical significance, sign and magnitude. 

However, we found that ‘fast responses’ and ‘slow responses’ generated statistically 

insignificant parameters for all attributes. Thus, we argue, results for the whole sample were 

mostly determined by ‘average response’ data, implying that fast and slow responses did not 
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affect estimates for attribute parameters. This could have been prompted by the sample sizes 

of the fast and slow responses, which were relatively small compared to the dataset for average 

responses. Therefore, it was possible for average responses to drive results in the whole sample. 

Nevertheless, we found that parameter estimates for the whole sample were not affected by the 

inclusion of fast and slow responses; thus, we join Börger (2016) in arguing that fast responses 

should not be thrown away. 

Results from the second stage show that the whole sample reported two statistically significant 

attribute parameters. The same results were observed when slow respondents were removed 

from the dataset. However, when fast responses were removed from the dataset, three attribute 

parameters emerged as statistically significant. Two of the three statistically significant 

parameter estimates were for the same attributes that also reported statistical significance in the 

‘whole sample’ model, as well as the model ‘without slow responses’. Overall, we found that 

parameter estimates for all three sets of data in this stage of our analysis generated similar 

results in terms of sign, significance and magnitude of coefficients. Thus, we argue that 

removing fast responses or slow responses from the sample did not significantly affect results.  

In addition to the utility functions, we test whether response times affect MWTP estimates. We 

follow the same approach used in the estimation of utility functions and estimate MWTP 

figures in two stages.  

The first stage estimated MWTP figures for average responses, fast responses, and slow 

responses, while the second stage estimated MWTP figures for the whole sample, the sample 

excluding fast responses, and the sample excluding slow responses. Results from the first stage 

showed that all MWTP figures in the fast responses model and the slow responses model were 

statistically insignificant. On the other hand, only one attribute had statistically significant 

estimates in the whole sample and average response models. Regardless of this difference, 

there were no other major differences in the MWTP for all models in terms of statistical 

significance. Findings from our tests agree with those in studies such as Börger (2016), 

Campbell et al. (2017), Dellaert et al. (2012), and Konovalov and Krajbich (2017), which also 

found response time to have no meaningful impact on willingness-to-pay estimates.  

Results from the second stage showed that in general, all MWTP figures were largely similar 

across the models in terms of statistical significance, sign and magnitude. The only difference 

noted across the models was that while other models had one statistically significant attribute 
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each, the estimation based on data excluding fast responses had two significant attributes. 

Furthermore, we found that the model that excluded fast responses reported lower confidence 

intervals than the other two models.  

Overall, we argue that including fast and slow responses in stated-preference data did not affect 

results in terms of sign, significance and magnitude of parameter estimates. The first limitation 

of our study is that it uses the time taken by each respondent to complete the whole survey as 

proxy for response time. For future environmental economics studies using self-administered 

face-to-face surveys, we recommend that response times be captured only for the choice 

experiment section, or for each choice task. This is common in online studies and can give the 

exact time respondents took in answering the choice experiment section of the questionnaire. 

The main challenge associated with our approach is that there is a chance that some respondents 

may take less time in the choice experiment section but take longer in other sections of the 

questionnaire. Such respondents will be considered slow, yet they are fast based on the time 

taken to complete the section on choice experiment, which is key in stated-choice analysis. The 

second limitation of our study is that sample sizes were relatively low for fast and slow 

responses. This implies that caution should be employed when using our results. We 

recommend that future studies use larger samples and ensure that the sub-sample sizes for fast 

and slow responses are relatively large, for more robust results. 
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Appendix 5.1: The questionnaire used in the survey 

 

HOUSEHOLDS’ INTENTIONS TO ADOPT WATER-SAVING TECHNOLOGY IN 

JOHANNESBURG 

 

Time interview began ____:____ 

Date of the interview: ____/___/_____ 

Name of interviewer: _____________________________________ 

Area study is taking place: ________________________________ 

 

As is the case in the rest of South Africa, Johannesburg is facing water shortages; yet little is known 

about households’ water-conservation efforts. Households are encouraged to install water-saving 

devices as part of addressing the water shortage. This can only be achieved if households are aware of 

water-saving options and the cost-savings benefits. We employ choice experiments to evaluate the 

intention of households to adopt water-saving technologies. 

The survey has three sections. Section A provides choice experiments by which households’ intention 

to adopt water-saving devices is evaluated. Section B provides general questions on households’ water-

consumption behaviour. Section C collects the biographical information of the respondents. 
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SECTION A: CHOICE EXPERIMENT 

Table 1: Attributes and levels used in the study 

Attribute Description Attribute Levels 

Kitchen devices 

 

A typical household uses 11% of 

its water in the kitchen. A 

standard tap flows at about 8l per 

minute. Installing water-flow 

regulators or tap-head aerators 

makes a standard tap more 

efficient and saves water by 60%. 

An efficient dishwasher uses 15l 

per cycle, using 50% less water 

than is used in a conventional 

dishwasher.  

Level 1: Efficient 

dishwasher 

 

 

Level 2: Efficient 

tap 

 

Level 3: System 

collecting used 

water 

 

Shower devices 

 

 

 

 

A typical household uses 24% of 

its water in the shower. Shower 

timers result in shorter showers. 

Efficient showerheads save 65% 

of water used in the shower. 

Level 1: Efficient 

showerhead 

 

Level 2: Shower 

timer 

 

Toilet devices 

 

A typical household uses 25% of 
its water for flushing the toilet. 

Replacing a 12l cistern with a 3l 

dual cistern uses about 75% less 

water. An interruptible-flush 

cistern allows users to control 

how long the toilet flushes. Hippo 

bags displace water in the cistern 

and save about 1.2l per flush. 

Level 1: Dual-

flush cistern sized 

3-6l 

 

Level 2: 

Interruptible-flush 

cistern 

 

Level 3: Cistern 

displacement 

(hippo bag) 
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Garden & Outdoor 

devices 

 

A typical household uses 25% of 

its water in the garden or for 

outdoor activities. Efficient 

gardening technologies reduce 

water use by 30%. These include 

time-based irrigation control 

systems, and micro-drip systems. 

Irrigating gardens using water 

collected with water tanks also 

saves water. 

Level 1:  

Time-based 

irrigation controller 

 

Level 2:  

Micro-drip systems  

 

Level 3:  

Use harvested rain 

water 

 

Monthly water bill  The average water bill for a 

household is R450 per month. 

Installing water-efficient 

technologies will reduce the 

monthly water bill by 30%, 50% 

or 75%.  

Level 1: R110 

Level 2: R225 

Level 3: R315 

 

Six choice sets with three alternatives (Status Quo, Option 1 and Option 2) are generated. The Status 

Quo is undefined, as only you know your current situation. We would like to know which option you 

prefer the most. Please treat each choice set independently.  

 

CHOICE SET 1 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 Efficient tap     

 

Efficient tap    

  

Shower devices 

 

 Shower timer     Efficient showerhead    

 

Toilet devices     

 

 Dual-flush cistern     Hippo 

bag     
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Garden & outdoor 

devices   

 

 Use harvested rain water     Time-based irrigation controller    

Monthly water bill   

   
R450 R315 R110 

YOUR CHOICE                

 

 

CHOICE SET 2 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 Efficient dishwasher     System collecting used water     

Shower devices 

 

 Efficient showerhead  Shower timer     

 

Toilet devices     

 

 Dual-flush cistern     Hippo bag     

Garden & outdoor 

devices   

 Micro-drip irrigation 

system     

Micro-drip irrigation system    

 

Monthly water bill   

   
R450 R110 R315 

YOUR CHOICE                
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CHOICE SET 3 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 Efficient tap   

   

Efficient tap     

Shower devices 

 

 Efficient showerhead     Shower timer     

Toilet devices     

 

 Hippo bag     Dual-flush cistern     

Garden & outdoor 

devices   

 

 Use harvested rain water     Time-based irrigation controller      

Monthly water bill   

   
R450 R225 R225 

YOUR CHOICE                

 

 

CHOICE SET 4 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 System collecting used water     Efficient dishwasher      

Shower devices 

 

 Efficient showerhead     Shower timer     
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Toilet devices     

 

 Interruptible-flush cistern     Interruptible-flush cistern     

 

Garden & outdoor 

devices   

 

 Time-based irrigation 

controller     

Use harvested 

rainwater     

Monthly water bill   

   
R450 R315 R110 

YOUR CHOICE                

 

CHOICE SET 5 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 Efficient dishwasher     System collecting used 

water     

Shower devices 

 

 Shower timer     Efficient showerhead     

Toilet devices     

 

 Hippo bag     Dual flush cistern     

Garden & outdoor 

devices   

 

 Time-based irrigation 

controller     

Use harvested rainwater     

Monthly water bill   

   
R450 R225 R225 

YOUR CHOICE                
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CHOICE SET 6 

     Status quo Option 1     Option 2     

Kitchen devices   

   

 System collecting used water     Efficient dishwasher      

Shower devices 

 

 Shower timer     Efficient showerhead     

Toilet devices     

 

 Interruptible-flush cistern     Interruptible-flush cistern     

 

Garden & outdoor 

devices   

 

 Micro-drip irrigation system 

     

Micro-drip irrigation system  

    

Monthly water bill   

   
R450 R110 R315 

YOUR CHOICE                

 

 

SECTION B: WATER CONSUMPTION BEHAVIOUR AND TECHNOLOGY 

1. When you made your choices, which attribute most influenced your decision?  

Please tick in the box next to the attribute 

Kitchen devices  

Shower devices  

Toilet devices  

Garden devices  

Water bill  

 

2. Do you have the following water technology at home? 

Please select one answer per row 

 Yes No Not applicable Not sure 

Water-collection tank (Jojo tank)     

Cistern displacement device (‘hippo bag’)     

Water-flow regulators     
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Efficient showerheads      

Efficient bathtub      

Efficient toilet cistern sized 3-6 litres     

Interruptible-flush (multi-flush) cistern     

Dishwasher     

Efficient garden devices     

 

3. If any of your answers in QUESTION 2 above was NO, what is your main reason? 

Please select one reason you think is the main reason 

I cannot afford them  

I did not know about them  

I have no infrastructure to connect them  

They are not important  

Other (Please specify): 

 

4. How often do you do the following in your daily life? 

Please select one answer per row 

 Never Occasionally Always Not 

applicable 

Take bath instead of shower     

Take showers longer than 5 minutes     

Run shower for some time, waiting for hot water      

Keep the tap running when brushing teeth      

Ignore water leaks from the toilet tank     

Keep the tap running when washing dishes     

Rinse cutlery and glasses under running water     

Use running water to defrost frozen food      

Ignore a dripping tap     

Ignore kids wasting water     

Keep water running while washing face or hair     

 

SECTION C: PERSONAL INFORMATION 

1. How many people are in your household?  

 

2. Do you have the following in your household? 

Please select one answer per row 

 Yes No 

Infant (0-2 years)   

Child (3-15 years)   

 

3. If YES to QUESTION 2 above, how many infants/children do you have? 

 

 

4. What is your gender? 

         Male          Female 
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5. Which racial group do you belong to? (Optional): 
         Black/African          White  Indian/Asian         Coloured 

 

6. What is your marital status?  

         Single          Married          Other (Please specify): _____________ 

 

7. What is your highest education level?  

         Never attended school          Primary school  High school 

         Certificate          Diploma/Degree  Postgraduate 

 

8. What is your year of birth? 

  

 

9. What is your household’s main source of income?  

         Salary/Wages          Business  Investments         Grant/Pension/Allowance 

 

10. What is your household’s monthly average income?  

< R5 000   

R5 000 – R10 000   

R10 000 – R20 000   

R20 000 – R40 000  

R40 000 – R60 000  

> R60 000   

 

11. Did you answer this questionnaire on your own? (If you answered on your own without the 

interviewer ticking boxes for you, select YES): 
         Yes          No 

 

Time interview ended ______:______ 
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Appendix 5.2: Current use of water-efficient devices 

Table A1: Summary statistics of households’ responses to having water-efficient technology 

  Whole sample Modal answer 

 

Respondents (N) 307 

 

9. Water collection tank (Jojo tank) (%) 

Yes 

No 

Not applicable 

Not sure 

8  

87 

4  

1 

 

No 

10. Cistern displacement device (Hippo bag) 

(%) Yes 

No 

Not applicable 

Not sure 

5  

75  

19  

2  

No 

11. Water-flow regulators (%) 

Yes 

No 

Not applicable 

Not sure 

17 

80 

2 

1  

No 

12. Efficient showerheads (%) 

Yes 

No 

Not applicable 

Not sure 

32  

64  

3  

1  

No 

13. Efficient toilet cistern sized 3-6 litres (%) 

Yes 

No 

Not applicable 

Not sure 

44 

55  

1 

- 

No 

14. Interruptible/multi-flush cistern (%) 

Yes 

No 

Not applicable 

Not sure 

88  

11  

- 

1 

Yes 

15. Dishwasher (%) 

Yes 

No 

Not applicable 

Not sure 

16 

83  

- 

1  

No 

16. Efficient garden devices (%) 

Yes 

No 

Not applicable 

Not sure  

12 

87  

- 

1  

No 
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Appendix 5.3: Reasons for not having water-efficient technology 
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Chapter 6: Conclusion 

 

6.1. Summary 

Influencing water systems towards efficiency and sustainable consumption is increasingly 

gaining importance among policymakers and the general public. In most water sectors across 

the world, regulators predominantly use traditional economic-analysis methods for 

benchmarking water utilities and eliciting water-service preferences. Several techniques that 

extend these commonly used tools are increasingly being discussed in the literature. However, 

their practical application in the water sector remains relatively low. This study is intended to 

extend the existing literature by providing more robust methods that could be useful to water 

regulators. The study asked four research questions, to shed light on whether more robust 

methods are the way forward in water regulation. More precisely, the study investigated the 

consistency of efficiency scores obtained from DEA, SFA and StoNED on a sample of South 

African water utilities; as well as the impact of status quo bias, presentation format and 

response time on results from choice experiments conducted using a case of the South African 

water sector. These issues constitute the four objectives of this study. 

To investigate the consistency of efficiency scores obtained from DEA, SFA and StoNED, the 

study uses cross-sectional data from 102 South African water utilities for the period 2013/14. 

Results showed that StoNED (based on the methods of moments estimator) controlled 

heterogeneity better than DEA and SFA, as it produced efficiency scores with lower standard 

deviations. However, we also found that while DEA reported the most variations, SFA 

performed better than StoNED in terms of the variation of scores around the sample mean, 

when the latter was based on the pseudo-likelihood estimator. Furthermore, we found that 

under StoNED, most utilities reported efficiency scores above the model’s mean; while under 

DEA, most utilities reported scores below the model’s mean. More precisely, 65% of utilities 

had efficiency scores above the model’s mean of 0.681 under StoNED, while in SFA, 50% of 

the utilities reported efficiency scores above the model’s mean of 0.662. Under DEA, only 37% 

of the utilities reported efficiency scores above the model’s mean of 0.447. Additionally, for 

most of the utilities, efficiency scores estimated using StoNED moderated those resulting from 

DEA and SFA. Where DEA gave a higher efficiency score and SFA gave a lower efficiency 

score (or vice versa), StoNED usually gave a median score for the three.  
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The second objective of the study tested for the effects of reducing status quo bias in discrete 

choice experiments conducted in environmental economics. In pursuit of this objective, the 

study used a case of household preferences for water-service packages in South Africa. The 

study divided the sample into suburbs and townships, and presented each sub-sample with two 

different choice experiments. In each sub-sample, the first treatment presented respondents 

with a series of choice sets, each with a status quo option that resonated with them. The second 

treatment presented respondents with a series of choice sets, each with a status quo option that 

did not fully reflect their current situation. Estimation was done using generalised mixed logit 

models and we found that both attribute parameter and MWTP estimates across the two 

treatments in the township sub-sample were largely similar in terms of sign, statistical 

significance and the absolute value of their magnitude. This was also true in the suburban sub-

sample, except that the MWTP estimates in the two treatments of this sub-sample reported 

disagreeing results. Thus, we argued that overall, including a partially relevant status quo 

reduced status quo bias, but did not affect empirical estimates (except for the MWTP estimates 

in the suburbs).  

Furthermore, the study tested whether presenting attributes and levels as text, visuals, or text-

and-visuals would generate differences in estimated utilities and willingness to pay. This was 

tested using discrete-choice experiments on South African households’ preferences for water-

efficient technologies. Estimation of stated-preference data was done using mixed logit models, 

and three main findings were reported. Firstly, we found that the visuals experiment had more 

statistically significant coefficients than both the text and the text-and-visuals experiments. We 

argued that including visuals in the choice profiles increased the number of attributes that were 

important to respondents. Secondly, we found that the text-and-visuals experiment was able to 

capture the true preferences of respondents better than the other experiments. This was 

observed in the standard deviations of random parameters, where the text-and-visuals 

experiment had fewer statistically significant random parameters than the other experiments. 

Finally, we found that MWTP estimates were largely different in terms of sign, significance 

and magnitude across the three presentation formats. Respondents were willing to pay for three 

attributes in the visuals experiment, whereas they were willing to pay for only one attribute in 

each of the other experiments. The text-and-visuals experiment was also found to have larger 

MWTP estimates than the other two experiments. 
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Finally, we tested for the impact of response time on empirical results generated in discrete-

choice experiments conducted in environmental economics. To achieve this, we used a case of 

household preferences for water-efficient technologies in South Africa. Generalised mixed 

logit models were adopted, and the study first estimated utility functions using data for the 

whole sample, average, fast, and slow responses. Thereafter, we estimated utility functions 

using data without fast responses and data without slow responses. Overall, we found from the 

first estimation that fast and slow responses generated statistically insignificant parameters for 

all attributes, while average responses and the whole sample reported similar results. Thus, we 

argued that results for the whole sample were mostly determined by ‘average response’ data, 

implying that fast and slow responses did not affect estimates. In the second estimation, we 

found that all three datasets generated mostly similar results in terms of the sign, significance 

and magnitude of coefficients. Therefore, we argued that removing fast or slow responses from 

the sample did not significantly affect results. Regarding MWTP, we found that there were no 

major differences in estimates for all models in each of the two stages of estimation. Thus, we 

concluded that response time had no meaningful impact on willingness-to-pay estimates. 

 

6.2. Future work 

Based on the findings in this study, we make four main recommendations for future studies. In 

conducting efficiency analyses, our study did not report on the shape of the total cost function, 

focusing only on estimating utility-specific efficiency scores. Our study only used the half-

normal distribution to estimate SFA, and an input-oriented variable returns to scale for DEA. 

We recommend that future studies also include other forms of SFA distribution (e.g. 

exponential and truncated) as well as other forms of returns to scale for DEA (i.e. constant, 

decreasing, and increasing returns to scale). 

In testing for the impact of status quo bias, this study used different respondents with similar 

socio-economic characteristics to answer the two experiments presented in each sub-sample. 

Additionally, the inclusion of the ‘none’ option in our experiment was problematic in the 

second blocks of each sub-sample, where many respondents opted for the ‘none’ option. 

Therefore, we recommend against the inclusion of a ‘none’ option when conducting 

experiments such as ours. In this regard, we argue that omitting the ‘none’ option would 
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motivate respondents to make real trade-offs, by having to choose between the hypothetical 

designed options and the status quo. 

Furthermore, results on the impact of presentation formats showed that attributes presented 

visually took on more importance than those presented through text. However, we argue that 

care should be taken when presenting choice profiles as visuals, because preferences may be 

distorted by less important features such as the colour and form of the image. Thus, we argue 

in favour of presenting choice profiles using a combination of written text and visuals. This is 

because our study showed that the text-and-visuals experiment had considerable consistency 

with both the text and the visuals experiments, in terms of sign and significance of parameters. 

Our argument is that combining text and visuals improved clarity of attributes and/or levels to 

respondents, thereby yielding more robust empirical estimates. Thus, we recommend that 

future research on the effects of various presentation formats is required in environmental 

economics, so that guidelines on how to develop valid presentation formats for attribute levels 

in the choice tasks can be established. 

Finally, the results on the impact of response time showed that including fast and slow 

responses did not affect empirical results; thus, we argued against the exclusion of fast and 

slow responses from the dataset. Similarities were observed in the empirical estimates reported 

when fast and slow responses were included and excluded in the estimation. However, since 

this study uses the time taken by each respondent to complete the whole survey as a proxy for 

response time, we recommend future environmental economics studies only capture the time 

taken to complete the choice experiment section, or each choice task. Additionally, we 

emphasise that our results should be interpreted with caution, since sample sizes were relatively 

low for fast and slow responses compared to those for average responses. Given this situation, 

the results reported for the whole sample could largely be determined by the average responses. 

Therefore, we recommend that future studies use larger samples, and ensure that the sub-

sample sizes for fast and slow responses are relatively large, for more robust results. 
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