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COMPUTATIONS OF ATOM SPECTRA

RUNE HARDER BAK AND HENRIK HOLM

ABSTRACT. This is a contribution to the theory of atoms in abelian categories recently de-

veloped in a series of papers by Kanda. We present a method that enables one to explicitly

compute the atom spectrum of the module category over a wide range of non-commutative

rings. We illustrate our method and results by several examples.

1. INTRODUCTION

Building on works of Storrer [16], Kanda has, in a recent series of papers [10, 11, 12],

developed the theory of atoms in abelian categories. The fundamental idea is to assign to

every abelian categoryA the atom spectrum, denoted by ASpecA, in such a way that when

k is a commutative ring, then ASpec(k-Mod) recovers the prime ideal spectrum Speck. In

Section 2 we recall a few basic definitions and facts from Kanda’s theory.

Strong evidence suggests that Kanda’s atom spectrum really is the “correct”, and a very

interesting, generalization of the prime ideal spectrum to abstract abelian categories. For

example, in [10, Thm. 5.9] it is proved that for any locally noetherian Grothendieck cate-

gory A there is a bijective correspondance between ASpecA and isomorphism classes of

indecomposable injective objects in A. This is a generalization of Matlis’ bijective corre-

spondance between Speck and the set of isomorphism classes of indecomposable injective

k-modules over a commutative noetherian ring k; see [15]. Furthermore, in [10, Thm. 5.5]

it is shown that there are bijective correspondances between open subsets of ASpecA,

Serre subcategories of noethA, and localizing subcategories ofA. This generalizes Gabri-

el’s bijective correspondances [6] between specialization-closed subsets of Speck, Serre

subcategories of k-mod, and localizing subcategories of k-Mod for a commutative noether-

ian ring k. From a theoretical viewpoint, these results are very appealing, however, in the

literature it seems that little effort has been put into actually computing the atom spectrum.

In this paper, we add value to the results mentioned above, and to other related results,

by explicitly computing/describing the atom spectrum—not just as a set, but as a partially

ordered set and as a topological space—of a wide range of abelian categories. Our main

technical result, Theorem 3.8, shows that if Fi : Ai→B (i ∈ I) is a family of functors

between abelian categories satisfying suitable assumptions, then there is a homeomorphism

and an order-isomorphism f :
⊔

i∈I ASpecAi → ASpecB. Hence, if all the atom spectra

ASpecAi are known, then so is ASpecB. One special case of this result is:

Theorem A. Let (Q,R) be a quiver with admissible relations and finitely many vertices.
Let kQ be the path algebra of Q and consider the two-sided ideal I = (R) in kQ generated
byR. There is an injective, continuous, open, and order-preserving map,

f̃ :
⊔

i∈Q0
Speck−→ ASpec(kQ/I-Mod) ,

given by (ith copy of Speck) ∋ p 7−→ 〈kQ/ p̃(i)〉. If, in addition, (Q,R) is right rooted,
then f̃ is also surjective, and hence it is a homeomorphism and an order-isomorphism.

We prove Theorem A in Section 4, where we also give the definitions of admisible re-

lations (4.3), right-rooted quivers (4.1), and of the ideals p̃(i) (4.11). In the terminology
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2 RUNE HARDER BAK AND HENRIK HOLM

of Kanda [10, Def. 6.1], Theorem A yields that each p̃(i)/I, where p is a prime ideal in k
and i is a vertex in Q, is a comonoform left ideal in the ring kQ/I (and, in the case where

(Q,R) is right rooted, these comonoform ideals represent all the atoms of kQ/I-Mod).

Theorem A applies e.g. to show that for every n,m> 1 the map

Speck−→ ASpec(k〈x1, . . . , xn〉/(x1, . . . , xn)
m-Mod) given by p 7−→ 〈k/p〉

is a homeomorphism and an order-isomorphism; see Example 4.14. Actually, Theorem A

is a special case of Theorem 4.9 which yields a homeomorphism and an order-isomorphism

ASpec(Rep((Q,R),A))∼=
⊔

i∈Q0
ASpecA for every right rooted quiver (Q,R) with admis-

sible relations (Q may have infinitely many vertices) and any k-linear abelian categoryA.

From this stronger result one gets e.g. ASpec(ChA)∼=
⊔

i∈Z ASpecA; see Example 4.10.

In Section 5 we apply the previously mentioned (technical/abstract) Theorem 3.8 to

compute the atom spectrum of comma categories:

Theorem B. Let A
U
−−→ C

V
←−−B be functors between abelian categories, where U has a

right adjoint and V is left exact. Let (U ↓V) be the associated comma category. There is a
homeomorphism and an order-isomorphism,

f : ASpecA ⊔ ASpecB
∼
−→ ASpec(U ↓V) ,

given by 〈H〉 7−→ 〈SAH〉 for 〈H〉 ∈ ASpecA and 〈H〉 7−→ 〈SB H〉 for 〈H〉 ∈ASpecB.

Theorem B applies e.g. to show that for the non-commutative ring

T =

(

A 0

M B

)

,

where A and B are commutative rings and M = BMA is a (B,A)-bimodule, there is a home-

omorphism and an order-isomorphism Spec A ⊔ Spec B−→ ASpec(T -Mod) given by

Spec A ∋ p 7−→

〈

T

/(

p 0

M B

)〉

and Spec B ∋ q 7−→

〈

T

/(

A 0

M q

)〉

;

see Example 5.4 for details.

We end the paper with Appendix A where we present some background material on

representations of quivers with relations that is needed, and taken for granted, in Section 4.

2. KANDA’S THEORY OF ATOMS

We recall a few definitions and results from Kanda’s theory [10, 11, 12] of atoms.

2.1. LetA be an abelian category. An object H ∈A is called monoform if H 6= 0 and for ev-

ery non-zero subobject NH there exists no common non-zero subobject of H and H/N,

i.e. if there exist monomorphisms H X H/N in A, then X = 0. See [10, Def. 2.1].

Two monoform objects H and H′ in A are said to be atom equivalent if there exists a

common non-zero subobject of H and H′. Atom equivalence is an equivalence relation

on the collection of monoform objects; the equivalence class of a monoform object H is

denoted by 〈H〉 and is called an atom in A. The collection of all atoms in A is called the

atom spectrum of A and denoted by ASpecA. See [10, Def. 2.7, Prop. 2.8, and Def. 3.1].

The atom spectrum of an abelian category comes equipped with a topology and a partial

order which we now explain.

2.2. The atom support of an object M ∈ A is defined in [10, Def. 3.2] and is given by

ASupp M =

{

〈H〉 ∈ASpecA

∣

∣

∣

∣

H is a monoform object such that

H ∼= L/L′ for some L′ ⊆ L⊆ M

}

.
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A subset Φ ⊆ ASpecA is said to be open if for every 〈H〉 ∈ Φ there exists H′ ∈ 〈H〉
such that ASupp H′ ⊆ Φ. The collection of open subsets defines a topology, called the lo-

calization topology, on ASpecA, see [10, Def. 3.7 and Prop. 3.8], and the collection

{ASupp M |M ∈A}

is an open basis of this topology; see [12, Prop. 3.2].

2.3. The topological space ASpecA is a so-called Kolmogorov space (or a T0-space), see

[12, Prop. 3.5], and any such space X can be equipped with a canonical partial order 6,

called the specialization order, where x 6 y means that x ∈ {y} (the closure of {y} in X).

This partial order on ASpecA is more explicitly described in [12, Prop. 4.2].

2.4 Lemma. Let X and Y be Kolmogorov spaces equipped with their specialization orders.
Any continuous map f : X→ Y is automatically order-preserving.

Proof. Assume that x 6 y in X, that is, x ∈ {y}. Then f (x) ∈ f ({y})⊆ f ({y}) = { f (y)},
where the inclusion holds as f is continuous, and thus f (x)6 f (y) in Y. �

2.5. For a commutative ring k, its prime ideal spectrum coincides with the atom spectrum

of its module category in the following sense: By [10, Props. 6.2, 7.1, and 7.2(1)], see also

[16, p. 631], there is a bijection of sets:

q : Spec k−→ASpec(k-Mod) given by p 7−→ 〈k/p〉 .

This bijection is even an order-isomorphism between the partially ordered set (Spec k,⊆)
and ASpec(k-Mod) equipped with its specialization order; see [12, Prop. 4.3]. Via q the

open subsets of ASpec(k-Mod) correspond to the specialization-closed subsets of Spec k;

see [10, Prop. 7.2(2)]. In this paper, we always consider Speck as a partially ordered set

w.r.t. to inclusion and as a topological space in which the open sets are the specialization-

closed ones. In this way, the map q above is an order-isomorphism and a homeomorphism.∗

3. THE MAIN RESULT

In this section, we explain how a suitably nice functor F : A→B between abelian cat-

egories induces a map ASpec F : ASpecA→ ASpecB. The terminology in the following

definition is inspired by a similar terminology from Diers [3, Chap. 1.8], where it is defined

what it means for a functor to lift direct factors.

3.1 Definition. Let F : A→B be a functor. We say that F lifts subobjects if for any A∈A
and any monomorphism ι : B FA in B there exist a monomorphism ι′ : A′ A inA and

an isomorphism B
∼=−→ FA′ such that the following diagram commutes:

B

∼= ��
❄❄

❄❄
❄
//

ι
// FA

FA′ .
Fι′

??⑧⑧⑧⑧⑧

(We will usually suppress the isomorphism and treat it as an equality B = FA′.)

3.2 Remark. Recall that any full and faithful (= fully faithful) functor F : A→B is injec-

tive on objects up to isomorphism, that is, if FA∼= FA′ in B, then A∼= A′ in A.

3.3 Observation. Let M be an object inA. If 〈H〉 ∈ASupp M then, by definition, one has

〈H〉 = 〈H′〉 where H′ is a monoform object of the form H′ ∼= L/L′ for some L′ ⊆ L ⊆ M.

Now [10, Prop. 3.3] applied to 0→ L′→ L→ H′→ 0 and 0→ L→ M→ M/L→ 0 yield

inclusions ASupp H′ ⊆ASupp L⊆ ASupp M.

∗We emphasize that q is not a homeomorphism when Spec k is equipped with the (usual) Zariski topology!

In the case where k is noetherian, the topological space Spec k considered by us and Kanda [10] is the Hochster

dual, in the sense of [8, Prop. 8], of the spectral space Spec k with Zariski topology.
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3.4 Proposition. Let F : A→B be a full, faithful, and exact functor between abelian cat-
egories that lifts subobjects. There is a well-defined map,

ASpecF : ASpecA−→ASpecB given by 〈H〉 7−→ 〈FH〉 ,

which is injective, continuous, open, and order-preserving.

Proof. First we argue that for any object H ∈A we have:

H is monoform (in A) ⇐⇒ FH is monoform (in B) . (♯1)

“⇐”: Assume that FH is monoform. By definition, FH is non-zero, so H must be

non-zero as well. Let M be a non-zero subobject of H and assume that there are monomor-

phisms H X H/M. We must prove that X = 0. As F is exact we get monomorphisms

FH FX F(H/M)∼= (FH)/(FM). Note that FM 6= 0 by Remark 3.2, so it follows

that FX = 0 since FH is monoform. Hence X = 0, as desired.

“⇒”: Assume that H is monoform. As H 6= 0 we have FH 6= 0 by Remark 3.2. Let

N be a non-zero subobject of FH and let FH Y (FH)/N be monomorphisms. We

must prove that Y = 0. Since F lifts subobjects, the monomorphism N FH is the image

under F of a monomorphisms MH. As FM = N is non-zero, so is M. Since F is exact,

the canonical morphism (FH)/N = (FH)/(FM)→ F(H/M) is an isomorphism. By pre-

composing this isomorphism with Y (FH)/N we get a monomorphism Y F(H/M),
which is then the image under F of some monomorphism X H/M. The monomorphism

FH  Y is also the image of a monomorphism H  X′, and since FX = Y = FX′ we

have X ∼= X′ by Remark 3.2. Hence there are monomorphisms H X H/M, and as H

is monoform we conclude that X = 0. Hence Y = FX = 0, as desired.

Next note that if H and H′ are monoform objects in A which are atom equivalent, i.e.

they have a common non-zero subobject M, then FM is a common non-zero subobject of

FH and FH′, and hence FH and FH′ are atom equivalent monoform objects in B. This,

together with the implication “⇒” in (♯1), shows that the map ASpecF is well-defined.

To see that ASpecF is injective, let H and H′ be monoform objects in A for which FH

and FH′ are atom equivalent, i.e. there is a common non-zero subobject FH N FH′.

From the fact that F lifts subobjects, and from Remark 3.2, we get that these monomor-

phisms are the images under F of monomorphisms HMH′. As FM =N is non-zero,

so if M. Thus, H and H′ are atom equivalent in A.

Next we show that for every object M ∈ A there is an equality:

(ASpec F)(ASupp M) = ASupp FM . (♯2)

“⊆”: Let 〈H〉 ∈ASupp M, that is, 〈H〉= 〈H′〉 for some monoform object H′ of the form

H′ ∼= L/L′ where L′ ⊆ L ⊆ M. We have (ASpec F)(〈H〉) = (ASpec F)(〈H′〉) = 〈FH′〉, so

we must argue that 〈FH′〉 is in ASuppFM. As F is exact we have FL′ ⊆ FL ⊆ FM and

FH′ ∼= F(L/L′)∼= (FL)/(FL′) and hence 〈FH′〉 ∈ ASupp FM by definition.

“⊇”: Let 〈I〉 ∈ ASupp FM, that is, 〈I〉 = 〈I′〉 for some monoform object in B with

I′ ∼= N/N′ where N′ ⊆ N ⊆ FM. Since N ⊆ FM and F lifts subobjects, there is a subobject

L⊆M with FL = N. Similarly, as N′ ⊆ N = FL there is a subobject L′ ⊆ L with FL′ = N′.

We now have L′ ⊆ L⊆ M and F(L/L′)∼= (FL)/(FL′)∼= N/N′ ∼= I′. Since I′ is monoform,

we conclude from (♯1) that the object H := L/L′ is monoform, so 〈H〉 belongs to ASupp M.

And by constuction, (ASpec F)(〈H〉) = 〈FH〉= 〈I′〉= 〈I〉.
Recall from 2.2 that {ASupp M |M ∈ A} is an open basis of the topology on ASpecA

(and similarly for ASpecB). It is therefore evident from (♯2) that ASpec F is an open map.

Furthermore, to show that ASpecF is continuous, it suffices to show that for any N ∈ B,

the set Φ := (ASpec F)−1(ASupp N) is open in ASpecA. To see this, let 〈H〉 ∈Φ be given.

This means that 〈FH〉 ∈ ASupp N, so Observation 3.3 shows that 〈FH〉 = 〈K〉 for some

monoform object K with ASupp K ⊆ ASupp N. By definition of atom equivalence, FH

and K have a common non-zero subobject, K′, and as F lifts subobjects we have K′ = FH′
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for some non-zero subobject H′ of H. Clearly H′ ∈ 〈H〉. Furthermore one has

(ASpec F)(ASupp H′) = ASupp FH′ = ASupp K′ ⊆ ASupp K ⊆ ASupp N ,

which means that ASupp H′ ⊆Φ. Thus Φ is open by 2.2.

From the continuity and from Lemma 2.4 we get that ASpec F is order-preserving. �

In the proposition above we considered a full, faithful, and exact functor that lifts sub-

objects. The result below gives an alternative characterization of such functors. Recall that

the essential image of a functor F : A→B is the smallest full subcategory, Ess. Im F, of B
which contains the image of F and is closed under isomorphisms. We say that Ess. Im F

is closed under subobjects, respectively, closed under quotient objects, provided that the

situation B⊆ I ∈ Ess. Im F in B implies B ∈ Ess. Im F, respectively, I/B∈ Ess. Im F.

3.5 Lemma. Let F : A→ B be a full, faithful, and additive functor between abelian cat-
egories. Such a functor F is exact and lifts subobjects if and only if Ess. Im F is closed
under subobjects. In this case, Ess. Im F is also closed under quotient objects.

Proof. If F is exact and lifts subobjects, then clearly Ess. Im F is closed under both subob-

jects and quotient objects. Conversely, assume that Ess. Im F is closed under subobjects.

Since F is faithful it reflects monomorphisms, that is, if α is a morphism for which Fα is

mono, then α itself is mono. From this it follows that F lifts subobjects, since F is full. To

see that F is exact, let A′ α′−→ A α−→ A′′ be an exact sequence inA. Consider the diagrams,

A′

�� ��
❄❄

❄❄
❄❄

α′
// A

α
// A′′

Imα′
??

ι
??⑧⑧⑧⑧⑧⑧
ϕ

∼=
// Kerα
__

κ
__❄❄❄❄❄❄ 0

??⑧⑧⑧⑧⑧⑧
and

FA′

π �� ��
❄❄

❄❄
❄❄

Fα′
// FA

Fα
// FA′′

Im Fα′
??

ε
??⑧⑧⑧⑧⑧⑧

//
ψ

// Ker Fα ,
__

λ
__❄❄❄❄❄❄ 0

??⑧⑧⑧⑧⑧⑧

where ϕ is an isomorphism by exactness of the given sequence. As F lifts subobjects there

is a mono λ′ : K  A with FK = KerFα and Fλ′ = λ, and further a mono ψ′ : I  K

with FI = Im Fα′ and Fψ′ = ψ. We will show that ψ′ has a right inverse; hence it is an

isomorphism and therefore so is ψ = Fψ′, as desired. As F is full there exists π′ : A′→ I

with Fπ′ = π. Note that λ′ψ′ : I A is mono and satisfies λ′ψ′π′ = α′ since F(λ′ψ′π′) =
λψπ= επ= Fα′. By the universal property of the image, there exists a unique θ : Imα′→ I

with λ′ψ′θ = ι. We also have F(αλ′) = Fα◦λ= 0 and hence αλ′ = 0, so by the universal

property of the kernel there is a unique η : K→Kerα with κη= λ′. Now θϕ−1η : K→ I is

a right inverse of ψ′, indeed, λ′ψ′θϕ−1η= ιϕ−1η= κη= λ′ = λ′ idK and λ′ is mono. �

3.6. Let {Xi}i∈I be a family of sets and write
⊔

i∈I Xi for the disjoint union. This is the

coproduct of {Xi}i∈I in the category of sets, so given any family fi : Xi→ Y of maps, there

is a unique map f that makes the following diagram commute:

Xi
��

��

fi

""
❋❋

❋❋
❋❋

❋❋
❋

⊔

i∈I Xi
f

// Y .

In the case where each Xi is a topological space,
⊔

i∈I Xi is equipped with the disjoint

union topology, and this yields the coproduct of {Xi}i∈I in the category of topological

spaces. In fact, for the maps fi and f in the diagram above, it is well-known that one has:

f is continuous (open) ⇐⇒ fi is continuous (open) for every i ∈ I .

If each Xi is a Kolmogorov space, then so is
⊔

i∈I Xi (and hence it is the coproduct in the

category of Kolmogorov spaces). In this case, and if Y is also a Kolmogorov space, any

continuous map f in the diagram above is automatically order-preserving by Lemma 2.4.
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3.7 Proposition. Let Fi : Ai→B (i ∈ I) be a family of full, faithful, and exact functors
between abelian categories that lift subobjects. There exists a unique map f that makes the
following diagram commute:

ASpecAi
��

��

ASpec Fi

''❖
❖❖

❖❖
❖❖

❖❖
❖❖

⊔

i∈I ASpecAi
f

// ASpecB .

That is, f maps 〈H〉 ∈ASpecAi to 〈Fi H〉 ∈ASpecB. This map f is continuous, open, and
order-preserving.

Proof. Immediate from Proposition 3.4 and 3.6. �

Our next goal is to find conditions on the functors Fi from Proposition 3.7 which ensure

that the map f is bijective, and hence a homeomorphism and an order-isomorphism.

3.8 Theorem. Let Fi : Ai→B (i ∈ I) be a family of functors as in Proposition 3.7 and
consider the induced continuous, open, and order-preserving map

f :
⊔

i∈I ASpecAi −→ ASpecB .

The map f is injective provided that the following condition holds:

(a) For i 6= j and Ai ∈Ai and Aj ∈A j the only common subobject of Fi Ai and Fj Aj is 0.

The map f is surjective provided that each Fi has a right adjoint Gi satisfying:

(b) For every B 6= 0 in B there exists i ∈ I with GiB 6= 0.

Thus, if (a) and (b) hold, then f is a homeomorphism and an order-isomorphism.

Proof. First we show that condition (a) implies injectivity of f . Let 〈H〉 ∈ ASpecAi and

〈H′〉 ∈ ASpecA j be arbitrary elements in
⊔

i∈I ASpecAi with f (〈H〉) = f (〈H′〉), that is,

〈Fi H〉= 〈Fj H
′〉. This means that the monoform objects Fi H and Fj H

′ are atom equivalent,

so they contain a common non-zero subobject N. By the assumption (a), we must have

i = j. As the map ASpec Fi is injective, see Proposition 3.4, we conclude that 〈H〉= 〈H′〉.
Next we show that condition (b) implies surjectivity of f . First note that for every i ∈ I

and B ∈ B the counit εB : FiGiB→ B is a monomorphism. Indeed, consider the subobject

ι : KerεB FiGiB. Since Fi lifts subobjects there is a monomorphism ι′ : KGiB with

FiK = KerεB and Fi(ι
′) = ι. Applying the functor HomB(FiK,−) to the exact sequence

0→ FiK→ FiGiB→ B, we get an exact sequence,

0 // HomB(FiK,FiK) // HomB(FiK,FiGiB)
εB ◦−

// HomB(FiK,B) . (♯3)

The rightmost map is an isomorphism, indeed, [14, IV§1] yields a commutative diagram

HomA(K,GiB)

Fi(−) ∼=

��

ϕ−1
K,B (adjunction)

∼=
))❘❘

❘❘❘
❘❘❘

❘❘❘
❘❘❘

HomB(FiK,FiGiB) εB ◦−
// HomB(FiK,B) .

In this diagram, the vertical map is an isomorphism as Fi is assumed to be full and faithful,

so it follows that εB ◦− is an isomorphism. Now (♯3) shows that HomB(FiK,FiK) = 0 and

hence FiK = KerεB = 0.

To see that f is surjective, let H be any monoform object in B. As H 6= 0 there exists

by (b) some i ∈ I with GiH 6= 0. This implies FiGiH 6= 0, see Remark 3.2. As just proved,

FiGiH is a subobject of H, so in this case FiGiH is a non-zero subobject of the monoform

object H. Thus [10, Prop. 2.2] implies that FiGiH is a monoform object, atom equivalent to
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H. From (♯1) we get that GiH is monoform, so 〈GiH〉 is an element in ASpecAi satisfying

f (〈GiH〉) = 〈FiGiH〉= 〈H〉. �

4. APPLICATION TO QUIVER REPRESENTATIONS

In this section, we will apply Theorem 3.8 to compute the atom spectrum of the cate-

gory ofA-valued representations of any (well-behaved) quiver with relations (Q,R). Here

A is a k-linear abelian category and k is any commutative ring. Appendix A contains some

background material on quivers with relations and their representations needed in this sec-

tion. The main result is Theorem 4.9, and we also prove Theorem A from the Introduction.

Enochs, Estrada, and Garcı́a Rozas define in [4, Sect. 4] what it means for a quiver, with-
out relations, to be right rooted. Below we extend their definition to quivers with relations.

To parse the following, recall the notion of the k-linearization of a category and that of an

ideal in a k-linear category, as described in A.2 and A.3.

4.1 Definition. A quiver with relations (Q,R) is said to be right rooted if for every infinite

sequence of (not necessarily different) composable arrows in Q,

•
a1

// •
a2

// •
a3

// · · · ,

there exists N ∈ N such that the path aN · · ·a1 (which is a morphism in the category kQ̄)

belongs to the two-sided ideal (R)⊆ kQ̄.

4.2 Observation. Let (Q,R) be a quiver with relations. If there exists no infinite sequence

• −→ • −→ • −→ ·· · of (not necessarily different) composable arrows in Q, then (Q,R) is

right rooted, as the requirement in Definition 4.1 becomes void. If Q is a quiver without

relations, i.e.R= /0 and hence (R) = {0}, then Q is right rooted if and only if there exists

no such infinite sequence • −→ • −→ • −→ ·· · ; indeed, a path aN · · ·a1 is never zero in the

absence of relations. Consequently, our Definition 4.1 of right rootedness for quivers with

relations extends the similar definition for quivers without relations found in [4, Sect. 4].

Next we introduce admissible relations and stalk functors.

4.3 Definition. A relation ρ in a quiver Q, see A.3, is called admissible if the coefficient in

the linear combination ρ to every trivial path ei (i ∈ Q0) is zero. We refer to a quiver with

relations (Q,R) as a quiver with admissible relations if every relation inR is admissible.

As we shall be interested in right rooted quivers with admissible relations, it seems in

order to compare these notions with the more classic notion of admissibility:

4.4 Remark. According to [1, Chap. II.2 Def. 2.1], a setR of relations in a quiver Q with

finitely many vertices is admissible if am ⊆ (R) ⊆ a2 holds for some m> 2. Here a is the

arrow ideal in kQ, that is, the two-sided ideal generated by all arrows in Q. Note that:

R is admissible as in

[1, Chap. II.2 Def. 2.1]
=⇒

R is admissible as in Definition 4.3 and

(Q,R) is right rooted as in Definition 4.1.

Indeed, in terms of the arrow ideal, our definition of admissibility simply means (R)⊆ a
†,

and if there is an inclusion am ⊆ (R), then Definition 4.1 holds with (universal) N = m.

If (Q,R) is right rooted, one does not necessarily have am ⊆ (R) for some m. Indeed,

let Q be a quiver with one vertex and countably many loops x1, x2, . . .. For each ℓ > 1 let

Rℓ = {xuℓ · · · xu1
xℓ |u1, . . . ,uℓ ∈ N} be the set of all paths of length ℓ+ 1 starting with xℓ.

†Often, not much interesting comes from considering relations in ar a2 . To illustrate this point, consider

e.g. the Kronecker quiver K2 = •
a //

b // • with one relation ρ := a− b ∈ a= (a,b) ⊆ kK2. Clearly, the category

Rep((K2,{ρ}),A) is equivalent to Rep(A2,A) where A2 = • // • . So the representation theory of (K2,{ρ})
is already covered by the representation theory of a quiver (in this case, A2) with relations (in this case, R = /0)

contained in the square of the arrow ideal.
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SetR=
⋃

ℓ>1Rℓ. Evidently, (R) ⊆ a2 = (x1, x2, . . .)
2 and (Q,R) is right rooted. As none

of the elements x1, x
2
2, x

3
3, . . . belong to (R) we have am * (R) for every m.

However, if Q has only finitely many arrows (in addition to having only finitely many

vertices), then right rootedness of (Q,R) means precisely that am ⊆ (R) for some m.

4.5 Definition. Let Q be a quiver and let A be an abelian category. For every i ∈ Q0 there

is a stalk functor Si : A→ Rep(Q,A) which assigns to A ∈ A the stalk representation Si A

given by (Si A)( j) = 0 for every vertex j 6= i in Q0 and (Si A)(i) = A. For every path p 6= ei

in Q one has (Si A)(p) = 0 and, of course, (Si A)(ei) = idA.

4.6 Remark. Let ρ be a relation in a quiver Q and let xi ∈ k be the coefficient (which may

or may not be zero) to the path ei in the linear combination ρ. If A is any object in a k-linear

abelian category A, then (Si A)(ρ) = xi idA. It follows that the stalk representation Si A

satisfies every admissible relation. Thus, if (Q,R) be a quiver with admissible relations,

then every Si can be viewed as a functorA→ Rep((Q,R),A).

4.7. Let (Q,R) be a quiver with admissible relations and let A be a k-linear abelian cate-

gory. For every i ∈ Q0 the stalk functor Si : A→ Rep((Q,R),A) from Remark 4.6 has a

right adjoint, namely the functor Ki : Rep((Q,R),A)→A given by

Ki X =
⋂

a : i→ j

Ker X(a) = Ker
(

X(i)
ψX

i−→
∏

a : i→ j

X( j)
)

,

where the intersection/product is taken over all arrows a : i→ j in Q with source i, and ψX
i

is the morphism whose ath coordinate function is X(a) : X(i)→ X( j). For a quiver without

relations (R= /0), the adjunctions (Si,Ki) were established in [9, Thm. 4.5], but evidently

this also works for quivers with admissible relations.

Note that the existence of Ki requires that the product
∏

a : i→ j can be formed in A; this

is the case if, for example,A is complete (satisfies AB3*) or if A is arbitrary but there are

only finitely many arrows in Q with source i. We tacitly assume that each Ki exists.

4.8 Lemma. Let (Q,R) be a quiver with admissible relations, let A be a k-linear abelian
category, and let X ∈ Rep((Q,R),A). If X 6= 0 and KiX = 0 holds for all i ∈ Q0, then there
exists an infinite sequence of (not necessarily different) composable arrows in Q,

•
a1

// •
a2

// •
a3

// · · · , (♯4)

such that X(an · · ·a1) 6= 0 for every n> 1. In particular, if (Q,R) is right rooted and X 6= 0,
then KiX 6= 0 for some i ∈ Q0.

Proof. As X 6= 0 we have X(i1) 6= 0 for some vertex i1. As Ki1X = 0 we have X(i1)* Ki1X

so there is at least one arrow a1 : i1→ i2 with X(i1)* Ker X(a1), and hence X(a1) 6= 0. As

0 6= Im X(a1)⊆ X(i2) and Ki2X = 0 we have Im X(a1)* Ki2X, so there is at least one arrow

a2 : i2 → i3 such that Im X(a1) * KerX(a2). This means that X(a2) ◦ X(a1) = X(a2a1) is

non-zero. Continuing in this manner, the first assertion in the lemma follows.

For the second assertion, assume that there is some X 6= 0 with KiX = 0 for all i ∈ Q0.

By the first assertion there exists an infinite sequence of composable arrows (♯4) such that

X(an · · ·a1) 6= 0 for every n> 1. Hence an · · ·a1 /∈ (R) ⊆ kQ̄ holds for every n> 1 by the

lower equivalence in the diagram in A.3 Thus (Q,R) is not right rooted. �

The result below shows that for a right rooted quiver with admissible relations (Q,R),
the atom spectrum of Rep((Q,R),A) depends only on the atom spectrum of A and on the

(cardinal) number of vertices in Q. The arrows and the relations in Q play no (further) role!

4.9 Theorem. Let (Q,R) be a quiver with admissible relations and let A be any k-linear
abelian category. There is an injective, continuous, open, and order-preserving map,

f :
⊔

i∈Q0
ASpecA−→ ASpec(Rep((Q,R),A)) ,

given by (ith copy of ASpecA) ∋ 〈H〉 7−→ 〈Si H〉. If, in addition, (Q,R) is right rooted,
then f is also surjective, and hence it is a homeomorphism and an order-isomorphism.
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Proof. We apply Theorem 3.8 to the functors Fi = Si and Gi = Ki (i ∈ Q0) from 4.5 and

4.7. The functor Si is obviously exact, and it also lifts subobjects as every subobject of Si A

has the form Si A
′ for a subobject A′ A in A. It is immediate from the definitions that

the unit idA→ KiSi of the adjunction (Si,Ki) is an isomorphism, and hence Si is full and

faithful by (the dual of) [14, IV.3, Thm. 1]. Hence the functors Si meet the requirements in

Proposition 3.7 and we get that f is well-defined, continuous, open, and order-preserving.

Evidently condition (a) in Theorem 3.8 holds, so f is injective. If (Q,R) is right rooted,

then Lemma 4.8 shows that condition (b) in Theorem 3.8 holds, so f is surjective. �

4.10 Example. The quiver (without relations):

A∞
∞ : · · · // •

2

d2
// •
1

d1
// •
0

d0
// •
−1

d−1
// •
−2

d−2
// · · ·

is not right rooted, but when equipped with the admissible relationsR= {dn−1dn |n∈Z} it

becomes right rooted. For any (Z-linear) abelian categoryA, the category Rep((A∞
∞,R),A)

is equivalent to the category ChA of chain complexes in A. Hence Theorem 4.9 yields a

homeomorphism and an order-isomorphism
⊔

i∈Z ASpecA−→ ASpec(ChA)

given by (ith copy of ASpecA) ∋ 〈H〉 7−→ 〈· · · → 0→ 0→ H→ 0→ 0→ ··· 〉 with H in

degree i and zero in all other degrees.

The next goal is to apply Theorem 4.9 to prove Theorem A from the Introduction.

4.11 Definition. Let Q be a quiver with finitely many vertices. For every ideal p in k and

every vertex i in Q set p̃(i) = {ξ ∈ kQ | the coefficient to ei in ξ belongs to p}.

4.12 Lemma. With the notation above, the set p̃(i) is a two-sided ideal in kQ which con-
tains every admissible relation.

Proof. Let p 6= ei be a path in Q and let ξ be an element in kQ. In the linear combinations

pξ and ξp the coefficient to ei is zero. In the linear combinations eiξ and ξei the coefficient

to ei is the same as the coefficient to ei in the given element ξ. Hence p̃(i) is a two-sided

ideal in kQ. By Definition 4.3, every admissible relation belongs to p̃(i). �

Proof of Theorem A. Let f̃ be the map defined by commutativity of the diagram:

⊔

i∈Q0
Speck

f̃
//

⊔

i∈Q0
q ∼

��

ASpec(kQ/I-Mod)

⊔

i∈Q0
ASpec(k-Mod)

f
// ASpec(Rep((Q,R),k-Mod)) .

∼ ASpecU

OO

(♯5)

Here the lower horizontal map is the map from Theorem 4.9 withA=k-Mod; the left verti-

cal map is the order-isomorphism and homeomorphism described in 2.5; and the right verti-

cal map is induced by the equivalence of categories U : Rep((Q,R),k-Mod)→ kQ/I-Mod

given in A.4. An element p∈ (i th copy of Speck) is by
⊔

i∈Q0
q mapped to the atom 〈k/p〉 ∈

(i th copy of ASpec(k-Mod)), which by f is mapped to the atom 〈Si(k/p)〉. The functor U

maps the representation Si(k/p) to the left kQ/I-module (= a left kQ-module killed by I)

whose underlyingk-module is k/p (more precisely, 0⊕·· ·⊕0⊕k/p⊕0⊕·· ·⊕0 with a “0”

for each vertex 6= i) on which ei acts as the identity and p ·k/p= 0 for all paths p 6= ei. This

means that the left kQ/I-module U(Si(k/p)) is isomorphic to kQ/p̃(i). Indeed, kQ/p̃(i)
is a kQ/I-module as I ⊆ p̃(i) by Lemma 4.12; and as a k-module it is isomorphic to k/p
since the k-linear map kQ→ k/p given by ξ 7→ [(coefficient to ei in ξ)] has kernel p̃(i). As

noted in the proof of Lemma 4.12, every path p 6= ei multiplies kQ into p̃(i), so one has

p · kQ/p̃(i) = 0, and ei acts as the identity on kQ/p̃(i). Having proved the isomorphism
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U(Si(k/p)) ∼= kQ/p̃(i), it follows that f̃ (p) = 〈kQ/p̃(i)〉. Thus f̃ acts as described in the

theorem. The assertions about f̃ follow from the commutative diagram (♯5) and from the

properties of the map f given in Theorem 4.9. �

Below we examine the map f̃ from Theorem A in some concrete examples.

4.13 Example. Consider the (n−1)-subspace quiver (no relations), which is right rooted:

Σn :

n
•

•
1

a1

66♠♠♠♠♠♠♠♠♠♠♠ •
2

a2

<<②②②②②②
· · · •

n−1

an−1
cc❍❍❍❍❍❍

The path algebra kΣn is isomorphic to the following k-subalgebra of Mn(k):

Ln(k) = {(xi j) ∈Mn(k) | xi j = 0 if i 6= n and i 6= j } .

Under this isomorphism the arrow ai in Σn corresponds to the matrix αi ∈ Ln(k) with 1 in

entry (n, i) and 0 elsewhere, and the trivial path ei corresponds to the matrix εi ∈Ln(k) with

1 in entry (i, i) and 0 elsewhere. It follows that, via this isomorphism, the ideal p̃(i)⊆ kΣn

from Definition 4.11 is identified with the ideal

p̄(i) =













k
. . .

0
0 p

. . .

k · · · k · · · k













⊆ Ln(k) .

Now Theorem A yields a homeomorphism and an order-isomorphism,
⊔n

i=1 Speck−→ ASpec(Ln(k)-Mod)

given by (ith copy of Speck) ∋ p 7−→ 〈Ln(k)/ p̄(i)〉.

4.14 Example. Let Q be any quiver with finitely many vertices. Let m > 0 be any natural

number and let Pm be the relations consisting of all paths in Q of length m. Clearly these

relations are admissible and (Q,Pm) is right rooted. If a denotes the arrow ideal in kQ,

then (Pm) = am, so Theorem A yields a homeomorphism and an order-isomorphism,
⊔

i∈Q0
Spec k−→ASpec(kQ/am-Mod) ,

given by (ith copy of Speck) ∋ p 7−→ 〈kQ/ p̃(i)〉. In the special case where Q is the quiver

with one vertex and n loops x1, . . . , xn one has kQ= k〈x1, . . . , xn〉, the free k-algebra. More-

over, for p∈ Spec k we have p̃= p+(x1, . . . , xn) and hence kQ/ p̃∼= k/p, which is a module

over k〈x1, . . . , xn〉 where all the variables x1, . . . , xn act as zero. Thus the map

Speck−→ASpec(k〈x1, . . . , xn〉/(x1, . . . , xn)
m-Mod)

given by Speck ∋ p 7−→ 〈k/p〉 is a homeomorphism and an order-isomorphism.

We end with an example illustrating the necessity of the assumptions in Theorem A.

We shall see that the map f̃ need not be surjective if (Q,R) is not right rooted and that the

situation is more subtle when the relations are not admissible.

4.15 Example. Consider the Jordan quiver (which is not right rooted):

J : • Xbb

The path algebra kJ is isomorphic to the polynomial ring k[X], which is commutative, so

via the homeomorphism and order-isomorphism q : Speck[X]→ASpec(k[X]-Mod) in 2.5,

the map f̃ : Spec k→ ASpec(k[X]-Mod) from Theorem A may be identified with a map

Speck−→ Speck[X] .
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It is not hard to see that this map is given by p 7→ p+(X) = { f (X) ∈ k[X] | f (0) ∈ p}, so it

is injective but not surjective. Typical prime ideals in k[X] that are not of the form p+(X)
are q[X] where q ∈ Speck. Also notice that for the Jordan quiver, the functor from 4.7,

k[X]-Mod ≃ Rep(J ,k-Mod)
K

// k-Mod ,

maps a k[X]-module M to KM = Ker
(

M
X·
−→ M

)

. Thus it may happen that KM = 0 (if

multiplication by X on M is injective) even though M 6= 0. This also shows that the last

assertion in Lemma 4.8 can fail for quivers that are not right rooted.

Now let k = Z and consider e.g. the relations R = {X3,2} in J (where “2” means two

times the trivial path on the unique vertex in J). Then (J,R) is right rooted because of the

relation X3, however, the relation 2 is not admissible. In this case,

Rep((J,R),Z-Mod) ∼= Z[X]/(X3,2)-Mod = F2[X]/(X
3)-Mod ,

so ASpec(Rep((J,R),Z-Mod)) consists of a single element. This set is not even equipotent

to SpecZ, in particular, there exists no homeomorphism or order-isomorphism between

ASpec(Rep((J,R),Z-Mod)) and SpecZ.

5. APPLICATION TO COMMA CATEGORIES

In this section, we consider the comma category (U ↓V), see [14, II.6], associated to a

pair of additive functors between abelian categories:

A
U

// C B
V

oo .

An object in (U ↓V) is a triple (A,B, θ) where A ∈ A, B ∈ B are objects and θ : UA→ VB

is a morphism in C. A morphism (A,B, θ)→ (A′,B′, θ′) in (U ↓V) is a pair of morphisms

(α,β), where α : A→ A′ is a morphism in A and β : B→ B′ is a morphism in B, such that

the following diagram commutes:

UA
Uα

//

θ

��

UA′

θ′

��

VB
Vβ

// VB′ .

The comma category arising from the special case A
U

// B B
idB
oo is written (U ↓B).

The notion and the theory of atoms only make sense in abelian categories. In general,

the comma category is not abelian—not even if the categoriesA, B, and C are abelian and

the functors U and V are additive, as we have assumed. However, under weak assumptions,

(U↓V) is abelian, as we now prove. Two special cases of the following result can be found

in [5, Prop. 1.1 and remarks on p. 6], namely the cases where U or V is the identity functor.

5.1 Proposition. If U is right exact and V is left exact, then (U ↓V) is abelian.

Proof. It is straightforward to see that (U ↓V) is an additive category.

We now show that every morphism (α,β) : (A,B, θ)→ (A′,B′, θ′) in (U↓V) has a kernel.

Let κ : K → A be a kernel of α and let λ : L→ B be a kernel of β. As V is left exact, the

morphism Vλ : VL→ VB is a kernel of Vβ, so there is a (unique) morphism ϑ that makes

the following diagram commute:

UK

ϑ

��

Uκ
// UA

Uα
//

θ

��

UA′

θ′

��

0 // VL
Vλ

// VB
Vβ

// VB′ .

(♯6)
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We claim that (κ,λ) : (K,L,ϑ)→ (A,B, θ) is a kernel of (α,β). By construction, the compo-

sition (α,β)◦ (κ,λ) is zero. Let (κ′,λ′) : (K′,L′,ϑ′)→ (A,B, θ) be any morphism in (U ↓V)
such that (α,β)◦ (κ′,λ′) is zero. We must show that (κ′,λ′) factors uniquely through (κ,λ).

Note that we have unique factorizations K′
ϕ−→ K

κ−→ A of κ′ and L′
ψ−→ L

λ−→ B of λ′

by the universal property of kernels since ακ′ = 0 and βλ′ = 0. From these factorizations,

the commutativity of (♯6), and from the fact that (κ′,λ′) is a morphism in (U ↓V), we get:

Vλ◦ϑ◦Uϕ = θ ◦Uκ ◦Uϕ = θ ◦Uκ′ = Vλ′ ◦ϑ′ = Vλ◦Vψ◦ϑ′ .

As Vλ is mono we conclude that ϑ ◦Uϕ= Vψ ◦ϑ′, so (ϕ,ψ) : (K′,L′,ϑ′)→ (K,L,ϑ) is a

morphism in (U ↓V) with (κ,λ)◦ (ϕ,ψ) = (κ′,λ′), that is, (κ′,λ′) factors through (κ,λ).
A similar argument shows that every morphism in (U ↓V) has a cokernel; this uses the

assumed right exactness of U. As for kernels, cokernels are computed componentwise.

Next we show that every monomorphism (α,β) : (A,B, θ)→ (A′,B′, θ′) in (U ↓V) is a

kernel. We have just shown that (α,β) has a kernel, namely (K,L,ϑ) where K is a kernel of

α and L is a kernel of β. Thus, if (α,β) is mono, then (K,L,ϑ) is forced to be zero, so α and

β must both be mono. Let 0−→ A
α−→ A′

ρ−→C −→ 0 and 0−→ B
β−→ B′

σ−→ D−→ 0

be short exact sequences in A and B. From the componentwise constructions of kernels

and cokernels in (U ↓V) given above, it follows that (ρ,σ) is a morphism in (U ↓V) whose

kernel is precisely the given monomorphism (α,β).
A similar argument shows that every epimorphism in (U ↓V) is a cokernel. �

5.2 Definition. As for quiver representations, see Definition 4.5, there are stalk functors,

A
SA

// (U ↓V) B
SB

oo ,

defined by SA : A 7−→ (A,0,UA
0
−→ V0) and SB : B 7−→ (0,B,U0

0
−→ VB).

We now describe the right adjoints of these stalk functors.

5.3 Lemma. The following asertions hold.

(a) The stalk functor SB has a right adjoint KB : (U ↓V)→B given by (X,Y, θ) 7→ Y.

(b) Assume that U has a right adjoint U! and let η be the unit of the adjunction. The stalk
functor SA has a right adjoint KA : (U ↓V)→A given by (X,Y, θ) 7→ Ker(U!θ◦ηX),
i.e. the kernel of the morphism X

ηX−→ U!UX
U !θ−→ U!UY.

In particular, if an object (X,Y, θ) in (U↓V) satisfies KA(X,Y, θ) = 0 and KB(X,Y, θ) = 0,
then one has (X,Y, θ) = 0.

Proof. (a): Let B∈B and (X,Y, θ)∈ (U↓V) be objects. It is immediate from Definition 5.2

that a morphism SB(B)→ (X,Y, θ) in (U ↓V) is the same as a morphism β : B→ Y in B.

(b): Write η and ε for the unit and counit of the assumed adjunction (U,U!). Let A ∈A
and (X,Y, θ) ∈ (U ↓V) be objects. It is immediate from Definition 5.2 that a morphism

SA(A)→ (X,Y, θ) in (U ↓V) is the same as a morphism α : A→ X in A such that the com-

position θ◦Uα : UA→VY is zero. We claim that θ◦Uα= 0 if and only if U!θ◦ηX ◦α= 0.

Indeed, the “only if” part follows directly from the identities

U!θ ◦ ηX ◦α = U!θ ◦U!Uα◦ ηA = U!(θ ◦Uα)◦ ηA ,

where the first equality holds by naturality of η. The “if” part follows from the identities

θ ◦Uα = θ ◦ εUX ◦UηX ◦Uα = εVY ◦UU!θ ◦UηX ◦Uα = εVY ◦U(U!θ ◦ ηX ◦α) ,

where the first equality is by the unit-counit relation [14, IV.1 Thm. 1(ii)] and the second

is by naturality of ε. This is illustrated in the following diagram:

UA

Uα

��

Uα
// UX

θ
// VY

UX

✉✉✉✉✉✉✉✉✉

✉✉✉✉✉✉✉✉✉

UηX

// UU!UX
UU!θ

//

εUX

OO

UU!VY .

εVY

OO
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Therefore, a morphism SA(A)→ (X,Y, θ) in (U ↓V) is the same as a morphism α : A→ X

in A with U!θ ◦ ηX ◦α = 0, and by the universal property of the kernel, such morphisms

are in bijective correspondance with morphisms A→Ker(U!θ ◦ ηX). This proves (b).

For the last statement, note that KB(X,Y, θ) = 0 yields Y = 0. Thus θ is the zero mor-

phism UX → 0 and consequently U!θ ◦ ηX is the zero morphism X → 0. It follows that

X = KA(X,Y, θ) = 0, so (X,Y, θ) = 0 in (U ↓V). �

We are now in a position to show Theorem B from the Introduction.

Proof of Theorem B. First notice that under the given assumptions, the comma category

(U ↓V) is abelian by Proposition 5.1, so it makes sense to consider its atom spectrum. We

will apply Theorem 3.8 to the functors SA and SB from Definition 5.2 whose right adjoints

are KA and KB from Lemma 5.3. As shown in the proof of Proposition 5.1, kernels and

cokernels in (U ↓V) are computed componentwise, so the functor SA is exact. It also lifts

subobjects as every subobject of SA(A) has the form SA(A
′) for a subobject A′ A in A.

It is clear from the definitions that the unit idA→ KASA of the adjunction (SA,KA) is an

isomorphism, and hence SA is full and faithful by (the dual of) [14, IV.3, Thm. 1]. Similar

arguments show that the functor SB has the same properties as those just established for SA.

Therefore, the functors SA and SB meet the requirements in Proposition 3.7.

It remains to verify conditions (a) and (b) in Theorem 3.8. However, condition (a) is

straightforward from Definition 5.2, and (b) holds by Lemma 5.3. �

5.4 Example. Let A and B be rings and let M = BMA be a (B,A)-bimodule. We consider

the comma category associated to U = M⊗A− : A-Mod→ B-Mod and V being the identity

functor on B-Mod. Theorem B yields a homeomorphism and an order-isomorphism,

f : ASpec(A-Mod) ⊔ ASpec(B-Mod)−→ ASpec((M⊗A−)↓(B-Mod)) ,

which we now describe in more detail. There is a well-known equivalence of categories,

((M⊗A−)↓(B-Mod))
E
−→ T -Mod where T =

(

A 0

M B

)

;

see [5] and [7, Thm. (0.2)]. Under this equivalence, an object (X,Y, θ) in the comma cat-

egory is mapped to the left T -module whose underlying abelian group is X⊕ Y where

T -multiplication is defined by
(

a 0

m b

)(

x

y

)

=

(

ax

θ(m⊗ x)+ by

)

for

(

a 0

m b

)

∈ T and

(

x

y

)

∈
X
⊕
Y
.

For simplicity we now consider the case where A and B are commutative (but T is not).

Define a map f̃ by commutativity of the diagram

Spec A ⊔ Spec B
f̃

//

qA⊔ qB ∼

��

ASpec(T -Mod)

ASpec(A-Mod) ⊔ ASpec(B-Mod)
f

// ASpec((M⊗A−)↓(B-Mod)) ,

ASpec E∼

OO

where qA and qB are the homeomorphisms and order-isomorphisms from 2.5. By using the

definitions of these maps, it follows easily that

f̃ (p) =

〈

T

/(

p 0

M B

)〉

and f̃ (q) =

〈

T

/(

A 0

M q

)〉

for p∈ Spec A and q∈ Spec B. In the terminology of [10, Def. 6.1] the denominators above

are comonoform left ideals in T . For A = B = M = K, a field, this recovers [10, Exa. 8.3]‡.

‡This example, which inspired the present paper, was worked out using methods different from what we have

developed here. The approach in [10, Exa. 8.3] is that one can write down all ideals in a lower triangular matrix

ring, see for example [13, Prop. (1.17)], and from this list it is possible to single out the comonoform ones.



14 RUNE HARDER BAK AND HENRIK HOLM

For A = B = M = k, where k is any commutative ring, the conclusion above also follows

from Example 4.13 with n = 2.

APPENDIX A. QUIVERS WITH RELATIONS AND THEIR REPRESENTATIONS

In this appendix, we present some (more or less standard) background material on rep-

resentations of quivers with relations that we will need, and take for granted, in Section 4.

A.1. A quiver is a directed graph. For a quiver Q we denote by Q0 the set of vertices

and by Q1 the set of arrows in Q. Unless otherwise specified there are no restrictions on a

quiver; it may have infinitely many vertices, it may have loops and/or oriented cycles, and

there may be infinitely many or no arrows from one vertex to another.

For an arrow a : i→ j in Q the vertex i, respectively, j, is called the source, respectively,

target, of a. A path p in Q is a finite sequence of composable arrows •
a1−→ •

a2−→ ·· ·
an−→ •

(that is, the target of aℓ equals the source of aℓ+1), which we write p= an · · ·a2a1. If p and q

are paths in Q and the target of q coincides with the source of p, then we write pq for the

composite path (i.e. first q, then p). At each vertex i ∈ Q0 there is by definition a trivial

path, denoted by ei, whose source and target are both i. For every path p in Q with source i

and target j one has pei = p = ej p.

Let Q be a quiver and letA be an abelian category. One can view Q as a category, which

we denote by Q̄, whose objects are vertices in Q and whose morphisms are paths in Q. An

A-valued representation of Q is a functor X : Q̄→A and a morphism λ : X→ Y of repre-

sentations X and Y is a natural transformation. The category of A-valued representations

of Q, that is, the category of functors Q̄→A, is written Rep(Q,A). In symbols:

Rep(Q,A) = Func(Q̄,A). (♯7)

It is an abelian category where kernels and cokernels are computed vertexwise.

A.2. Let k be a commutative ring. Recall that a k-linear category is a categoryK enriched

in the monoidal category k-Mod of k-modules, that is, the hom-sets in K have structures

of k-modules and composition in K is k-bilinear. If K and L are k-linear categories, then

we write Funck(K,L) for the category of k-linear functors from K to L. Here we must

require that K is skeletally small in order for Funck(K,L) to have small hom-sets.

If C is any category we write kC for the category whose objects are the same as those

in C and where HomkC(X,Y) is the free k-module on the set HomC(X,Y). Composition in

kC is induced by composition in C. The category kC is evidently k-linear and we call it the

k-linearization of C. Note that there is canonical functor C → kC. For any skeletally small

category C and any k-linear category L there is an equivalence of categories,

Func(C,L) ≃ Funck(kC,L) . (♯8)

That is, (ordinary) functors C → L corrspond to k-linear functors kC → L. This equiva-

lence maps a functor F : C →L to the k-linear functor F̃ : kC →L given by F̃(C) = F(C)
for any object C and F̃(x1ϕ1 + · · ·+ xmϕm) = x1F(ϕ1)+ · · ·+ xmF(ϕm) for any morphism

x1ϕ1 + · · ·+ xmϕm in kC (where xu ∈ k and ϕ1, . . . ,ϕm : C→ C′ are morphisms in C). In

the other direction, (♯8) maps a k-linear functor kC →L to the composition C → kC → L.

A two-sided ideal I in a k-linear categoryK is a collection of k-submodules I(X,Y)⊆
HomK(X,Y), indexed by pairs (X,Y) of objects in K, such that

• For every β ∈HomK(Y,Y
′) and ϕ ∈ I(X,Y) one has βϕ ∈ I(X,Y ′), and

• For every ϕ ∈ I(X,Y) and α ∈ HomK(X
′,X) one has ϕα ∈ I(X′,Y).

Given such an ideal I in K one can define the quotient category K/I, which has the same

objects as K and hom-sets defined by (quotient of k-modules):

HomK/I(X,Y) = HomK(X,Y)/I(X,Y) .
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Composition in K/I is induced from composition in K, and it is well-defined since I is a

two-sided ideal. It is straightforward to verify the K/I is a k-linear category. There is a

canonical k-linear functor K→K/I, which for any k-linear category L induces a functor

Funck(K/I,L)→ Funck(K,L). It is not hard to see that this functor is fully faithful, so

Funck(K/I,L) may be identified with a full subcategory of Funck(K,L). In fact, one has

Funck(K/I,L) ≃ {F ∈ Funck(K,L) | F kills I } .

If R is a collection of morphisms in a k-linear category K, then we write (R) for the

two-sided ideal in K generated by R. I.e. (R)(X,Y) consists of finite sums ∑u xu βuϕuαu

where xu ∈ k and αu : X→ Xu, ϕu : Xu→ Yu, βu : Yu→ Y are morphisms inKwith ϕu ∈R.

A.3. Let Q be a quiver and let k be a commutative ring. Consider the k-linear category kQ̄,

that is, the k-linearization (see A.2) of the category Q̄ (see A.1).

A relation (more precisely, a k-linear relation) in Q is a morphism ρ in kQ̄. That is, ρ
is a formal k-linear combination ρ = x1 p1 + · · ·+ xm pm (xu ∈ k) of paths p1, . . . , pm in Q

with a common source and a common taget.

A quiver with relations is a pair (Q,R) with Q a quiver andR a set of relations in Q.

Let A be a k-linear abelian category. For a representation X ∈ Rep(Q,A), as in A.1,

and a relation ρ= x1 p1 + · · ·+ xm pm in Q, define X(ρ) := x1X(p1)+ · · ·+ xmX(pm). One

says that X satisfies the relation ρ if X(ρ) = 0.

If (Q,R) is a quiver with relations, then anA-valued representation of (Q,R) is a repre-

sentation X ∈ Rep(Q,A) with X(ρ) = 0 for all ρ ∈R, that is, X satisfies all relations inR.

Write Rep((Q,R),A) for the category ofA-valued representations of (Q,R). In symbols:

Rep((Q,R),A) = {X ∈ Rep(Q,A) | X(ρ) = 0 for all ρ ∈R} .

We consider Rep((Q,R),A) as a full subcategory of Rep(Q,A). We have a diagram:

Rep(Q,A)
≃

// Funck(kQ̄,A)

Rep((Q,R),A)
OO

OO

≃
// Funck(kQ̄/(R),A) ,

OO

OO

where the upper horizontal equivalence comes from (♯7) and (♯8). The vertical functors are

inclusions. It is immediate from the definitions that the equivalence in the top row restricts

to an equivalence in the bottom row, so we get commutativity of the displayed diagram.

A.4. Let Q be a quiver with finitely many vertices(!) and let k be a commutative ring. The

path algebra kQ is the k-algebra whose underlying k-module is free with basis all paths in

Q and multiplication of paths p and q are given by their composition pq, as in A.1, if they

are composable, and pq = 0 if they are not composable. Note that kQ has unit ∑i∈Q0
ei.

There is an equivalence of categories, see e.g. [2, Lem. p. 6] or [1, Chap. III.1 Thm. 1.6]:

Rep(Q,k-Mod) ≃ kQ-Mod . (♯9)

We describe the quasi-inverse functors U and V that give this equivalence. A representation

X is mapped to the left kQ-module UX whose underlying k-module is
⊕

i∈Q0
X(i); multi-

plication by paths works as follows: Let εi : X(i)
⊕

i∈Q0
X(i) and πi :

⊕

i∈Q0
X(i)։ X(i)

be the ith injection and projection in k-Mod. For a path p : i j and an element z ∈ UX

one has pz = (εj ◦X(p)◦πi)(z). In the other direction, a left kQ-module M is mapped to

the representation VM given by (VM)(i) = eiM for i ∈ Q0. For a path p : i j in Q the

k-homomorphism (VM)(p) : eiM→ ejM is left multiplication by p.

By definition, see A.3, a relation in Q can be viewed as an element (of a special kind)

in the algebra kQ. If (Q,R) is a quiver with relations and I = (R) is the two-sided ideal in
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kQ generated by the subsetR⊆ kQ, then we have a diagram:

Rep(Q,k-Mod)
≃

// kQ-Mod

Rep((Q,R),k-Mod)
OO

OO

≃
// kQ/I-Mod ,

OO

OO

where the upper horizontal equivalence is (♯9). The vertical functors are inclusions, where

kQ/I-Mod is identified with the full subcategory {M ∈ kQ-Mod | IM = 0} of kQ-Mod.

It is immediate from the definitions that the equivalence in the top row restricts to an

equivalence in the bottom row, so we get commutativity of the displayed diagram.
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