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When Do Composed Maps

Become Entanglement Breaking?

Matthias Christandl,1, ∗ Alexander Müller-Hermes,1, † and Michael M. Wolf2, ‡

1QMATH, Department of Mathematical Sciences, University of Copenhagen,
Universitetsparken 5, 2100 Copenhagen, Denmark

2Zentrum Mathematik, Technische Universität München, 85748 Garching, Germany
(Dated: June 18, 2019)

For many completely positive maps repeated compositions will eventually become entan-
glement breaking. To quantify this behaviour we develop a technique based on the Schmidt
number: If a completely positive map breaks the entanglement with respect to any qubit
ancilla, then applying it to part of a bipartite quantum state will result in a Schmidt number
bounded away from the maximum possible value. Iterating this result puts a successively
decreasing upper bound on the Schmidt number arising in this way from compositions of
such a map. By applying this technique to completely positive maps in dimension three
that are also completely copositive we prove the so called PPT squared conjecture in this
dimension. We then give more examples of completely positive maps where our technique
can be applied, e.g. maps close to the completely depolarizing map, and maps of low rank.
Finally, we study the PPT squared conjecture in more detail, establishing equivalent conjec-
tures related to other parts of quantum information theory, and we prove the conjecture for
Gaussian quantum channels.

I. INTRODUCTION

Let Md denote the set of complex d × d matrices and let M+
d denote the cone of positive

matrices. We call a linear map T : Md1 → Md2

• positive if T (X) ∈ M+
d2

for any X ∈ M+
d1

.

• completely positive if idn ⊗ T : Mn ⊗ Md1 → Mn ⊗ Md2 is a positive map for all
n ∈ N, where idd denotes the identity map on Md.

• completely copositive if ϑd2 ◦ T is completely positive, where ϑd : Md → Md denotes
the matrix transposition ϑd(X) = XT in the computational basis of Cd (the definition
does not depend on this choice).

• entanglement breaking if for any positive matrix X ∈ (Md2 ⊗ Md1)+ the matrix
(idd2 ⊗T )(X) is separable (i.e. belongs to the convex cone generated by product matrices
A⊗B with A ∈ M+

d2
and B ∈ M+

d1
).

We will call a completely positive map a quantum channel if it preserves the trace, i.e. if
Tr [T (X)] = Tr [X] for any X ∈ Md1 . While quantum channels represent general physical
processes in the context of quantum information theory, entanglement breaking quantum chan-
nels represent such processes that cannot be used to distribute entanglement, and they are
useless for any non-classical communication task [1]. Completely copositive quantum channels
represent physical processes which are too noisy to be used for some information processing
tasks (e.g. quantum communication [2]). However, unlike entanglement breaking channels they
can sometimes be used for certain non-classical information processing tasks (e.g. private com-
munication [3]).
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A. Motivation and previous results

In this article we study when compositions of completely positive maps become entanglement
breaking, which is a way of quantifying how “noisy” the physical process associated to the map
is. There are various forms and related questions which can be (and have been) studied, mostly
in the special case of quantum channels: Given a single quantum channel T : Md → Md its
entanglement breaking index n(T ) has been defined in [4] as the smallest number N ∈ N such
that all compositions of the form

T ◦ SN−1 ◦ T ◦ SN−2 ◦ · · · ◦ S1 ◦ T

with quantum channels Si : Md → Md are entanglement breaking, or n(T ) = ∞ if such a
number does not exist. Related quantities have also been studied earlier in [5, 6]. In general it is
not easy to compute the entanglement breaking index of a given quantum channel, and we refer to
[4] for some examples where it is known. Related to the case of quantum channels T : Md → Md

with n(T ) = ∞, it has been studied when none of the compositions T n := T ◦ T ◦ · · · ◦ T are
entanglement breaking. In [7] such quantum channels were called entanglement saving, and the
subset of such quantum channels with full rank (as a linear map) has been characterized. Even
stronger one may ask for which quantum channels T : Md → Md none of the limit points of
the sequence (T n)n∈N are entanglement breaking (see [7] for details). Such quantum channels
were called asymptotically entanglement saving, and they have been characterized in [7] in terms
of their fixed point algebra. It should be noted that the set of asymptotically entanglement
saving channels is very small, e.g. the unital quantum channels that are not asymptotically
entanglement saving are dense in the set of all unital quantum channels (see [8, Theorem 5.1.]).

We will be particularly interested in the case of completely positive maps that are also
completely copositive (sometimes referred to as PPT maps). One of the authors has proposed
the following conjecture [9].

Conjecture I.1 (PPT squared conjecture – Version 1). For any linear map T : Md → Md

that is completely positive and completely copositive its square T ◦ T is entanglement breaking.

If true, this conjecture would imply limitations of using physical processes represented by
completely positive and completely copositive maps in repeater scenarios (see [10, 11] for more
details), where the map effectively acts more than once. While the PPT squared conjecture
is still open, there has been some recent progress on asymptotic versions of this conjecture:
In [12] it has been shown that for a completely positive map T : Md → Md that is also
completely copositive and in addition unital1 or trace-preserving, the limit points of the sequence
(T n)n∈N are entanglement breaking. Moreover, it has been shown in [8] that for any unital and
completely copositive quantum channel T : Md → Md there exists a finite N ∈ N such that
TN is entanglement breaking.

B. Summary

Contrary to most of the aforementioned results, we will not focus on asymptotic properties
of compositions of completely positive maps. Instead we aim at results where given a map
T : Md → Md the composition TN is entanglement breaking for a finite N ∈ N. Moreover, we
will identify classes of completely positive maps, where this N does not depend on the specific
completely positive map, but only on the dimension d of the input space. This will be a step
towards statements similar to the PPT squared conjecture.

1 i.e. mapping the identity matrix to itself
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Our article can be divided roughly into two parts on general techniques (Sections II, III) and
on the PPT squared conjecture (Sections IV, V). In the first part we introduce new techniques
for studying questions of the above kind based on the Schmidt number [13], an integer valued
entanglement measure for positive bipartite matrices. In Section II we show that any completely
positive map T : Md → Md breaking the entanglement between its input and any 2-dimensional
reference system (called 2-entanglement breaking in the following) will become fully entangle-
ment breaking after d− 1 compositions. Unfortunately, these techniques do not apply to linear
maps that are completely positive and completely copositive without assumptions on the di-
mension. Assuming a conjectured bound on the Schmidt number of states with positive partial
transpose we introduce a different iteration technique that would apply to general completely
positive maps that are also completely copositive. In Section III we prove the PPT squared
conjecture for d = 3, and discuss some examples of 2-entanglement breaking maps (that are not
entanglement breaking) in higher dimensions, e.g. positive maps close enough to the completely
depolarizing map, and 2-positive maps of low rank. The second part of our article is on the
PPT squared conjecture itself. In Section IV we state three equivalent formulations of the PPT
squared conjecture linking it to other parts of quantum information theory and questions re-
lated to positive maps between matrix algebras. Finally, in Section V we present some examples
where the PPT squared conjecture holds true, and most importantly we prove the conjecture
for Gaussian channels.

C. Notation and preliminaries

We will denote by Ud ⊂ Md the subset of unitary d × d matrices. Throughout this article
we will denote the computational basis by |i〉 ∈ Cd, i.e. the vector with a single 1 in the ith
component and zeros in the other ones. A natural basis of Md is then given by the matrix
units |i〉〈j| ∈ Md having a single 1 in their (i, j) entry. We will denote the (unnormalized)
d-dimensional maximally entangled state by |Ωd〉 =

∑d
i=1(|i〉 ⊗ |i〉) ∈ Cd ⊗ Cd and the corre-

sponding matrix by ωd := |Ωd〉〈Ωd|. The d-dimensional identity matrix will be denoted by 1d.
For a linear transformation Y : Cd1 → C

d2 we will denote by AdY : Md1 → Md2 the completely
positive map defined as AdY (X) = Y XY † for X ∈ Md.

Given a linear map L : Md1 → Md2 we call the matrix

CL := (idd1 ⊗ L)(ωd1) ∈ Md1 ⊗Md2

the Choi matrix associated to L (see [14]). The map L 7→ CL defines an isomorphism, called the
Choi-Jamiolkowski isomorphism, between linear maps L : Md1 → Md2 and matrices in Md1 ⊗
Md2 . Completely positive maps correspond to positive matrices under this isomorphism [14],
and occasionally we will define completely positive maps from positive matrices in this way.

The following lemma collects some frequently used and well-known techniques involving the
maximally entangled state and linear maps that can be proven by direct computation.

Lemma I.1 (Maximally entangled state).

1. For any d2 × d1-matrix X we have (1d1 ⊗X) |Ωd1〉 =
(

XT ⊗ 1d2

)

|Ωd2〉.

2. For any map L : Md1 → Md2 that is Hermiticity-preserving (i.e. maps Hermitian ma-
trices to Hermitian matrices), we have (idd1 ⊗ L) (ωd1) = (ϑd1 ◦ L∗ ◦ ϑd2 ⊗ idd2) (ωd2).

In the above L∗ denotes the adjoint with respect to the Hilbert-Schmidt inner product.

The following definition is well-known:
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Definition I.1 (Schmidt rank). The Schmidt-rank of a bipartite vector |ψ〉 ∈ Cd1 ⊗ Cd2 is
defined as

SR (|ψ〉) := rk ((idd1 ⊗ tr) (|ψ〉〈ψ|)) .

The following lemma is a version of the well-known Schmidt decomposition (equivalent to
the singular value decomposition):

Lemma I.2 (Schmidt decomposition). Any vector |ψ〉 ∈ Cd1 ⊗ Cd2 with Schmidt-rank k =
SR (|ψ〉) can be decomposed as

|ψ〉 = (1d1 ⊗ V )(|ψ′〉) = (W ⊗ 1d2)(|ψ′′〉)

with isometries V : Ck → C

d2 and W : Ck → C

d1 and vectors |ψ′〉 ∈ Cd1 ⊗ Ck and |ψ′′〉 ∈
C

k ⊗Cd2 .

The following lemma can be obtained easily from the Schmidt decomposition:

Lemma I.3. Any vector |ψ〉 ∈ Cd1 ⊗Cd2 can be written as

|ψ〉 = (1d1 ⊗A)(|Ωd1〉) = (B ⊗ 1d2)(|Ωd2〉)

with linear maps A : Cd1 → C

d2 and B : Cd2 → C

d1 .

II. SCHMIDT NUMBER TECHNIQUES

We will start with the following generalization of the Schmidt rank to arbitrary positive
matrices first studied in [13].

Definition II.1 (Schmidt number). The Schmidt number of a bipartite positive matrix X ∈
M(Cd1 ⊗Cd2)+ is the minimal number k ∈ N such that

X =

l
∑

i=1

|ψi〉〈ψi|

for some l ∈ N and vectors |ψi〉 ∈ Cd1 ⊗Cd2 with SR (|ψi〉) ≤ k.

We denote the Schmidt number of a matrix X ∈ (Md1 ⊗ Md2)+ by SN(X). Note that
SN(X) ∈ {1, . . . ,min(d1, d2)} with SN(X) = 1 if and only if X is separable.

A. Schmidt number iteration

To introduce the Schmidt number iteration technique we need to define a certain class of
linear maps. To make our statements as general as possible, we will formulate them in terms
of k-positive maps, i.e. linear maps T : Md1 → Md2 such that idk ⊗ T : Mk ⊗ Md1 →
Mk ⊗ Md2 is positive. However, for most applications we only consider completely positive
maps (i.e. min(d1, d2)-positive maps).

Definition II.2 (n-entanglement breaking maps). A k-positive map T : Md1 → Md2 is called
n-entanglement breaking for some n ≤ k when

(idn ⊗ T )(X) is separable

for any X ∈ (Mn ⊗Md1)+.
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Note that for n ≥ d1 any n-entanglement breaking map is entanglement breaking in the
usual sense [1], and every n-entanglement breaking map is also n′-entanglement breaking for
any n′ ≤ n. The relevance of n-entanglement breaking maps lies in the following lemma that is
central for our technique.

Lemma II.1 (Schmidt number trimming). A k-positive map T : Md1 → Md2 is n-entanglement
breaking for n ≤ min(k, d2) if and only if for any l ≤ min(k, d2) we have

SN ((idl ⊗ T )(X)) ≤ max(l − n+ 1, 1) (1)

for any X ∈ (Ml ⊗Md1)+.

Proof. If T : Md1 → Md2 satisfies (1) for l = n it is in particular n-entanglement breaking.
For the converse direction note first that the statement is obvious for l ≤ n. Now, assume

that for n < l ≤ min(k, d2) there exists an X ∈ (Ml ⊗Md1)+ such that

SN ((idl ⊗ T )(X)) ≥ l − n+ 2.

We can write

(idl ⊗ T )(X) =
l

∑

i,j=1

|i〉〈j| ⊗ T (Xij) ∈ (Ml ⊗Md2)+ .

Since l ≤ d2 by Theorem A.2 there exist {i1, i2, . . . , in} ⊂ {1, . . . , l} such that the matrix

Y =
n
∑

s,t=1

|s〉〈t| ⊗ T (Xisit) ∈ (Mn ⊗Md2)+

is entangled. Since T is n-entanglement breaking, this gives a contradiction.

It should also be noted that the our definition of n-entanglement breaking maps differs
from the n-partially entanglement breaking maps (also known as n-superpositive maps [15])
introduced by Chruściński and Kossakowski in [16]. Specifically, we can apply Lemma II.1 to
the Choi matrix of an n-entanglement breaking, completely positive map T : Md1 → Md2 with
max(d1, n) ≤ d2 showing that it is max(d1−n+ 1, 1)-partially entanglement breaking according
to [16]. However, the converse is not true: The completely positive map AdA : Md → Md

with A = 1d−1 ⊕ 0 is (d− 1)-partially entanglement breaking, but not 2-entanglement breaking
according to our definition for any d > 2.

The amount of entanglement quantified by the Schmidt number, that is still present after
applying an n-entanglement breaking map to part of a positive matrix (with dimensions satis-
fying the assumptions of Lemma II.1), is bounded away from the maximal possible value by n.
Using a simple observation about the connection between the Schmidt number and the effective
dimension of a state leads to the following Schmidt number iteration technique:

Theorem II.1 (Schmidt number iteration). If for each i ∈ {1, . . . , ⌈ d−1
n−1⌉} the completely posi-

tive maps Ti : Md → Md are n-entanglement breaking, then the composition T⌈ d−1

n−1
⌉ ◦ · · · ◦ T1 is

entanglement breaking.

Proof. Consider k ∈ {2, . . . , d} and X ∈ (Md ⊗ Md)+ with SN (X) = k. By the Schmidt
decomposition (see Lemma I.2) there exists an l ∈ N, (unnormalized) pure states ψj ∈ (Mk ⊗
Md)+ and isometries Vj : Ck → C

d for every j ∈ {1, . . . , l} such that

X =

l
∑

j=1

(Vj ⊗ 1d)ψj(V
†
j ⊗ 1d).
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Now for any n-entanglement breaking map T : Md → Md (see Definition II.2) we have

SN ((idk ⊗ T )(ψj)) ≤ max(k − n+ 1, 1)

for all j ∈ {1, . . . , l}. This shows that

SN ((idd ⊗ T )(X)) = SN





l
∑

j=1

(Vj ⊗ 1d)(idk ⊗ T ) (ψj) (V †
j ⊗ 1d)





≤ max
j

SN
(

(Vj ⊗ 1d)(idk ⊗ T ) (ψj) (V †
j ⊗ 1d)

)

≤ max(k − n+ 1, 1).

Applying the above argument ⌈ d−1
n−1⌉-times for the successive application of the maps Ti for

i ∈ {1, . . . , ⌈ d−1
n−1⌉} shows that for any X ∈ (Md ⊗Md)+ we have

SN
(

(idd ⊗ T⌈ d−1

n−1
⌉ ◦ · · · ◦ T1)(X)

)

= 1,

which finishes the proof.

B. Alternative iteration from a Schmidt number conjecture

The techniques from the previous section only apply to k-entanglement breaking maps. We
will later give some examples of such maps (see Section III), but it should be noted that not all
completely positive and completely copositive maps in arbitrary dimensions belong to this class.
Consider for example a completely positive map T : M2 → M4 that is completely copositive,
but not entanglement breaking (e.g. a map corresponding to the Tang-Horodecki state [17, 18]
via the Choi-Jamiolkowski isomorphism). Then, we can consider the linear map T̃ : M4 → M4

given by

T̃ (X) = T ((12 ⊗ 〈0|)X(12 ⊗ |0〉)) .

It is easy to see that T̃ is completely positive and completely copositive, but not 2-entanglement
breaking.

Since the techniques from the previous section do not apply immediately to linear maps
that are both completely positive and completely copositive, we will present here an alternative
iteration technique. Unfortunately, this technique still relies on the following conjecture, first
stated by Sanpera, Bruß and Lewenstein in [19].

Conjecture II.1. If T : Md → Md is completely positive and completely copositive, then

SN (CT ) ≤ d− 1.

It is well-known that the previous conjecture is true for d = 2 (see [20]) and recently it has
been established for d = 3 (see [21]). Note that the same conjecture with different input and
output dimensions is false due to the existence of the entangled Tang-Horodecki [17, 18] state
having positive partial transpose.

Unfortunately, Conjecture II.1 is still unsolved for general dimensions d ∈ N. If it were true,
we could use the following iteration technique. We will start with a lemma.
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Lemma II.2. If Conjecture II.1 is true, then for any S1, S2 : Md → Md satisfying

SN(CS1
) ≤ k and SN(CS2

) ≤ k

and any T : Md → Md that is completely positive and completely copositive, we have

SN(CS1◦T◦S2
) ≤ k − 1.

Proof. By [16, Theorem 1 and (8)] there exist l ∈ N and operators Ai, Bi ∈ Md satisfying
rk(Ai) ≤ k and rk(Bi) ≤ k for any i ∈ {1, . . . , l} such that

S1(X) =

l
∑

i=1

AiXA
†
i and S2(X) =

l
∑

i=1

BiXB
†
i

for any X ∈ Md. For any i ∈ {1, . . . l} we can use the singular value decomposition to decompose

Ai = UiDiV
†
i and Bi = ŨiD̃iṼ

†
i with isometries Ui, Vi, Ũi, Ṽi : Ck → C

d and positive diagonal
matrices Di, D̃i ∈ Mk.

Then we have

S1 ◦ T ◦ S2 =

l
∑

i,j=1

AdUi
◦ AdDi

◦ Ad∗
Vi

◦ T ◦ AdŨj
◦ AdD̃j

◦ Ad∗
Ṽj
.

For any i, j ∈ {1, . . . , l} the linear map

Kij := AdDi
◦ Ad∗

Vi
◦ T ◦ AdŨj

◦ AdD̃j
: Mk → Mk

is completely positive and completely copositive and if Conjecture II.1 is true, then we would have
that SN(CKij

) ≤ k − 1. Since the Schmidt number cannot increase under separable operations
and under forming sums we find that

SN (CS1◦T◦S2
) = SN





l
∑

i,j=1

((ϑd ◦ AdṼj
◦ ϑk) ⊗ AdUi

)
(

CKij

)



 ≤ k − 1.

Theorem II.2. If Conjecture II.1 is true, we have for any completely positive and completely
copositive map T : Md → Md that

SN(C
T 2k−1) ≤ d− k.

In particular the composition T 2d−1−1 would be entanglement breaking.

Proof. We will use induction for the proof. The case k = 1 follows directly from Conjecture II.1.
Now suppose that the theorem holds for k ∈ {1, . . . , d − 2} inserting S1, S2 = T 2k−1 in Lemma
II.2 we obtain

SN(C
T 2k+1−1) = SN(C

T 2k−1◦T◦T 2k−1) ≤ d− k − 1.
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III. EXAMPLES OF k-ENTANGLEMENT BREAKING MAPS

In this section we will study examples of completely positive maps that are k-entanglement
breaking for some k ∈ N without being entanglement breaking.

A. Examples for dimension d = 3

By [20] a positive matrix X ∈ (M2 ⊗M3)+ is separable if and only if it has positive partial
transpose. This immediately characterizes the set of 2-entanglement breaking maps.

Theorem III.1. A linear map T : M3 → M3 is 2-entanglement breaking if and only if it is
2-positive and 2-copositive (i.e. ϑ3 ◦ T is 2-positive).

Since any completely positive map is in particular 2-positive, we find that any completely
positive and completely copositive map T : M3 → M3 is 2-entanglement breaking. Now an
application of Lemma II.1 and Theorem II.1 shows that the PPT squared conjecture holds in
dimension d = 3:

Corollary III.1. For any pair of completely positive and completely copositive maps T1, T2 :
M3 → M3 the composition T2 ◦ T1 is entanglement breaking.

We will see in Section IV that the PPT squared conjecture implies Conjecture IV.2 on
entanglement annihilation. This easily gives the following corollary.

Corollary III.2. For any pair of linear maps T1, T2 : M3 → M3 both of which completely
positive and completely copositive the matrix (T1 ⊗ T2)(X) is separable for any positive matrix
X ∈ M(C3 ⊗C3)+.

B. Examples for dimension d = 4

In [22] it was shown (also see Appendix A) that for d1 ≤ d2 any bipartite positive matrix
X ∈ (Md1⊗Md2)+ satisfying (ϑd1⊗idd2)(X) = X, i.e. it is invariant under partial transposition
of the smaller subsystem, has Schmidt number SN(X) ≤ d1 − 1. The following lemma is a
straightforward consequence of these results in combination with a theorem from [16].

Lemma III.1. For any T : Md1 → Md2 satisfying T ◦ ϑd1 = T in the case d1 ≤ d2, and
ϑd2 ◦ T = T in the case d2 ≤ d1, there exists k ∈ N and matrices Ai : Cd1 → C

d2 with
rk(Ai) ≤ min(d1, d2) − 1 such that

T (X) =

k
∑

i=1

AiXA
†
i

for any X ∈ Md1 .

Proof. Assuming d1 ≤ d2 and T ◦ ϑd1 = T , it can be easily verified that the Choi matrix
CT = (idd1⊗T )(ωd1) satisfies the assumptions of Theorem A.3 from Appendix A, and SN(CT ) ≤
d1 − 1. Now an application of [16, Theorem 1 and (8)] finishes the proof. The case d2 ≤ d1 and
ϑd2 ◦ T = T works in the same way.

Note that in the case d1 = d2 = d we can apply the previous lemma when T ◦ ϑd = T or
ϑd ◦T = T . Note that these cases are not equivalent. In the special case of d1 = d2 = 4 we have:
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Theorem III.2. Let T : M4 → M4 be completely positive and completely copositive, and let
S : M4 → M4 be completely positive such that ϑ4 ◦ S = S or S ◦ ϑ4 = S. Then the composition
S ◦ T is 2-entanglement breaking.

Proof. By Lemma III.1 there exists k ∈ N and matrices Ai ∈ M4 with rk(Ai) ≤ 3 such that

S(X) =

k
∑

i=1

AiXA
†
i

for any X ∈ M4. Consider the singular value decomposition Ai = UiDiVi with unitaries
Ui, Vi ∈ U4 and Di = diag(d1i , d

2
i , d

3
i , 0) with d1i , d

2
i , d

3
i ∈ R+

0 . Note that for any i ∈ {1, . . . , k} we
have

DiViT (X)V †
i Di = Ki(X) ⊕ 0

for some completely positive and completely copositive Ki : M4 → M3. For any Y ∈ (M2 ⊗
M4)+ the matrix (id2 ⊗ Ki)(Y ) ∈ (M2 ⊗ M3)

+ has a positive partial transpose and thus is
separable by [20]. Since separability is preserved under local unitary transformations we have
that

(id2 ⊗ AdAi
◦ T )(Y ) = (12 ⊗ Ui) [(id2 ⊗Ki)(Y ) ⊕ 0] (12 ⊗ Ui)

†

is separable as well. Using that sums of separable operators are separable we find that (id2 ⊗
S ◦ T )(Y ) is separable. This finishes the proof.

Using the Schmidt number iteration we obtain the following corollary.

Corollary III.3. For i ∈ {1, 2, 3} let Ti : M4 → M4 denote completely positive and completely
copositive maps and let Si : M4 → M4 denote completely positive maps satisfying ϑ4 ◦ Si = Si
or Si ◦ ϑ4 = Si. Then the composition S3 ◦ T3 ◦ S2 ◦ T2 ◦ S1 ◦ T1 is entanglement breaking.

Proof. For all i ∈ {1, 2, 3} the map Si ◦ Ti is 2-entanglement breaking by Theorem III.2. Now
applying the Schmidt number iteration technique from Theorem II.1 finishes the proof.

It should be noted that Theorem III.2 holds more generally with the same proof for completely
positive S : M4 → M4 that are 3-partially entanglement breaking (see [16]), i.e. such that the
Choi matrix satisfies SN (CS) ≤ 3. This would include all linear maps that are both completely
positive maps and completely copositive if Conjecture II.1 were true in dimension d = 4.

C. Examples close to the completely depolarizing map

In this section we will characterize a class of 2-entanglement breaking maps by distance to
the completely depolarizing map X 7→ Tr [X]1d. Our result has some similarity to the results of
Gurvits and Barnum (see [23]) on balls containing only separable states around the maximally
mixed state, and it should be noted that our proof relies on this in an indirect way.

Theorem III.3. Any positive map P : Md → Md satisfying

‖P (X) − Tr [X]1d‖∞ ≤ 1

2
‖X‖∞,

for any X ∈ Md, is 2-entanglement breaking, and in particular 2-positive.
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Proof. Any positive matrix Z ∈ (M2 ⊗Md)+ can be written in block-form as

Z =

(

A B
B† C

)

,

with A,B,C ∈ Md. For showing that (id2 ⊗ P )(Z) is separable, we can assume without loss of
generality that the marginal M = (id2 ⊗ Tr)(Z) ∈ M+

2 is invertible (we can otherwise consider
Z + ǫ12 ⊗ 1d for ǫ→ 0). We can then define the positive matrix

(

ρ X
X† σ

)

= (M−1/2 ⊗ 1d)Z(M−1/2 ⊗ 1d), (2)

for ρ, σ ≥ 0 satisfying Tr [ρ] = Tr [σ] = 1, and Tr [X] = 0. Clearly, (id2 ⊗ P )(Z) is separable if
and only if

(M−1/2 ⊗ 1d)(id2 ⊗ P )(Z)(M−1/2 ⊗ 1d) =

(

P (ρ) P (X)
P (X)† P (σ)

)

is separable. By [24, Lemma 1] it is sufficient to show that

‖P (X)‖2∞ ≤ λmin [P (ρ)] λmin [P (σ)] , (3)

where λmin [·] denotes the minimal eigenvalue. For this, note that positivity of (2) implies
Ran

(

X†
)

⊂ Ran (σ) = supp (σ) and

ρ ≥ Xσ−1X†,

where σ−1 denotes the Moore-Penrose pseudoinverse of σ. Using that σ−1 ≥ 1
‖σ‖∞

Q for a
projection Q onto the support of σ, we obtain

‖ρ‖∞‖σ‖∞ ≥ ‖X‖2∞.

Furthermore, since ρ ≥ 0 with Tr [ρ] = 1 the assumptions of the theorem imply

1 − λmin [P (ρ)] ≤ ‖P (ρ) − 1d‖∞ ≤ 1

2
‖ρ‖∞

and the same holds for σ. Combining the previous estimates, and using the assumptions of the
theorem again with Tr [X] = 0 implies

‖P (X)‖2∞ ≤ 1

4
‖X‖2∞ ≤ 1

4
‖ρ‖∞‖σ‖∞

≤
(

1 − 1

2
‖ρ‖∞

)(

1 − 1

2
‖σ‖∞

)

≤ λmin [P (ρ)]λmin [P (σ)] .

Here the third inequality follows from ρ, σ ≥ 0 with Tr [ρ] = Tr [σ] = 1. This proves (3) and
finishes the proof.

The previous theorem can be used to show that completely positive maps can be 2-
entanglement breaking without being completely copositive: For p ∈ [−1, 1] we denote by
Wp : Md → Md the (unnormalized) Holevo-Werner map given by

Wp(X) = Tr [X]1d − pXT (4)

for any X ∈ Md. It is well-known that Wp is entanglement breaking if and only if it is completely
copositive which is the case for p ∈ [1/d, 1]. It is clear that Holevo-Werner map Wp cannot be 2-
entanglement breaking for p > 1/2, because its restriction to M2⊕0d−2 (containing Wp : M2 →
M2) is not entanglement breaking. However, using the previous theorem we easily obtain:
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Corollary III.4. For d ∈ N the Holevo-Werner map Wp : Md → Md is 2-entanglement
breaking if and only if p ∈ [−1, 1/2].

While any entanglement breaking map is necessarily completely copositive and completely
positive, the previous corollary shows that some completely positive 2-entanglement breaking
maps are not completely copositive. It should be noted that applying the Schmidt number
iteration to Holevo-Werner maps is not interesting, since it is easily verified that Wp ◦Wp is
already entanglement breaking for any p ∈ [−1, 1]. Moreover, using [25, Theorem 7] it can be
shown that for any p ∈

[

−1,
√

3 − 1
]

the output (Wp ⊗Wp) (X) is separable for any positive
matrix X ∈ (Md⊗Md)+. This shows that for such p even the map Wp ◦S ◦Wp is entanglement
breaking for any completely positive map S : Md → Md.

D. 2-entanglement breaking maps from rank

In this section we will study how 2-positive maps with low rank (as linear maps) are 2-
entanglement breaking. This will be based on the surprising separability criteria by Cariello [26,
27] for positive matrices of low operator Schmidt rank. We will start by defining these terms:

Definition III.1 (Operator Schmidt rank). Given a bipartite matrix Y ∈ Md1 ⊗Md2 we define
its operator Schmidt rank as the unique number R(Y ) ∈ N such that

Y =

R(Y )
∑

i=1

Ai ⊗Bi,

with sets of non-zero, mutually orthogonal2 operators {Ai}R(Y )
i=1 ⊂ Md1 and {Bi}R(Y )

i=1 ⊂ Md2 .

It turns out that the operator Schmidt rank of a Choi matrix coincides with the rank of the
linear map it corresponds to. For completeness we prove this fact in Appendix B. Note that
for Hermitian matrices Y the operators {Ai}i and {Bi}i in the operator Schmidt decomposition
can be chosen Hermitian as well (see [26, Theorem 1.30]). With this we can show:

Theorem III.4. Any 2-positive map P : Md1 → Md2 with rk (P ) ≤ 3 is 2-entanglement
breaking.

Proof. Given a positive matrix X ∈ (M2 ⊗Md1)+ we can use the Choi-Jamiolkowski isomor-
phism to find a completely positive map T : M2 → Md1 such that X = CT . Now, we have

(id2 ⊗ P )(X) = CP◦T ≥ 0,

since P is 2-positive. As rk (P ) ≤ 3 we also have rk (P ◦ T ) ≤ 3, and by Lemma B.1 this implies

R ((id2 ⊗ P )(X)) ≤ 3.

By [27, Theorem 3.2.] this implies that (id2⊗P )(X) ∈ (M2⊗Md2)+ is separable. This finishes
the proof.

Using the Choi-Jamiolkowski isomorphism and Lemma II.1 the previous theorem implies the
following corollary:

Corollary III.5. Any positive bipartite matrix X ∈ (Md1 ⊗Md2)+ with operator Schmidt rank
R (X) ≤ 3 satisfies SN (X) ≤ min(d1, d2) − 1.

2 with respect to the Hilbert-Schmidt inner product.
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To show that Theorem III.4 is non-trivial we will construct an example of a 2-positive map
(actually our example will be a completely positive map) of rank equal to 3 that is not entan-
glement breaking. For this consider first the quantum states

ρ1 =
1

6





2 1 0
1 2 1
0 1 2



 , ρ2 =
1

6





2 1 0
1 2 −i
0 i 2



 .

Next, we consider the Hermitian matrices

H0 =





2.4 −5.3 0
−5.3 26.7 0

0 0 28.8



 ,

H1 =





10.6 −25 + 3.2i 44 + 33.4i
−25 − 3.2i 54.6 −174.4 − 146.2i
44 − 33.4i −174.4 + 146.2i 44



 ,

H2 =





10.6 −25 − 3.2i −33.4 − 44i
−25 + 3.2i 54.6 146.2 + 174.4i
−33.4 + 44i 146.2 − 174.4i 44



 .

Finally, we define a linear map P : M3 → M3 by its Choi matrix

CP = H0 ⊗ 13 + ρ1 ⊗H1 + ρ2 ⊗H2.

It can be easily verified that CP is a positive matrix, and therefore P is a completely positive
map. By Lemma B.1 we have rk (P ) ≤ 3, and Theorem III.4 implies that P is 2-entanglement
breaking. However, it can be checked that ϑ3 ◦ P is not completely positive (since CP is not
PPT). This shows that P is not entanglement breaking.

The previous example comes from [28, Proposition 6] where it is shown that there does not
exists any completely positive and trace-preserving map T : M3 → M3 such that T (ρ1) = ρT1
and T (ρ2) = ρT2 . The matrix CP above is a certificate created by an SDP for this fact. Using
the techniques from [28] (in particular the SDPs for checking whether a completely positive
extension exists) it is possible to construct more examples of this kind.

E. Full entanglement annihilation implies 2-entanglement breaking

A completely positive map T : Md1 → Md2 is called ∞-locally entanglement annihilating
(∞-LEA) if for any n ∈ N and any X ∈ (M⊗n

d1
)+ there exists a k ∈ N and {(Y i

1 , . . . , Y
i
n)}ki=1 ⊂

(M+
d1

)n such that T⊗n(X) =
∑k

i=1 Y
i
1 ⊗ Y i

2 ⊗ · · · ⊗ Y i
n. It is an open problem [29] whether there

exist completely positive maps that are ∞-LEA but not entanglement breaking.
We need the following lemma:

Lemma III.2 (Qubit ∞-entanglement annihilating maps). If the linear map T : Md1 → Md2

is completely positive and ∞-LEA and d1 = 2 or d2 = 2, then T is entanglement breaking.

Proof. Consider first the case where d1 = 2 and d2 = d ≥ 2. If T is not entanglement breaking,
then there exists a positive map P : Md → M2 such that the composition P ◦ T : M2 → M2

is not completely positive. Now consider the map Q : M2 → M4 given by

Q = (P ◦ T ) ⊗ |0〉〈0| + (ϑ2 ◦ P ◦ T ) ⊗ |1〉〈1|,

where |i〉〈i| for i = 1, 2 denote the computational basis of C2. It is easy to see, that Q is neither
completely positive nor completely copositive. Since T is ∞-LEA the map Q⊗k is positive for
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all k ∈ N. This property is called tensor-stable positivity and it has been shown in [30] that any
such map has to be completely positive or completely copositive whenever the input or output
dimension is 2. This is a contradiction.

The case d1 = d ≥ 2 and d2 = 2 works analogously by considering a positive map P : M2 →
Md and reversing the order of P and T in the above proof.

With the previous lemma we can show the following:

Theorem III.5. If a completely positive map T : Md → Md is ∞-LEA, then it is 2-
entanglement breaking.

Proof. Let T : Md → Md be an ∞-LEA map. For any |ψ〉 ∈ (C2 ⊗Cd) we have

(id2 ⊗ T )(|ψ〉〈ψ|) = (id2 ⊗ T ◦ AdV )(ω2)

for some V : C2 → C

d such that |ψ〉 = (12 ⊗ V )|Ω2〉 (using Lemma I.3). Now note that the
linear map T ◦AdV : M2 → Md is completely positive and ∞-LEA. Therefore, by Lemma III.2
the map T ◦ AdV is entanglement breaking, which shows that (id2 ⊗ T )(|ψ〉〈ψ|) is separable.
Since the state |ψ〉 was chosen arbitrarily this shows that T is 2-entanglement breaking (see
Definition II.2).

Applying Theorem II.1 we immediately obtain:

Corollary III.6. If for any i ∈ {1, . . . , d − 1} the linear map Ti : Md → Md is completely
positive and ∞-LEA, then Td−1 ◦ · · · ◦ T1 is entanglement breaking.

IV. EQUIVALENT FORMULATIONS OF THE PPT SQUARED CONJECTURE

A. Composition of different linear maps

The PPT squared conjecture is formulated in terms of a single linear map that is applied twice.
In the following we give a straightforward equivalent conjecture in terms of the composition of
two (possibly different) linear maps that are both completely positive and completely copositive.

Conjecture IV.1 (PPT squared conjecture – Version 2). For any pair of linear maps T1 :
Md1 → Md2 and T2 : Md2 → Md3 that are both completely positive and completely copositive
the composition T2 ◦ T1 is entanglement breaking.

For convenience we provide the proof of the equivalence of these two conjectures.

Proof of equivalence of Conjecture I.1 and Conjecture IV.1.
Assume that there are T1 : Md1 → Md2 and T2 : Md2 → Md3 that are both completely positive
and completely copositive such that the composition T2 ◦ T1 is not entanglement breaking.
Let d = max(d1, d2, d3) and denote by V1 : Cd1 → C

d and V2 : Cd2 → C

d the canonical
isometries embedding Cdi for i = 1, 2 into the first coordinates of Cd. Now define the linear
maps T̃1 : Md → Md and T̃2 : Md → Md as

T̃1(X) = T1(V
†
1XV1) ⊕ 0(d−d2)

T̃2(X) = T2(V
†
2XV2) ⊕ 0(d−d3)
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for any X ∈ Md. Note that the maps T̃1 and T̃2 are both completely positive and completely
copositive. Now consider the switch map T : Md ⊗M2 → Md ⊗M2 defined as

T (X) = T̃1((1d ⊗ 〈1|)X(1d ⊗ |1〉)) ⊗ |2〉〈2| + T̃2((1d ⊗ 〈2|)X(1d ⊗ |2〉)) ⊗ |1〉〈1|

for any X ∈ Md ⊗M2. It can be easily verified that the channel T is still completely positive
and completely copositive. Now applying this channel twice yields

T ◦ T (X) = T̃1 ◦ T̃2((1d ⊗ 〈2|)X(1d ⊗ |2〉)) ⊗ |2〉〈2| + · · ·
· · · + T̃2 ◦ T̃1((1d ⊗ 〈1|)X(1d ⊗ |1〉)) ⊗ |1〉〈1|

for any X ∈ Md ⊗M2. Finally, note that we have

T2 ◦ T1(Y ) = T ◦ T (V1Y V
†
1 ⊗ |1〉〈1|)

and by assumption this channel is not entanglement breaking. Therefore, T ◦ T cannot be
entanglement breaking either. The other direction is clear.

Note that in the previous proof we increased the dimension of the linear map when using a
counterexample for Conjecture IV.1 to construct a counterexample for Conjecture I.1. We do
not know whether this increase of dimension is necessary.

B. Connection to local entanglement annihilation

We continue with a reformulation of the PPT squared conjecture related to so called en-
tanglement annihilating channels [29, 31]. A linear map T : Md1 → Md2 is called 2-locally
entanglement annihilating if the image (T ⊗ T ) (X) is separable for any positive matrix X ≥ 0.
Trivial examples of such maps are the entanglement breaking maps. However, there are ex-
amples [31] of completely positive maps which are 2-locally entanglement annihilating, but not
entanglement breaking. The following reformulation shows that such maps could be obtained
from any linear map that is both completely positive and completely copositive:

Conjecture IV.2 (PPT squared conjecture – Version 3). For any pair of linear maps T1 :
Md1 → Md2 and T2 : Md3 → Md4 both of which completely positive and completely copositive
the image (T1 ⊗ T2)(X) is separable for any positive matrix X ∈ (Md1 ⊗Md3)+.

Proof of equivalence of Conjecture IV.1 and Conjecture IV.2.
Suppose first that Conjecture IV.1 holds true. By convexity it suffices to check that (T1 ⊗
T2)(|ψ〉〈ψ|) is separable for any pure state |ψ〉 ∈ C

d1 ⊗ Cd3 . By Lemma I.3 we can write
|ψ〉 = (1d1 ⊗A)|Ωd1〉 for a linear transformation A : Cd1 → C

d3 . Now by Lemma I.1 we have

(T1 ⊗ T2)(|ψ〉〈ψ|) = [idd2 ⊗ (T2 ◦ AdA ◦ ϑd1 ◦ T ∗
1 ◦ ϑd2)] (|Ωd2〉〈Ωd2 |).

Since both maps T2 : Md3 → Md4 and AdA ◦ ϑd1 ◦ T ∗
1 ◦ ϑd2 : Md2 → Md3 are completely

positive and completely copositive by assumption their composition is entanglement breaking,
and by the above equation (T1 ⊗ T2)(|ψ〉〈ψ|) is separable.

For the other direction assume that Conjecture IV.2 is true. Given a completely positive and
completely copositive map T : Md → Md by assumption we have that

((ϑd ◦ T ∗ ◦ ϑd) ⊗ T )(ωd) =
(

idd ⊗ T 2
)

(ωd)

is separable. This implies directly that T 2 is entanglement breaking, and thereby would imply
Conjecture I.1. Since Conjecture I.1 and Conjecture IV.1 are equivalent the proof is finished.
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It should be noted that the previous proof also implies the following equivalence for fixed
dimensions: Given a completely positive map T : Md2 → Md3 , the composition T ◦ S is
entanglement breaking for any completely positive map S : Md1 → Md2 that is completely
copositive if and only if the image (S̃ ⊗ T )(X) is separable for any positive matrix X ∈ (Md2 ⊗
Md2)+ and any completely positive map S̃ : Md2 → Md1 that is completely copositive.

C. Decomposability of certain positive maps

We will begin with a well-known definition:

Definition IV.1 (Decomposable maps). A positive map P : Md1 → Md2 is called decomposable
if P = T1 + ϑd2 ◦ T2 for T1, T2 : Md1 → Md2 completely positive

We will need the following results on duality of different subcones of the positive maps. This
is in the sense of the theory of mapping cones, see [15] for details.

Theorem IV.1 (Duality of cones [15, 32]). A linear map T : Md1 → Md2 is

• completely positive and completely copositive if and only if for any decomposable map
P : Md2 → Md1 the composition P ◦ T is completely positive.

• entanglement breaking if and only if for any positive map P : Md2 → Md1 the composition
P ◦ T is completely positive.

The first point in the previous theorem is due to Størmer [33] and the second point essentially
due to the Horodeckis [32]. Using these dualities we can establish another equivalent formulation
of the PPT squared conjecture:

Conjecture IV.3 (PPT squared conjecture – Version 4). For any completely positive and com-
pletely copositive map T : Md1 → Md2 and any positive map P : Md2 → Md3 the composition
P ◦ T is decomposable.

Proof of equivalence of Conjecture IV.1 and Conjecture IV.3.
Suppose first that Conjecture IV.1 holds and consider T : Md1 → Md2 completely positive and
completely copositive and P : Md2 → Md3 positive. For any completely positive and completely
copositive map S : Md3 → Md1 the composition T ◦S is entanglement breaking by assumption.
By the second point of Theorem IV.1 the composition P ◦T ◦S is completely positive. Since this
holds for any completely positive and completely copositive map S the first point of Theorem
IV.1 shows that P ◦ T has to be decomposable.

For the other direction suppose that Conjecture IV.1 does not hold and let T : Md1 → Md2

and S : Md3 → Md1 be a counterexample, i.e. both maps are completely positive and completely
copositive but the composition T ◦ S is not entanglement breaking. By the second point of
Theorem IV.1 there exists a positive map P : Md2 → Md3 such that P ◦T ◦S is not completely
positive. Now by the first point of Theorem IV.1 the composition P ◦T cannot be decomposable.

Note that with the previous proof we can obtain the following equivalence with fixed dimen-
sions: Given a completely positive map T : Md2 → Md3 , then T ◦S is entanglement breaking for
any S : Md1 → Md2 if and only if P ◦T is decomposable for any positive map P : Md3 → Md1 .

Using semidefinite programming it is easily checkable whether a given positive map is decom-
posable. The previous reformulation of the PPT squared conjecture therefore suggests a com-
putational procedure that might lead to a counterexample. First, choose a non-decomposable
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positive map P : Md1 → Md2 and use semidefinite programming to find a completely positive
and completely copositive map T : Md2 → Md1 such that P ◦ T : Md2 → Md2 is not com-
pletely positive. Then, use semidefinite programming again to check whether the map P ◦ T is
even non-decomposable. Unfortunately we have not been able to use this procedure to find a
counterexample to the PPT squared conjecture.

Another possibility to construct a counterexample to Conjecture IV.3 could be to find a
tensor-stable positive map, i.e. a linear map P : Md1 → Md2 such that P⊗n is positive for any
n ∈ N, that is neither completely positive nor completely copositive (see [30] for details). It has
been shown in [34] that given such a map there would exist another tensor-stable positive map P̃
and a completely positive map T that is completely copositive such that (P̃ ◦T )⊗n = P̃⊗n ◦T⊗n

is not decomposable for some n ∈ N. Since P̃⊗n is positive and T⊗n is both completely positive
and completely copositive, this would be a counterexample to Conjecture IV.3. Unfortunately,
it is an open problem whether tensor-stable positive maps exist that are neither completely
positive nor completely copositive [30].

V. EXAMPLES FOR THE PPT SQUARED CONJECTURE

Here we will collect some examples of completely positive maps T : Md → Md that are
completely copositive maps and not entanglement breaking, but for which their composition
T ◦ T yields entanglement breaking maps. Further examples of this type have been reported in
the literature: See for example [12] for a family of linear maps based on graphs, and [35] for a
class of random completely positive maps. For these examples the PPT squared conjecture was
confirmed.

A. Completely positive maps with certain symmetries

Consider a completely positive map T : Md ⊗Md → Md ⊗Md such that

(AdU ⊗ AdV ) ◦ T ◦ (AdUT ⊗ AdV †) = T, (5)

for all unitaries U, V ∈ Ud. Completely positive maps satisfying (5) correspond (after a suitable
reordering of the tensor factors) to Choi matrices with the symmetry

(U ⊗ U ⊗ V ⊗ V )CT (U ⊗ U ⊗ V ⊗ V )† = CT ,

for all unitaries U, V : Ud. The set of quantum states with this symmetry has been classified
in [36] and it contains entangled quantum states that have a positive partial transpose (see for
example the state called −→τ (5) in [36, Fig. 1]). However, the corresponding completely positive
and completely copositive maps satisfy the PPT squared conjecture:

Proposition V.1. For any pair of completely positive maps T1, T2 : Md⊗Md → Md⊗Md both
completely copositive and satisfying the symmetry (5) its composition T2 ◦ T1 is entanglement
breaking.

Proof. Note that for any unitaries U, V ∈ Ud we have

T2 ◦ T1 = (AdU ⊗ AdV ) ◦ T2 ◦ (AdUT ⊗ AdV †) ◦ · · ·
· · · ◦ (AdU ⊗ AdV ) ◦ T1 ◦ (AdU† ⊗ AdV †)

= (AdU ⊗ AdV ) ◦ T2 ◦ T1 ◦ (AdU† ⊗ AdV †).
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By the Choi-Jamiolkowski isomorphism (and after a suitable reordering of the tensor factors)
this shows that

(U ⊗ U ⊗ V ⊗ V )CT2◦T1
(U ⊗ U ⊗ V ⊗ V )† = CT2◦T1

.

It has been shown in [37, Example 7] that positive matrices with this symmetry are separable
if and only they have positive partial transpose. This shows that T2 ◦ T1 is entanglement
breaking.

Another example of a completely positive map with unitary symmetries similar to (5) that
is completely copositive and not entanglement breaking can be obtained from [38]. For this let
αd ∈ (Md⊗Md)+ denote the normalized projector onto the antisymmetric subspace of Cd⊗Cd

given by

αd :=
1

d(d− 1)
(1d ⊗ 1d −Fd) ,

where Fd ∈ Md ⊗Md is the flip operator, i.e. the Choi matrix of the transposition Fd = Cϑd
.

Similarly, let σd ∈ (Md ⊗Md)+ denote the normalized projector onto the symmetric subspace
of Cd ⊗Cd given by

σd :=
1

d(d + 1)
(1d ⊗ 1d +Fd) .

In [38] the quantum state τ ∈ (MdA ⊗ MdB )⊗n for d = dA = dB (as a bipartite state with
respect to the bipartition into systems labelled A and B) given by

τn :=
dn

dn + (d+ 2)n
α⊗n
d +

(d+ 2)n

dn + (d+ 2)n

(

1

d+ 2
αd +

d+ 1

d+ 2
σd

)⊗n

(6)

arises as the minimizer of the relative entropy distance of α⊗n
d to the set of states with positive

partial transpose (see [38] for details). In particular τn has positive partial transpose and for
large enough n ∈ N it is entangled since otherwise its regularized relative entropy distances to
the states with positive partial tranpose and to the separable states would coincide. It has been
shown in [39] that this is not the case.

Now, denote by Tn : M⊗n
d → M⊗n

d the completely positive map with Choi matrix CTn = τn.
By the previous discussion Tn is completely copositive, but not entanglement breaking. However,
we have the following theorem:

Proposition V.2. The completely positive map Tn : M⊗n
d → M⊗n

d with Choi matrix (6) is
completely copositive and not entanglement breaking, but the composition Tn◦Tn is entanglement
breaking.

Proof. Denote by S : Md → Md the completely positive map with Choi matrix CS = σd, and
by A : Md → Md the completely positive map with Choi matrix CA = αd. It is well known
that σd is separable (see for example [40, p.29]) and therefore S is entanglement breaking. Note
that A = 1

d(d−1)W1 with the Holevo-Werner map as in (4). Composing with itself gives

A2(X) =
1

d2(d− 1)2
((d− 2)Tr [X]1d +X)

for any X ∈ Md. The Choi matrix of A2 is an (unnormalized) isotropic state and therefore
separable since it clearly has positive partial transpose (see for example [40, p.29]). This shows
that A2 is entanglement breaking. By (6) we see that

Tn =
dn

dn + (d+ 2)n
A⊗n +

(d+ 2)n

dn + (d+ 2)n

(

1

d+ 2
A+

d+ 1

d+ 2
S

)⊗n
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and therefore T 2
n will be a convex combination of tensor products of the completely positive

maps A2, A ◦S, S ◦A,S2 all of which are entanglement breaking. Therefore, T 2
n is entanglement

breaking as well.

B. Gaussian channels

Before we can define Gaussian channels we have to introduce some formalism. For more
details on Gaussian channels and quantum information theory with infinite-dimensional systems
see [41]. Let H = L2(Rn) denote the standard L2-space of complex-valued, square-integrable
functions on Rn. On this space we can consider two groups of unitary operators Vx, Uy ∈ U(H)
parametrized by x, y ∈ Rn given by

Vxψ(ξ) = exp(i〈ξ|x〉)ψ(ξ) and Uyψ(ξ) = ψ(ξ + y),

for ψ ∈ H and x, y, ξ ∈ Rn. Denoting z = (x1, y1, . . . , xn, yn) ∈ R2n we can define the system of
Weyl unitaries as

W (z) = exp(
i

2
〈y|x〉)VxUy.

These unitaries satisfy the following (Weyl-Segal CCR) relation

W (z)W (z′) = exp(− i

2
σn(z, z′))W (z + z′),

where

σn(z, z′) = zTσnz
′

denotes the canonical symplectic form represented by the matrix

σn =
n

⊕

i=1

(

0 1
−1 0

)

∈ M(R2n).

Given a quantum state ρ ∈ S1 (H)+, i.e. a positive trace-class operator with trace 1, we can
define its characteristic function as

z 7→ tr (ρW (z)) .

The characteristic function determines the quantum state ρ uniquely. Now we can define the class
of Gaussian states as the quantum states ρ ∈ S1 (H)+ with Gaussian characteristic functions,
i.e. of the form

z 7→ tr (ρW (z)) = exp(i〈m|z〉 − 1

2
zTγz),

for some m ∈ R2n called the mean of ρ and a symmetric matrix γ ∈ M
(

R

2n
)

sym
called the

covariance matrix of ρ.
An important class of quantum channels T : S1(H) → S1(H) are Gaussian channels. These

are the trace-preserving completely positive maps preserving the set of Gaussian states. It turns
out that every Gaussian channel is uniquely determined on the set of Gaussian states. Since a
Gaussian state is uniquely determined by its mean and covariance matrix it is possible to define
a Gaussian channel in terms of these quantities as well:
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Theorem V.1 (Gaussian channels, see [41]). For any Gaussian channel T : S1(H) → S1(H)
there exist X,Y ∈ M2n(R) with Y = Y T and satisfying

Y + i(σn −XσnX
T ) ≥ 0, (7)

such that for any Gaussian state ρ ∈ S1(H) with covariance matrix γ ∈ M(R2n)sym the covari-
ance matrix of T (ρ) is given by

γ′ = XγXT + Y.

Many properties of Gaussian channels can be defined in terms of the corresponding matrices
X,Y from Theorem V.1. In the following we will focus on these matrices (also called parameters
of the channel) and omit the change of the mean of Gaussian states under the action of a Gaussian
channel.

A Gaussian channel T : S1(H) → S1(H) with parameters X,Y is

• completely copositive if and only if

Y − i(σn +XσnX
T ) ≥ 0. (8)

• entanglement breaking if and only if there exist N,M ∈ M2n(R) with Y = N + M
satisfying

M ≥ iσn and N ≥ iXσnX
T . (9)

Proofs for the previous equivalences can be found in [41]. Now we can prove the PPT squared
conjecture for Gaussian channels:

Theorem V.2. For any pair of Gaussian channels T1, T2 : S1(H) → S1(H) each completely
copositive, the composition T2 ◦ T1 is entanglement breaking.

Proof. For j ∈ {1, 2} let Xj, Yj ∈ M2n(R) with Yj = Y T
j denote the parameters of the Gaus-

sian channel Tj (see Theorem V.1). Then the Gaussian channel T2 ◦ T1 corresponds to the
transformation

γ 7→ X2X1γX
T
1 X

T
2 +X2Y1X

T
2 + Y2

in terms of covariance matrices. To show that this channel is entanglement breaking we choose
N = X2Y1X

T
2 and M = Y2. Adding (7) and (8) for the channel T1, and multiplying by X2 from

the left and XT
2 from the right gives

N = X2Y1X
T
2 ≥ iX2X1σnx

T
1X

T
2 .

Similarly, adding (8) and the transpose of (7) for the channel T2 gives

M = Y2 ≥ iσn,

where we used that Y2 = Y T
2 . By (9) the previous two inequalities show that the composition

T2 ◦ T1 is entanglement breaking.
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VI. CONCLUSION

We have shown how the Schmidt number can be used to quantify the number of compositions
after which certain completely positive maps (or even more general k-positive maps) become en-
tanglement breaking. For n-entanglement breaking maps, i.e. maps that break the entanglement
with respect to any ancilla system of dimension n ≥ 2, the Schmidt number iteration technique
puts a successively decreasing upper bound on the Schmidt number after each application of
such a map to part of a bipartite positive matrix. This leads to an explicit bound on the num-
ber of compositions after which an n-entanglement breaking map becomes fully entanglement
breaking.

We presented some classes of maps where this technique can be applied, including completely
positive maps between matrix algebras of dimension three that are also completely copositive.
This proves the PPT squared conjecture in this dimension. Unfortunately, in higher dimensions
not all completely positive maps that are completely copositive are even 2-entanglement break-
ing. Therefore, further work has to be done to apply our techniques in the same generality as
the PPT squared conjecture. A possibility could be to find a fixed number N ∈ N (possibly de-
pending on the dimension d) such that for every completely positive map T : Md → Md that is
also completely copositive, the composition TN is 2-entanglement breaking. Using the Schmidt
number iteration technique from Section II this would imply that the composition TN(d−1) is
entanglement breaking. It should be noted that N = 2 would already follow from a special
case of the PPT squared conjecture: If for any completely positive maps T : Md → Md and
S : M2 → Md both of which completely copositive their composition T ◦ S is entanglement
breaking, then the composition T ◦ T would be 2-entanglement breaking in general.

Finally, proving Conjecture II.1 on the Schmidt number of positive matrices with positive
partial transposition would imply that for any completely positive map T : Md → Md that is
also completely copositive the composition T 2d−1−1 is entanglement breaking.
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Appendix A: Schmidt number bounds from block structure

To make our article selfcontained, we will review here some results introduced in [42] and
[22] to upper bound the Schmidt number of bipartite quantum states. These results are based
on a technique (called Choi decomposition) from [21] allowing to decompose a k-positive map
for k ≥ 2 into the sum of a completely positive map and a (k − 1)-positive map with reduced
input dimension. To present these results, we will need the notion of a trivial lifting of a linear
map (see [21]).

Definition A.1 (Trivial lifting [21]). A linear map L : Md1 → Md2 is called an S-trivial lifting
for a set S ⊆ {1, . . . , d1} iff L (|i〉〈j|) = 0 whenever i ∈ S or j ∈ S.

We will need the so called Choi decomposition from [21].
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Theorem A.1 (Choi decomposition). For k ∈ {2, . . . ,min(d1, d2)} and s ∈ {1, . . . , d1}, any
k-positive map P : Md1 → Md2 can be written as

P = Q+ T ,

where T : Md1 → Md2 is completely positive and Q : Md1 → Md2 is a (k−1)-positive {s}-trivial
lifting.

Note that the Choi decomposion in [21] is a slightly different statement with the completely
positive map T being non-zero and only giving the existence of an index s ∈ {1, . . . , d1} with the
stated properties. However, it is easy to see that the same proof also yields the previous result by
allowing the completely positive map T to be zero. As in [21] iterating the Choi decomposition
yields the following:

Corollary A.1. For k ∈ {2, . . . ,min(d1, d2)} and any subset S ⊆ {1, . . . , d1} with |S| ≤ k − 1,
any k-positive map P : Md1 → Md2 can be written as

P = Q+ T ,

where T : Md1 → Md2 is completely positive and Q : Md1 → Md2 is a (k − |S|)-positive
S-trivial lifting.

Now we can obtain the following theorem on the structure of positive bipartite matrices with
Schmidt number greater than 2. After completion of this work and of [22] we learned that this
result can also be found in [42, Lemma 15]. We present a different proof based on the Choi
decomposition.

Theorem A.2 (Block structure from Schmidt number [42]). For d1 ≤ d2 consider a matrix
X ∈ (Md1 ⊗Md2)+ written as

X =

d1
∑

i,j=1

|i〉〈j| ⊗Xij .

with blocks Xij ∈ Md2 for i, j ∈ {1, . . . , d1}. If SN(X) ≥ 2 and l ∈ {1, . . . ,SN(X)}, then for
any

{m1, . . . ,md1−l+2} ⊆ {1, . . . , d1},

the principal sub-block matrix

Y =

d1−l+2
∑

s,t=1

|s〉〈t| ⊗Xmsmt ∈ (Md1−l+2 ⊗Md2)+

satisfies SN(Y ) ≥ SN(X) − l + 2. In particular, Y is entangled for l = SN(X).

Proof. Setting SN (X) = k, there exists a (k − 1)-positive map P : Md1 → Md2 such that

(P ⊗ idd2) (X) � 0 . (A1)

For l ∈ {1, . . . , k} and distinct indices m1, . . . ,md1−l+2 ∈ {1, . . . , d1} we can apply Corollary A.1
for the set S = {1, . . . , d1} \ {m1, . . . ,md1−l+2} with |S| = l − 2 such that

P = Q+ T ,
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where T : Md1 → Md2 is completely positive and Q : Md1 → Md2 is a (k − l + 1)-positive
S-trivial lifting. Now we can conclude from (A1) that

(Q⊗ idd2) (X) =

d1
∑

i,j=1

Q(|i〉〈j|) ⊗Xij =

d1−l+2
∑

s,t=1

Q(|ms〉〈mt|) ⊗Xmsmt � 0 ,

where we used that Q(|i〉〈j|) = 0 whenever i ∈ S or j ∈ S. Since the map Q is (k− l+1)-positive
we have that the positive matrix

Y ′ =

d1−l+2
∑

s,t=1

|ms〉〈mt| ⊗Xmtms = (V ⊗ 1d2)Y (V † ⊗ 1d2) ∈ (Md1−l+2 ⊗Md2)+

satisfies SN(Y ′) ≥ k − l + 2. Here V : Cd1−l+2 → C

d1 is the isometry defined by V |s〉 = |ms〉
for s ∈ {1, . . . , d1 − l + 2}, and since the application of a local isometry preserves the Schmidt
number the proof is finished.

The previous theorem allows to convert certain statements about separability of positive ma-
trices X ∈ (Md1 ⊗Md2)+ for d1 = 2 into statements about the Schmidt number for arbitrary
d1 ≤ d2. For example, it has been shown in [43] that any positive matrix X ∈ (M2 ⊗Md2)+

invariant under partial transposition on the first (2-dimensional) subsystem is separable. Ap-
plying the previous theorem in the case of maximal possible Schmidt number (and choosing l
maximal) to a general positive matrix invariant under partial transposition on the smaller of its
two subsystems immediately implies the following theorem.

Theorem A.3 (Schmidt number of states invariant under partial transposition, [22]). If a
positive matrix X ∈ (Md1 ⊗Md2)+ with 2 ≤ d1 ≤ d2 satisfies (ϑd1 ⊗ idd2)(X) = X, then
SN (X) ≤ d1 − 1.

Appendix B: Operator Schmidt rank of Choi matrices

Recall that R (X) denotes the operator Schmidt rank (see Definition III.1) of the bipartite
matrix X ∈ Md1 ⊗ Md2 . Here we will prove the following lemma, although it is probably
well-known.

Lemma B.1. For a linear map L : Md1 → Md2 we have rk (L) = R (CL).

Proof. Applying the singular value decomposition to L : Md1 → Md2 as a linear map on the
Hilbert-Schmidt inner product space, we find sets of non-zero mutually orthogonal operators

{Ai}rk(L)i=1 ⊂ Md1 and {Bi}rk(L)i=1 ⊂ Md2 such that

L(X) =

rk(L)
∑

i=1

Tr
[

A†
iX

]

Bi,

for any X ∈ Md1 . Now, a simple computation shows that

CL =

rk(L)
∑

i=1

Ai ⊗Bi,

and therefore rk (L) = R(CL).
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