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#### Abstract

We calculate the leading contributions to the connected two-point functions of protected scalar operators in the defect version of $\mathcal{N}=4$ SYM theory which is dual to the D5-D3 probe-brane system with $k$ units of background gauge field flux. This involves several types of two-point functions which are vanishing in the theory without the defect, such as two-point functions of operators of unequal conformal dimension. We furthermore exploit the operator product expansion (OPE) and the boundary operator expansion (BOE), which form the basis of the boundary conformal bootstrap equations, to extract conformal data both about the defect CFT and about $\mathcal{N}=4$ SYM theory without the defect. From the knowledge of the one- and two-point functions of the defect theory, we extract certain structure constants of $\mathcal{N}=4$ SYM theory using the (bulk) OPE and constrain certain bulk-to-boundary couplings using the BOE. The extraction of the former relies on a non-trivial, polynomial $k$ dependence of the one-point functions, which we explicitly demonstrate. In addition, it requires the knowledge of the one-point functions of $\mathrm{SU}(2)$ descendant operators, which we likewise explicitly determine.
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## 1 Introduction

Introducing boundaries or defects in conformal field theories (CFTs) leads to interesting new structures [1] and constitutes a simple path towards studying various types of symmetry breaking. What is more, the introduction of defects or boundaries makes the theories more adaptable for studying realistic physical systems.

Several types of correlation functions which vanish in the absence of a defect become non-trivial when a defect is introduced. For instance, one-point functions of bulk operators can be non-zero and so can two-point functions involving operators of unequal conformal dimension. Moreover, two-point functions are not completely fixed by symmetries. Accordingly, defect conformal field theories require a larger amount of conformal data for their specification. Among this data are the one-point functions of bulk operators and the two-point functions between bulk and boundary operators. The bootstrap program
for conformal field theories can be extended to defect conformal field theories (dCFTs) as well, where additional bulk-to-boundary crossing relations for two-point functions come into play [2-4].

An interesting 4D dCFT can be constructed starting from $\mathcal{N}=4$ SYM theory with gauge group $\mathrm{U}(N)$ by introducing a codimension-one defect, say at $x_{3}=0$ [5]. The defect supports a fundamental hypermultiplet of fields which self-interact and interact with the bulk fields of $\mathcal{N}=4$ SYM theory in such away that half of the supersymmetries of $\mathcal{N}=4$ SYM theory are preserved and the complete symmetry group of the theory is $\operatorname{OSp}(4 \mid 4)$. A particular version of the theory, where the features of a dCFT are visible already at tree level, can be obtained by assigning three of the six scalar fields of $\mathcal{N}=4$ SYM theory a non-vanishing and space-time-dependent vacuum expectation value (vev) on one side of the defect, $x_{3}>0$. This dCFT has a holographic dual consisting of a D5-D3 probe-brane system where the D5 brane has geometry $\operatorname{AdS} S_{4} \times S^{2}$ and where a certain background gauge field has $k$ units of magnetic flux on the $S^{2}[6,7]$. The latter statement is equivalent to the statement that $k$ of the $N$ D3 branes of the usual $\operatorname{AdS} S_{5} \times S^{5}$ set-up terminate on the D5 brane. The vevs of the scalars in the field theory reflect the so-called fuzzy funnel solution of the probe-brane system and result in the gauge group of $\mathcal{N}=4$ SYM theory being (broken) $\mathrm{U}(N)$ on one side of the defect, $x_{3}>0$, and $\mathrm{U}(N-k)$ on the other side, $x_{3}<0$.

In our previous work, we have set up the program for carrying out perturbative calculations in the dCFT above, which required diagonalising a highly involved mass matrix as well as devising a way to work with space-time-dependent mass parameters $[8,9]$. This has opened a vast arena for the calculation of all possible types of correlation functions of an interesting 4D dCFT. We have already devoted some attention to one-point functions of the theory, where firstly we found interesting connections to integrability [10-13] and secondly were able to perform a non-trivial quantum check of the gauge-gravity correspondence in a situation where both supersymmetry and conformal symmetry were partly broken [8, 9, 13].

In the present paper, our focus will be on two-point functions of bulk operators. The general form of such correlators can be constrained by symmetry arguments [1]. We demonstrate how the predicted behaviour emerges from our previously derived Feynman rules and give the explicit expressions for the correlators. Moreover, we exploit the conformal boundary bootstrap equations $[2-4,14]$, or, more precisely, the (bulk) operator product expansion (OPE) and boundary operator expansion (BOE) to extract additional conformal data both about the dCFT and about $\mathcal{N}=4$ SYM theory without the defect. ${ }^{1}$ Using as input the two-point functions of the dCFT in combination with our previously derived one-point functions, we obtain structure constants of the theory without the defect from the bulk OPE, and we constrain bulk-to-boundary couplings of the dCFT from the BOE. The exploitation of the former OPE requires the knowledge of the one-point functions of

[^0]certain descendant operators ${ }^{2}$ which were not known before but which we compute here in full generality. It also requires a rewriting of the one-point functions as polynomials in $k$, which we likewise provide. In order to not only constrain but explicitly determine the bulk-to-boundary couplings, a detailed derivation of the operator content and the interactions of the boundary theory is needed. We explicitly derive the spectrum of boundary operators but given its complexity we postpone the analysis of the interactions to future work.

We start in section 2 by reviewing the defect version of $\mathcal{N}=4$ SYM theory and the constraints from conformal symmetry on a dCFT, which will be the basis of our analyses. We move on to calculating, in section 3, a series of bulk two-point functions of BPS operators. Section 4 is concerned with the above mentioned data mining using the bulk OPE as well as the BOE and section 5 contains our conclusion. A number of derivations are relegated to appendices. Hence, in appendix A we derive a closed expression for the one-point functions of descendant operators, in appendix B we present the rewriting of the one-point functions as polynomials in $k$ and in appendix C we have collected a number of useful identities for fuzzy spherical harmonics that arise in the diagonalisation of the mass matrix and hence play an important role in the evaluation of correlations functions. Finally, in appendix $D$ we present the spectrum of gauge-invariant boundary operators of the theory.

## 2 The defect theory

### 2.1 Action and propagators

We consider four-dimensional $\mathcal{N}=4$ SYM theory in the bulk interacting with a defect of codimension one situated at $x_{3}=0[5,16]$. The action of $\mathcal{N}=4$ SYM theory in our conventions reads

$$
\begin{align*}
S_{\mathcal{N}=4}=\frac{2}{g_{\mathrm{YM}}^{2}} \int \mathrm{~d}^{4} x \operatorname{tr}\left[-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}\right. & -\frac{1}{2} \mathrm{D}_{\mu} \phi_{i} \mathrm{D}^{\mu} \phi_{i} \\
& \left.+\frac{i}{2} \bar{\psi} \Gamma^{\mu} \mathrm{D}_{\mu} \psi+\frac{1}{2} \bar{\psi} \Gamma^{i}\left[\phi_{i}, \psi\right]+\frac{1}{4}\left[\phi_{i}, \phi_{j}\right]\left[\phi_{i}, \phi_{j}\right]\right] \tag{2.1}
\end{align*}
$$

where $F_{\mu \nu}$ is the field strength, $\mathrm{D}_{\mu}$ denotes the covariant derivatives and $\Gamma$ are the tendimensional gamma matrices describing the couplings of the fermions $\psi$ to the gauge field and the six real scalars $\phi_{i}, i=1, \ldots, 6$.

A solution to the classical equations of motion of the system is given by assigning a non-vanishing and $x_{3}$-dependent vev to three of the six real scalars, say $\phi_{1}, \phi_{2}$ and $\phi_{3}$, while having all other classical fields vanish [7]. The resulting equations of motions can be solved by

$$
\begin{equation*}
\left\langle\phi_{i}\right\rangle_{\text {tree }}=\phi_{i}^{\mathrm{cl}}=-\frac{1}{x_{3}} t_{i} \oplus 0_{(N-k) \times(N-k)}, \quad x_{3}>0 \tag{2.2}
\end{equation*}
$$

where $i=1,2,3$ and $t_{i}$ are the generators of the $k$-dimensional irreducible representation of the $\mathrm{SU}(2)$ Lie algebra. As a consequence, the gauge group $\mathrm{U}(N)$ is broken for $x_{3}>0$ and can be taken to be $\mathrm{U}(N-k)$ for $x_{3}<0$. The expression (2.2) also solves the Nahm equations [17].

[^1]| Multiplicity | $\nu\left(\tilde{\phi}_{4,5,6}, A_{0,1,2}, c\right)$ | $m\left(\psi_{1,2,3,4}\right)$ | $\nu\left(\tilde{\phi}_{1,2,3}, A_{3}\right)$ |
| :---: | :---: | :---: | :---: |
| $\ell+1$ | $\ell+\frac{1}{2}$ | $\ell$ | $\ell-\frac{1}{2}$ |
| $\ell$ | $\ell+\frac{1}{2}$ | $\ell+1$ | $\ell+\frac{3}{2}$ |
| $(k+1)(N-k)$ | $\frac{k}{2}$ | $\frac{k-1}{2}$ | $\frac{k-2}{2}$ |
| $(k-1)(N-k)$ | $\frac{k}{2}$ | $\frac{k+1}{2}$ | $\frac{k+}{2}$ |

Table 1. Masses and $\nu$ 's of the modes propagating only for $x_{3}>0$, with $\ell=0, \ldots, k-1[8,9]$. In addition, $(N-k)^{2}$ massless modes exist that propagate on both sides of the defect.

The action of the complete system includes a three-dimensional action describing the defect fields and their interaction with the bulk fields. The three-dimensional action was worked out for the $k=0$ case in [5]. For the present calculation of connected two-point functions of bulk operators at leading order, the defect action does however not play a role. ${ }^{3}$

In order to do perturbative calculations in the resulting dCFT, we expand the fields around the classical solution:

$$
\begin{equation*}
\phi_{i}=\phi_{i}^{\mathrm{cl}}+\tilde{\phi}_{i}, \quad i=1,2,3 . \tag{2.3}
\end{equation*}
$$

After gauge fixing, this leads to $x_{3}$-dependent mass terms for the gauge fields, scalars, fermions and ghosts, which are non-diagonal in colour space as well as in flavour space. Moreover, new cubic interaction terms arise. The expanded action is explicitly given in [8]. There, we have also diagonalised the mass matrix using spherical harmonics of the fuzzy sphere. The resulting eigenvalues follow an intricate pattern when partially expressed in terms of

$$
\begin{equation*}
\nu=\sqrt{m^{2}+\frac{1}{4}}, \tag{2.4}
\end{equation*}
$$

and are explicitly given in table 1.
Due to the $x_{3}$ dependence of the classical solution (2.2), all masses are accompanied by a factor of $1 / x_{3}$. As a result, the propagators of the massive modes take the form of propagators in an effective $A d S_{4}$ space [8, 9, 18]. For instance, we have for scalars with mass parameter $\nu,{ }^{4}$

$$
\begin{equation*}
K^{\nu}(x, y)=\frac{g_{\mathrm{YM}}^{2}}{2} \frac{K_{\mathrm{AdS}}(x, y)}{x_{3} y_{3}}=\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{1}{\binom{2 \nu+1}{\nu+\frac{1}{2}}} \frac{{ }_{2} F_{1}\left(\nu-\frac{1}{2}, \nu+\frac{1}{2} ; 2 \nu+1 ;-\xi^{-1}\right)}{(1+\xi) \xi^{\nu+\frac{1}{2}}} \frac{1}{x_{3} y_{3}}, \tag{2.5}
\end{equation*}
$$

where $\xi$ is the conformal ratio

$$
\begin{equation*}
\xi=\frac{|x-y|^{2}}{4 x_{3} y_{3}} . \tag{2.6}
\end{equation*}
$$

The AdS propagator can for instance be found in [19, 20]. ${ }^{5}$

[^2]A subtle point is related to the boundary conditions of the massless modes in $\mathrm{U}(N)$ that are not present in $\mathrm{U}(N-k)$. First, there exists a massless bosonic mode for $\ell=1$, shown in the last column of the first row of table 1 . Since this mode is related to the massive fermionic and bosonic modes in the first row via supersymmetry, this mode is restricted to $x_{3}>0$ with Dirichlet boundary conditions at the defect. Second, there is a massless supermultiplet with $\ell=0$, shown in the first row in table 1 . The brane construction of the dCFT suggests that the gauge group is $\mathrm{U}(N-k)$ for $x_{3}<0$. The $\ell=0$ modes are thus restricted to $x_{3}>0$, with appropriate boundary conditions at the defect. It turns out that there are two possibilities compatible with supersymmetry, cf. [15]: a) we can choose Dirichlet boundary conditions for the first column and Neumann boundary conditions for the last column, resulting in a gauge group $\mathrm{U}(N-k)$ at $x_{3}=0$, or b) we can choose Neumann boundary conditions for the first column and Dirichlet boundary conditions for the last column, resulting in a gauge group $\mathrm{U}(N-k) \times \mathrm{U}(1)$ at $x_{3}=0$. It is gratifying to see that the natural extension of our expressions from $\ell>0$ to $\ell=0$ automatically gives the first kind of supersymmetric boundary conditions. ${ }^{6}$ To get the second kind, one would have to reverse the boundary conditions by hand, and this would also be consistent in so far as the results of this paper are concerned (but the explicit one- and two-point functions would be different). It would be interesting to see whether this continues to hold when considering a larger class of observables or higher loop orders.

### 2.2 Operator product and boundary operator expansion

Let us briefly review the consequences of conformal symmetry in the presence of a defect or boundary, cf. e.g. [2-4, 23].

In a usual CFT, one-point functions of composite operators $\mathcal{O}_{i}$ are vanishing and the space-time dependence of two-point functions is completely fixed by the scaling dimensions of the operators $\Delta_{i}$, which have to be equal. In particular, one can define an 'orthonormal' set of operators by diagonalising the matrix $M_{i j}=\left.\left\langle\mathcal{O}_{i} \mathcal{O}_{j}\right\rangle\right|_{|x-y|=1}$ of two-point functions. Conformal symmetry further fixes the three-point function up to one constant, the structure constant $\lambda_{i j k}$, which appears in the operator product expansion (OPE)

$$
\begin{equation*}
\mathcal{O}_{i}(x) \mathcal{O}_{j}(y)=\frac{M_{i j}}{|x-y|^{\Delta_{i}+\Delta_{j}}}+\sum_{k} \frac{\lambda_{i j}^{k}}{|x-y|^{\Delta_{i}+\Delta_{j}-\Delta_{k}}} C\left(x-y, \partial_{y}\right) \mathcal{O}_{k}(y), \tag{2.7}
\end{equation*}
$$

where the sum over $k$ runs over conformal primaries and the differential operator $C$ in (2.7) accounts for the presence of descendants. It is easy to see that the indices on $\lambda$ are raised and lowered with the two-point function matrix $M$. The normalisation of $C$ is such that $C\left(x-y, \partial_{y}\right)=1+\mathcal{O}(x-y)$. Starting from four-point functions, a non-trivial (spacetime) dependence on conformal cross-ratios can occur. However, the scaling dimensions $\Delta_{i}$ and the structure constants $\lambda_{i j k}$, the so-called conformal data, completely determine all four- and higher-point functions via consecutive applications of the OPE. Equating the different ways to apply the OPE leads to powerful consistency conditions, the so-called bootstrap equations.

[^3]A CFT with a boundary or defect has a richer structure. Here, also one-point functions of composite operators $\mathcal{O}_{i}$ can be non-vanishing. Conformal symmetry and the scaling dimension $\Delta_{i}$ of the operator fix the one-point functions up to a constant $a_{i}[1]:{ }^{7}$

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}(x)\right\rangle=\frac{a_{i}}{\left(2 x_{3}\right)^{\Delta_{i}}} . \tag{2.8}
\end{equation*}
$$

Thus, one-point functions in a dCFT exhibit a complexity similar to three-point functions in a CFT. Two-point functions in a dCFT can be non-vanishing also for operators of unequal scaling dimensions and are fixed to be of the form

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}(x) \mathcal{O}_{j}(y)\right\rangle=\frac{f(\xi)}{\left(2 x_{3}\right)^{\Delta_{i}}\left(2 y_{3}\right)^{\Delta_{j}}}, \tag{2.9}
\end{equation*}
$$

where $f(\xi)$ is a function of the conformal ratio (2.6).
The two-point function tends to the one in the absence of the defect if the distance to the defect is large compared to the distance between the points:

$$
\begin{equation*}
\lim _{z_{3} \rightarrow \infty}\left\langle\mathcal{O}_{i}(x+z) \mathcal{O}_{j}(y+z)\right\rangle=\frac{M_{i j}}{|x-y|^{\Delta_{i}+\Delta_{j}}} . \tag{2.10}
\end{equation*}
$$

Then, since the OPE expansion is around the point $\xi=0$, the OPE of the operators in the bulk (2.7) is unchanged. Using this OPE, we can express the two-point function in terms of $\Delta, \lambda$ and $a$ as [2]

$$
\begin{equation*}
f(\xi)=\xi^{-\frac{\Delta_{i}+\Delta_{j}}{2}}\left[M_{i j}+\sum_{k} \lambda_{i j}^{k} a_{k} F_{\text {bulk }}\left(\Delta_{k}, \Delta_{i}-\Delta_{j}, \xi\right)\right], \tag{2.11}
\end{equation*}
$$

where the bulk conformal block is given by

$$
\begin{equation*}
F_{\text {bulk }}(\Delta, \delta \Delta, \xi)=\xi^{\frac{\Delta}{2}}{ }_{2} F_{1}\left(\frac{1}{2}(\Delta+\delta \Delta), \frac{1}{2}(\Delta-\delta \Delta) ; \Delta-1 ;-\xi\right) . \tag{2.12}
\end{equation*}
$$

Thus, two-point functions in the dCFT exhibit a complexity similar to the one of four-point functions in a usual CFT.

A further feature of dCFTs is the existence of boundary or defect operators. Since the theory on the defect is a usual CFT in one dimension less, the space-time dependence of the boundary-boundary two-point functions is completely determined by the scaling dimensions. Moreover, the boundary operators posses an OPE fixed by structure constants $\hat{\lambda}$, which allows to construct all higher-point functions of boundary operators. ${ }^{8}$

However, we can also have non-vanishing two-point functions between a bulk and a boundary operator. Via conformal symmetry, these are fixed to be of the form

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}(x) \hat{\mathcal{O}}_{j}(\boldsymbol{y})\right\rangle=\frac{\mu_{i j}}{\left(2 x_{3}\right)^{\Delta_{i}-\Delta_{j}}|x-(\boldsymbol{y}, 0)|^{2 \Delta_{j}}}, \tag{2.13}
\end{equation*}
$$

[^4]

Figure 1. The two-point function of two operators $\mathcal{O}_{i}$ and $\mathcal{O}_{j}$ can be expressed in two ways: via the BOE (left) and the OPE (right).
where we use the notation $\boldsymbol{y}=\left(y_{0}, y_{1}, y_{2}\right)$ for the coordinates on the defect. The coefficients $\mu_{i j}$ originate from the expansion of the bulk operators in terms of boundary operators, the boundary operator expansion (BOE):

$$
\begin{equation*}
\mathcal{O}_{i}(x)=\sum_{j} \frac{\mu_{i}{ }^{j}}{\left(2 x_{3}\right)^{\Delta_{i}-\Delta_{j}}} \hat{C}\left(x_{3}, \boldsymbol{\partial}\right) \hat{\mathcal{O}}_{j}(\boldsymbol{x}), \tag{2.14}
\end{equation*}
$$

where $\mu_{i \hat{\mathbb{1}}} \equiv a_{i}$ and where the differential operator $\hat{C}$ accounts for the decendants on the boundary and is normalized such that $\hat{C}=1+\mathcal{O}\left(x_{3}^{2}\right)$. The second index on $\mu$ is raised and lowered by $\hat{M}$, the matrix of two-point functions of boundary operators. The BOE provides us with a second way to express the bulk-bulk two-point function:

$$
\begin{equation*}
f(\xi)=a_{i} a_{j}+\sum_{k} \mu_{i}^{k} \mu_{j k} F_{\mathrm{bdy}}\left(\Delta_{k}, \xi\right), \tag{2.15}
\end{equation*}
$$

where the boundary conformal block is given by

$$
\begin{equation*}
F_{\mathrm{bdy}}(\Delta, \xi)=\xi^{-\Delta}{ }_{2} F_{1}\left(\Delta, \Delta-1 ; 2 \Delta-2 ;-\xi^{-1}\right) . \tag{2.16}
\end{equation*}
$$

Note that the second term in (2.15) stems from the connected two-point function while the first term stems from the disconnected product of the one-point functions.

Equating (2.11) and (2.15) as illustrated in figure 1 leads to bootstrap equations in the presence of a defect that can be used to constrain the conformal data [2-4, 14, 24]. In the following, however, we take a different route: we will be explicitly calculating bulk-bulk two-point functions and use (2.11) and (2.15) to extract conformal data.

## 3 Two-point functions

In this section, we calculate the leading contribution to the connected two-point functions of BPS operators built from complex scalar fields. This amounts to evaluating a Feynman diagram of the type depicted in figure 2 .

Scalar fields. We define complex combinations of the scalar fields as follows:

$$
\begin{equation*}
X=\phi_{1}+i \phi_{4}, \quad Z=\phi_{3}+i \phi_{6} . \tag{3.1}
\end{equation*}
$$



Figure 2. The leading contribution to the connected two-point function of scalar operators. The operators are represented by a dot and a cross symbolises the insertion of the classical solution.

There are three different cases of Wick contractions between the scalar fields. In what follows, we will only need the contraction rules for the fields in the $k \times k$ block. Following our work [8], these fields need to be expanded in terms of fuzzy spherical harmonics $\hat{Y}_{\ell}^{m}$ as $Z=(Z)_{\ell m} \hat{Y}_{\ell}^{m}, \bar{Z}=(\bar{Z})_{\ell m} \hat{Y}_{\ell}^{m}$, etc. The Wick contractions can then be worked out following $[8,9]$ to give

$$
\begin{align*}
& \left\langle Z_{\ell m}(x) Z_{\ell^{\prime} m^{\prime}}(y)\right\rangle=\delta_{\ell \ell^{\prime}} \delta_{m+m^{\prime}, 0} \frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{(-1)^{m^{\prime}}}{x_{3} y_{3}} \frac{{ }_{2} F_{1}\left(\ell, \ell+1 ; 2 \ell+2 ;-\xi^{-1}\right)}{\binom{2 \ell+1}{\ell+1} \xi^{\ell+1}} \frac{\xi}{\xi+1}, \\
& \left\langle Z_{\ell m}(x) \bar{Z}_{\ell^{\prime} m^{\prime}}(y)\right\rangle=\delta_{\ell \ell^{\prime}} \delta_{m+m^{\prime}, 0} \frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{(-1)^{m^{\prime}}}{x_{3} y_{3}} \frac{{ }_{2} F_{1}\left(\ell, \ell+1 ; 2 \ell+2 ;-\xi^{-1}\right)}{\binom{2 \ell+1}{\ell+1} \xi^{\ell+1}},  \tag{3.2}\\
& \left\langle Z_{\ell m}(x) X_{\ell^{\prime} m^{\prime}}(y)\right\rangle=\delta_{\ell \ell^{\prime}} \frac{\left[t_{2}^{(2 \ell+1)}\right]_{\ell-m+1, \ell+m^{\prime}+1}}{i(\ell+1)} \frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{(-1)^{m^{\prime}}}{x_{3} y_{3}} \frac{{ }_{2} F_{1}\left(\ell+1, \ell+1 ; 2 \ell+2 ;-\xi^{-1}\right)}{\binom{2 \ell+1}{\ell+1} \xi^{\ell+1}},
\end{align*}
$$

where $\left[t_{2}^{(2 \ell+1)}\right]_{\ell-m+1, \ell-m^{\prime}+1}=\frac{1}{2 i}\left(\sqrt{(\ell+m)\left(\ell-m^{\prime}\right)} \delta_{m^{\prime}, m-1}-\sqrt{\left(\ell+m^{\prime}\right)(\ell-m)} \delta_{m^{\prime}, m+1}\right)$ denotes the respective matrix element of $t_{2}$ in the $(2 \ell+1)$-dimensional irreducible representation.

Vacua. There are three different types of two-point functions corresponding to protected $\mathcal{N}=4$ SYM operators built from identical complex fields, namely

$$
\begin{equation*}
\left\langle\operatorname{tr} Z^{J_{1}}(x) \operatorname{tr} Z^{J_{2}}(y)\right\rangle, \quad\left\langle\operatorname{tr} Z^{J_{1}}(x) \operatorname{tr} \bar{Z}^{J_{2}}(y)\right\rangle, \quad\left\langle\operatorname{tr} Z^{J_{1}}(x) \operatorname{tr} X^{J_{2}}(y)\right\rangle . \tag{3.3}
\end{equation*}
$$

Let us first spell out the derivation of the two-point functions involving the BMN vacuum $\operatorname{tr} Z^{J_{i}}$ and its conjugate

$$
\begin{align*}
\left\langle\operatorname{tr} Z^{J_{1}}(x) \operatorname{tr} \bar{Z}^{J_{2}}(y)\right\rangle_{\mathrm{c} .} & =J_{1} J_{2} \operatorname{tr}\left(\left(Z^{\mathrm{cl}}\right)^{J_{1}-1} Z\right)(x) \operatorname{tr}\left(\bar{Z}\left(\bar{Z}^{\mathrm{cl}}\right)^{J_{2}-1}\right)(y)  \tag{3.4}\\
& =\frac{J_{1} J_{2}(-1)^{J_{1}+J_{2}}}{x_{3}^{J_{1}-1} y_{3}^{J_{2}-1}} \operatorname{tr}\left(t_{3}^{J_{1}-1} \hat{Y}_{\ell}^{m}\right) \operatorname{tr}\left(t_{3}^{J_{2}-1} \hat{Y}_{\ell^{\prime}}^{m^{\prime}}\right)\left\langle(Z)_{\ell m}(x)(\bar{Z})_{\ell^{\prime} m^{\prime}}(y)\right\rangle .
\end{align*}
$$

The contractions can be performed using (3.2) and the occurring traces can be calculated using the identities in appendix C . We find

$$
\begin{equation*}
\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} \bar{Z}^{J_{2}}\right\rangle_{\mathrm{c} .}=\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{J_{1}}{x_{3}^{J_{1}}} \frac{J_{2}}{y_{3}^{J_{2}}} \sum_{\ell=0}^{\infty} \frac{\alpha_{\ell}^{J_{1}-1} \alpha_{\ell}^{J_{2}-1}}{\binom{2 \ell+1}{\ell+1}} \frac{F_{1}\left(\ell, \ell+1 ; 2 \ell+2 ;-\xi^{-1}\right)}{\xi^{\ell+1}}, \tag{3.5}
\end{equation*}
$$

where we have used that $\operatorname{tr}\left(t_{3}^{J_{i}-1} \hat{Y}_{\ell}^{m}\right)=\alpha_{\ell}^{J_{i}-1} \delta^{m 0}$ with $\alpha_{\ell}^{J_{i}-1}$ defined in (C.8). We have also dropped the sign as $\alpha_{\ell}^{J_{1}-1} \alpha_{\ell}^{J_{2}-1}$ vanishes unless $J_{1}+J_{2}$ is even. Note that the sum is
in fact finite, being restricted to $\ell<\min \left(k, J_{1}, J_{2}\right)$, due to the properties of $\alpha_{\ell}^{J_{i}-1}$. Further note that the $k$ dependence enters via $\alpha_{\ell}^{J_{i}-1}$, which depends on

$$
\begin{equation*}
\mathcal{B}_{m}=\frac{B_{m}\left(\frac{1-k}{2}\right)}{m} \tag{3.6}
\end{equation*}
$$

with $B_{m}$ being the Bernoulli polynomial of degree $m$. Similarly,

$$
\begin{equation*}
\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} Z^{J_{2}}\right\rangle_{\mathrm{c} .}=\frac{\xi}{\xi+1}\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} \bar{Z}^{J_{2}}\right\rangle_{\mathrm{c} .} . \tag{3.7}
\end{equation*}
$$

The final two-point function requires a bit more work. We need

$$
\begin{align*}
&\left\langle\operatorname{tr} Z^{J_{1}}(x) \operatorname{tr} X^{J_{2}}(y)\right\rangle_{\mathrm{c} .}=J_{1} J_{2} \operatorname{tr}\left(\left(Z^{\mathrm{cl}}\right)^{J_{1}-1} \widehat{Z}\right)(x) \operatorname{tr}(X  \tag{3.8}\\
&\left.\left(X^{\mathrm{cl}}\right)^{J_{2}-1}\right)(y) \\
&=\frac{J_{1}}{x_{3}^{J_{1}-1}} \frac{J_{2}}{y_{3}^{J_{2}-1}} \operatorname{tr}\left(t_{3}^{J_{1}-1} \hat{Y}_{\ell}^{m}\right) \operatorname{tr}\left(t_{1}^{J_{2}-1} \hat{Y}_{\ell^{\prime}}^{m^{\prime}}\right)\left\langle(Z)_{\ell m}(x)(X)_{\ell^{\prime} m^{\prime}}(y)\right\rangle \\
&=\frac{J_{1}}{x_{3}^{J_{1}-1}} \frac{J_{2}}{y_{3}^{J_{2}-1}} \operatorname{tr}\left(t_{3}^{J_{1}-1} \hat{Y}_{\ell}^{0}\right) \operatorname{tr}\left(t_{1}^{J_{2}-1} \hat{Y}_{\ell}^{ \pm 1}\right)\left\langle(Z)_{\ell 0}(x)(X)_{\ell \pm 1}(y)\right\rangle
\end{align*}
$$

Then again via the results from appendix C, we arrive at

$$
\begin{equation*}
\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} X^{J_{2}}\right\rangle_{\mathrm{c} .}=\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} x_{3}^{J_{1}^{J_{1}}} \frac{J_{2}}{y_{3}^{J_{2}}} \sum_{\ell=1}^{\infty} \frac{i^{\ell+1}}{2^{\ell}} \frac{\left(\frac{\ell-1}{2}\right) \alpha_{\ell}^{J_{1}-1} \alpha_{\ell}^{J_{2}-1}}{\binom{2 \ell+1}{\ell+1}} \frac{{ }_{2} F_{1}\left(\ell+1, \ell+1 ; 2 \ell+2 ;-\xi^{-1}\right)}{\xi^{\ell+1}} . \tag{3.9}
\end{equation*}
$$

Vacuum and descendant. In what follows, we will also be interested in the connected contribution to the two-point function $\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} X^{J_{2}-1} \bar{Z}\right\rangle$. This is straightforwardly worked out to be

$$
\begin{align*}
\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} X^{J_{2}-1} \bar{Z}\right\rangle_{\mathrm{c} .}=\frac{J_{1}}{x_{3}^{J_{1}-1} y_{3}^{J_{2}-1}} \operatorname{tr}\left(t_{3}^{J_{1}-1} \hat{Y}_{\ell}^{m}\right)[ & \left\langle Z_{\ell, m} \bar{Z}_{\ell^{\prime}, m^{\prime}}\right\rangle \operatorname{tr}\left(t_{1}^{J_{2}-1} \hat{Y}_{\ell^{\prime}}^{m^{\prime}}\right)  \tag{3.10}\\
& \left.+\sum_{p=0}^{J_{2}-2}\left\langle Z_{\ell, m} X_{\ell^{\prime}, m^{\prime}}\right\rangle \operatorname{tr}\left(t_{1}^{J_{2}-2-p} t_{3} t_{1}^{p} \hat{Y}_{\ell^{\prime}}^{m^{\prime}}\right)\right],
\end{align*}
$$

which can be rewritten, using the explicit form of the propagators and the trace factors as evaluated in appendix C , to the following form

$$
\begin{align*}
& \left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} X^{J_{2}-1} \bar{Z}\right\rangle_{\mathrm{c} .}=\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{J_{1}}{x_{3}^{J_{1}} y_{3}^{J_{2}}}  \tag{3.11}\\
& \quad \times \sum_{\ell=0}^{\infty} \frac{i^{\ell}}{2^{\ell}} \frac{\binom{\ell}{\ell / 2} \alpha_{\ell}^{J_{1}-1} \alpha_{\ell}^{J_{2}-1}}{\binom{2 \ell+1}{\ell+1} \xi^{\ell+1}}\left[{ }_{2} F_{1}\left(\ell, \ell+1 ; 2 \ell+2 ;-\xi^{-1}\right)+\ell_{2} F_{1}\left(\ell+1, \ell+1 ; 2 \ell+2 ;-\xi^{-1}\right)\right] .
\end{align*}
$$

Large $\boldsymbol{k}$. The fact that in the defect set-up one has an extra tunable parameter $k$ makes it possible to consider the following double-scaling limit [18, 25], which allows for a perturbative comparison of string- and gauge-theory results:

$$
\begin{equation*}
\lambda \rightarrow \infty, \quad k \rightarrow \infty, \quad \frac{\lambda}{k^{2}} \text { finite } \tag{3.12}
\end{equation*}
$$

where $\lambda=g_{\mathrm{YM}}^{2} N$ is the 't Hooft coupling. In this limit, assuming $\lambda / k^{2}$ to be small and assuming the field-theory observables to organise into a power series in $\lambda / k^{2}$, one can treat field theory perturbatively while at the same time treating string theory in a supergravity approximation as justified by taking $\lambda \rightarrow \infty$. This strategy has proved successful in the case of one-point functions where a precise match between field theory and string theory has been found for the one-point function of the BMN vacuum state both at leading [25] and at next-to-leading order in the double-scaling parameter $[8,9]$. Moreover, field-theory considerations suggest an all-loop asymptotic formula for one-point functions of the $\mathrm{SU}(2)$ sector which in the case of the BMN vacuum state agrees with the string-theory prediction of [25] up to terms of wrapping order in the double-scaling limit [13].

In the case of two-point functions, there does not at the moment exist any string-theory prediction but, obviously, it would be very interesting to derive one. In order to prepare for a future comparison with a string-theory calculation in the double-scaling limit (3.12), we here present the $k \rightarrow \infty$ limit of the two-point functions above. Considering $J_{1}, J_{2} \gg 1$ but finite, we can perform the sums over $\ell$ by considering (C.23) and find the following leading $k$ behaviour

$$
\begin{align*}
\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} \bar{Z}^{J_{2}}\right\rangle & =\frac{\lambda}{16 \pi^{2}} \frac{1}{N}\left(\frac{k}{2}\right)^{J_{1}+J_{2}-1} \frac{1}{x_{3}^{J_{1}} y_{3}^{J_{2}}} \frac{2 \xi+1}{(\xi+1) \xi^{2}}  \tag{3.13}\\
\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} Z^{J_{2}}\right\rangle & =\frac{\lambda}{16 \pi^{2}} \frac{1}{N}\left(\frac{k}{2}\right)^{J_{1}+J_{2}-1} \frac{1}{x_{3}^{J_{1}} y_{3}^{J_{2}}} \frac{2 \xi+1}{(\xi+1)^{2} \xi}  \tag{3.14}\\
\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} X^{J_{2}}\right\rangle & =-\frac{\lambda}{16 \pi^{2}} \frac{1}{N}\left(\frac{k}{2}\right)^{J_{1}+J_{2}-1} \frac{1}{x_{3}^{J_{1}} y_{3}^{J_{2}}} \frac{4}{(2 \xi+1)^{2}} \tag{3.15}
\end{align*}
$$

We notice that unlike two-point functions in pure $\mathcal{N}=4$ SYM theory the present twopoint functions carry a factor $\frac{1}{N}$ in the 't Hooft expansion. This complies nicely with the string-theory picture where the computation of the dual object would amount to the computation of a three-point function with two legs ending at the $A d S_{5}$ boundary (at the insertion points of the field-theory operators) and one leg ending on the D5-brane in the interior of $A d S_{5}$, a computation which would necessitate the introduction of a string vertex. A successful strategy for this type of computations, at least in the heavy-heavy-light case, has been developed in $[26,27]$ and it would be very interesting to implement it in the present set-up.

## 4 Mining for conformal data

In this section, we will use the operator expansions from section 2.2 to extract conformal data from our bulk-bulk two-point functions. First, we use the bulk OPE to obtain information on one-point functions and structure constants. Second, we will use the BOE to constrain the bulk-to-boundary couplings.

### 4.1 Bulk operator product expansion

Let us first focus on the bulk OPE for the two-point function, cf. (2.11). We will consider two cases, namely those involving only the BPS operators built from identical fields such as $\operatorname{tr}\left(Z^{L}\right)$ and the special case involving also $\operatorname{tr}\left(\bar{Z} X^{L-1}\right)$.

### 4.1.1 BPS operators

Let us consider the two-point function $\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} Z^{J_{2}}\right\rangle$. The OPE (2.11) uses the full twopoint functions, which includes the non-connected diagrams. In particular,

$$
\begin{align*}
f(\xi)= & J_{1} J_{2} \frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} 2^{J_{1}+J_{2}} \sum_{\ell=0}^{\infty} \frac{\alpha_{\ell}^{J_{1}-1} \alpha_{\ell}^{J_{2}-1}}{\binom{2 \ell+1}{\ell+1}} \frac{{ }_{2} F_{1}\left(\ell, \ell+1 ; 2 \ell+2 ;-\xi^{-1}\right)}{\xi^{\ell}(\xi+1)}  \tag{4.1}\\
& +a_{\operatorname{tr} Z^{J_{1}}} a_{\operatorname{tr} Z^{J_{2}}}+O\left(g_{\mathrm{YM}}^{4}\right),
\end{align*}
$$

where the one-point functions to one-loop order for even $J$ are given by $[8,9,13]^{9}$

$$
\begin{align*}
a_{\operatorname{tr} Z^{J}}=-2^{J+1}\left[\mathcal{B}_{J+1}+\frac{g_{\mathrm{YM}}^{2} J}{16 \pi^{2}}\right. & \left(\mathcal{B}_{J-1}\left[N-k+\frac{J-1}{2}\right]\right. \\
& \left.\left.-\sum_{i=0}^{\left\lfloor\frac{k-2}{2}\right\rfloor}\left(H_{k-i-1}-H_{i}\right)\left[\frac{k-2 i-1}{2}\right]^{J-1}\right)+O\left(g_{\mathrm{YM}}^{4}\right)\right] \tag{4.2}
\end{align*}
$$

with $H_{n}=\sum_{i=1}^{n} i^{-1}$ the harmonic numbers and $\mathcal{B}$ defined in (3.6). For odd $J$, the one-loop correction to the one-point function vanishes. Let us now study (2.11) order by order.

Tree level. Let us first consider the OPE at leading order in $g_{\mathrm{YM}}$. At this order, (2.11) reduces to

$$
\begin{equation*}
2^{J_{1}+J_{2}+2} \xi^{\frac{J_{1}+J_{2}}{2}} \mathcal{B}_{J_{1}+1} \mathcal{B}_{J_{2}+1}=\sum_{k} \lambda_{\operatorname{tr} Z^{J_{1} \operatorname{tr} Z^{J_{2}}}}^{(0)} \mathcal{O}_{k} a_{k}^{(0)} F_{\text {bulk }}\left(\Delta_{k}^{(0)}, \delta J, \xi\right) \tag{4.3}
\end{equation*}
$$

where ${ }^{(0)}$ stands for the leading order in $g_{\mathrm{Ym}}$. In order to compare the left- and right-hand sides, we need the following useful identity

$$
\begin{equation*}
\xi^{n+1}=\sum_{m=0}^{\infty} \frac{\binom{m+n-\frac{\delta J}{2}}{m}\binom{m+n+\frac{\delta J}{2}}{m}}{\binom{2 m+2 n-1}{m}} F_{\mathrm{bulk}}(2 m+2 n, \delta J, \xi), \tag{4.4}
\end{equation*}
$$

which holds for any $n, \delta J$. Inserting this relation in the OPE expansion (4.3), we obtain

$$
\begin{align*}
\sum_{m=0}^{\infty} \frac{\binom{m+J_{1}-1}{m}\binom{m+J_{2}-1}{m} \mathcal{B}_{J_{1}+1} \mathcal{B}_{J_{2}+1}}{\binom{2 m+J_{1}+J_{2}-3}{m}} F_{\mathrm{bulk}} & (2 m+J, \delta J, \xi) \\
= & \sum_{k} \frac{\lambda_{\operatorname{tr} Z^{J_{1} \operatorname{tr} Z^{J_{2}}}}^{\mathcal{O}_{k}} a_{k}^{(0)}}{2^{J+2}} F_{\mathrm{bulk}}\left(\Delta_{k}^{(0)}, \delta J, \xi\right) \tag{4.5}
\end{align*}
$$

where $J=J_{1}+J_{2}$ and $\delta J=J_{1}-J_{2}$. Now, we can compare coefficients in the above sums. In particular, let us again group the sum on the right-hand side according to conformal dimension, i.e. we write $\sum_{k}=\sum_{\Delta} \sum_{i: \Delta_{i}=\Delta}$ :

$$
\begin{equation*}
\binom{\Delta-3}{\frac{\Delta-J}{2}} \sum_{i: \Delta_{i}=\Delta} \lambda_{\operatorname{tr} Z^{J_{1}} \operatorname{tr} Z^{J_{2}}}^{(0)} \mathcal{O}_{i} a_{i}^{(0)}=\binom{\frac{\Delta+\delta J}{2}-1}{\frac{\Delta-J}{2}}\binom{\frac{\Delta-\delta J}{2}-1}{\frac{\Delta-J}{2}} 2^{J+2} \mathcal{B}_{J_{1}+1} \mathcal{B}_{J_{2}+1} \tag{4.6}
\end{equation*}
$$

[^5]In particular, if there is only one state propagating with a certain conformal dimension, the above relation fixes the product of the one-point function and the structure constant. Note that there is a non-trivial $k$ dependence in the above equation. In particular, the structure constant $\lambda$ does not depend on $k$, but the one-point function $a$ does. We will later exploit this fact to explicitly compute structure constants for BMN operators.

One-loop. Consider the two-point function of two protected operators. The OPE side of the equation (2.11) can be expanded to next-to-leading order in the coupling constant by writing $\lambda, a, \Delta$ as power series in $g_{\mathrm{YM}}$

$$
\begin{equation*}
\lambda_{i j}^{k}=\sum_{n}\left(\lambda_{i j}{ }^{k}\right)^{(n)}\left[\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}}\right]^{n}, \quad a_{k}=\sum_{n} a_{k}^{(n)}\left[\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}}\right]^{n}, \quad \Delta=\sum_{n} \Delta^{(n)}\left[\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}}\right]^{n} . \tag{4.7}
\end{equation*}
$$

Here, we are assuming that the operators are normalised in such a way that they are containing no powers of $g_{\mathrm{YM}}$ at leading order. Thus, if we expand (2.11) up to order $g_{\mathrm{YM}}^{2}$, we find

$$
\begin{align*}
\sum_{k} \lambda_{i j}{ }^{k} a_{k} F_{\mathrm{bulk}}\left(\Delta_{k}, \delta \Delta, \xi\right)= & \sum_{k}\left(\lambda_{i j}{ }^{k}\right)^{(0)} a_{k}^{(0)} F_{\mathrm{bulk}}\left(\Delta_{k}^{(0)}, \delta \Delta, \xi\right) \\
& +\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \sum_{k}\left[\left(\lambda_{i j}{ }^{k}\right)^{(1)} a_{k}^{(0)}+\left(\lambda_{i j}{ }^{k}\right)^{(0)} a_{k}^{(1)}\right] F_{\text {bulk }}\left(\Delta_{k}^{(0)}, \delta \Delta, \xi\right) \\
& +\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \sum_{k}\left(\lambda_{i j}{ }^{k}\right)^{(0)} a_{k}^{(0)} \Delta_{k}^{(1)} F_{\mathrm{bulk}}^{\prime}\left(\Delta_{k}^{(0)}, \delta \Delta, \xi\right)+O\left(g_{\mathrm{YM}}^{4}\right), \tag{4.8}
\end{align*}
$$

where $F_{\text {bulk }}^{\prime}(\Delta, \delta \Delta, \xi)=\partial_{\Delta} F_{\text {bulk }}(\Delta, \delta \Delta, \xi)$. In order to compare our two-point function with the above expansion of the conformal block, we write both sides as a power series in $\xi$. By definition, we have

$$
\begin{equation*}
F_{\text {bulk }}(\Delta, \delta \Delta, \xi)=\xi^{\frac{\Delta}{2}} \sum_{n=0}^{\infty} \frac{\left(\frac{\Delta+\delta \Delta}{2}\right)_{n}\left(\frac{\Delta-\delta \Delta}{2}\right)_{n}}{(\Delta-1)_{n} n!}(-\xi)^{n}, \tag{4.9}
\end{equation*}
$$

where $(\ldots)_{n}$ denotes the Pochhammer symbol. Thus,

$$
\begin{align*}
F_{\text {bulk }}^{\prime}(\Delta, \delta \Delta, \xi)= & \frac{1}{2}\left[2 \Psi(\Delta-1)-\Psi\left(\frac{\Delta-\delta \Delta}{2}\right)-\Psi\left(\frac{\Delta+\delta \Delta}{2}\right)+\log \xi\right] F_{\text {bulk }}(\Delta, \delta \Delta, \xi) \\
& -\xi^{\frac{\Delta}{2}} \sum_{n} \frac{\left(\frac{\Delta+\delta \Delta}{2}\right)_{n}\left(\frac{\Delta-\delta \Delta}{2}\right)_{n}}{(\Delta-1)_{n} n!}(-\xi)^{n}  \tag{4.10}\\
& \times\left[\Psi(\Delta-1+n)-\frac{\Psi\left(\frac{\Delta-\delta \Delta}{2}+n\right)+\Psi\left(\frac{\Delta+\delta \Delta}{2}+n\right)}{2}\right]
\end{align*}
$$

where $\Psi$ is the Euler digamma function.
Example. Let us now try to work out the OPE for the case $\mathcal{O}_{1}=\mathcal{O}_{2}=\operatorname{tr} Z^{2}$. At tree level, the OPE (4.6) implies

$$
\begin{equation*}
\binom{\Delta-3}{\frac{\Delta}{2}-2} \sum_{i: \Delta_{i}=\Delta} \lambda_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(0)} \mathcal{O}_{i} a_{i}^{(0)}=\frac{(\Delta-2)^{2}}{36} k^{2}\left(k^{2}-1\right)^{2} . \tag{4.11}
\end{equation*}
$$

For $\Delta=4$, only the states $\operatorname{tr} Z^{4}, \operatorname{tr} Z^{3} \operatorname{tr} Z$ and $\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}$ are summed over. However, since the structure constants do not depend on $k$, while $a_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(0)}=a_{\operatorname{tr} Z^{2}}^{(0)} a_{\operatorname{tr} Z^{2}}^{(0)} \sim \mathcal{B}_{3}^{2}$, $a_{\operatorname{tr} Z^{3} \operatorname{tr} Z}^{(0)}=0$ and $a_{\operatorname{tr} Z^{4}}^{(0)} \sim \mathcal{B}_{5}$, we find that the above OPE can only be satisfied for

$$
\begin{equation*}
\lambda_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(0)} \operatorname{tr} Z^{4}=0, \quad \lambda_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(0)} \operatorname{tr}^{2} \operatorname{tr} Z^{2}=1 . \tag{4.12}
\end{equation*}
$$

This agrees with an explicit computation of the structure constant. Actually, it is not hard to see that at tree level the structure constants take the following simple form $\lambda_{\mathcal{O}_{i} \mathcal{O}_{j}}^{(0)}{ }^{\mathcal{O}_{k}}=$ $\delta_{\mathcal{O}_{i} \mathcal{O}_{j}, \mathcal{O}_{k}}$ when there are no contractions possible between $\mathcal{O}_{i}$ and $\mathcal{O}_{j}$.

Let us then continue to one-loop order. It is easy to see that for $J_{1}=J_{2}=2$, (4.1) simplifies to

$$
\begin{equation*}
f_{\mathrm{c} .}(\xi)=\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{16 k\left(k^{2}-1\right)}{3}\left[1+\xi+2 \xi \log \xi+\sum_{n=1}^{\infty} \frac{(-1)^{n}(n+2)}{n} \xi^{n+1}\right], \tag{4.13}
\end{equation*}
$$

where we used that $\left(\alpha_{1}^{1}\right)^{2}=\frac{k\left(k^{2}-1\right)}{12}$. Then, the OPE implies

$$
\begin{align*}
& \frac{4}{3} k^{2}\left(k^{2}-1\right)[2 N-k] \xi^{2}+\frac{16 k\left(k^{2}-1\right)}{3}\left[\xi^{2}+\xi^{3}+2 \xi^{3} \log \xi+\sum_{n=1}^{\infty} \frac{(-1)^{n}(n+2)}{n} \xi^{n+3}\right] \\
& =\sum_{k} \xi^{\frac{\Delta_{k}}{2}} \sum_{n=0}^{\infty} \frac{\left(\frac{\Delta_{k}}{2}\right)_{n}\left(\frac{\Delta_{k}}{2}\right)_{n}}{\left(\Delta_{k}-1\right)_{n}} \frac{(-\xi)^{n}}{n!}\left[\left(\lambda_{i j}^{k}\right)^{(1)} a_{k}^{(0)}+\left(\lambda_{i j}^{k}\right)^{(0)} a_{k}^{(1)}+\right.  \tag{4.14}\\
& \left.\quad \times\left(\lambda_{i j}^{k}\right)^{(0)} a_{k}^{(0)} \Delta_{k}^{(1)}\left\{\Psi(\Delta-1)-\Psi(\Delta-1+n)-\Psi\left(\frac{\Delta}{2}\right)+\Psi\left(\frac{\Delta}{2}+n\right)+\frac{1}{2} \log \xi\right\}\right] .
\end{align*}
$$

Again, let us restrict to the case $\Delta=4$. We can compare the terms proportional to $\xi^{2}$ and to $\xi^{2} \log \xi$ in (4.14). From $\xi^{2} \log \xi$, we find

$$
\begin{equation*}
\lambda_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(0)} \operatorname{tr}^{4} a_{\operatorname{tr} Z^{4}}^{(0)} \Delta_{\operatorname{tr} Z^{4}}^{(1)}+\lambda_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(0)} \operatorname{tr} Z^{2} \operatorname{tr} Z^{2} a_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(0)} \Delta_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(1)}, \tag{4.15}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\Delta_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(1)}=0 . \tag{4.16}
\end{equation*}
$$

In other words, $\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}$ is a protected operator. Since both $\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}$ and $\operatorname{tr} Z^{4}$ are protected, their structure constants do not receive loop corrections [28, 29]

$$
\begin{equation*}
\lambda_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{\operatorname{tr} Z^{4}}=\lambda_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(1)} \operatorname{tr} Z^{2} \operatorname{tr} Z^{2}=0 . \tag{4.17}
\end{equation*}
$$

This leaves us with the following contribution from the $\xi^{2}$ term

$$
\begin{equation*}
a_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(1)}=\frac{8}{3} k\left(k^{2}-1\right)\left[2 N k-k^{2}+2\right], \tag{4.18}
\end{equation*}
$$

where we used that $\lambda_{\operatorname{tr} Z^{2} \operatorname{tr} Z^{2}}^{(0)} \operatorname{tr}^{3} \operatorname{tr} Z=0$. This can be directly checked by a calculation in the quantum field theoretic framework of [8]. Finally, from the two-point function $\left\langle\operatorname{tr} Z^{3} \operatorname{tr} Z\right\rangle$, we similarly obtain

$$
\begin{equation*}
a_{\operatorname{tr} Z^{3} \operatorname{tr} Z}^{(1)}=4 k\left(k^{2}-1\right) . \tag{4.19}
\end{equation*}
$$

Thus, from the OPE we are able to derive non-planar one-loop one-point functions of multi-trace operators.

### 4.1.2 BMN operators

In the case of the two-point function $\left\langle\operatorname{tr} Z^{J_{1}} \operatorname{tr} X^{J_{2}-1} \bar{Z}\right\rangle$, only single-trace operators in the $\mathrm{SU}(2)$ sector contribute in the OPE channel at leading $\xi$ and leading $N$. Moreover, the one-point functions have a distinct $k$ dependence, which allows us to extract certain structure constants exactly. Notice that one of our states has a single impurity such that the disconnected part of the two-point function vanishes.

For concreteness, let us look at the simple example $J_{1}=J_{2}=3$ first. In the limit $\xi \rightarrow 0$, this two-point function (3.11) behaves as

$$
\begin{equation*}
\left\langle\operatorname{tr} Z^{3} \operatorname{tr} X^{2} \bar{Z}\right\rangle_{\mathrm{c} .}=\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{k\left(k^{4}-1\right)}{80} \frac{1}{\xi} \frac{1}{x_{3}^{3} y_{3}^{3}}+O\left(\xi^{0}\right) \tag{4.20}
\end{equation*}
$$

We know that only two operators can propagate in the OPE channel: $\mathcal{K}$, a superconformal descendant of the Konishi primary operator, and $S_{-}^{2}\left[\operatorname{tr} Z^{4}\right]$, the second $\mathrm{SU}(2)$ descendant of the BPS vacuum $\operatorname{tr}\left(Z^{4}\right)$, see appendix A. In the planar limit, these operators diagonalise $M_{i j}$ :

$$
\begin{align*}
\mathcal{K} & =\operatorname{tr}\left(Z^{2} X^{2}\right)-\operatorname{tr}(Z X Z X)  \tag{4.21}\\
S_{-}^{2}\left[\operatorname{tr} Z^{4}\right] & =8 \operatorname{tr}\left(Z^{2} X^{2}\right)+4 \operatorname{tr}(Z X Z X) \tag{4.22}
\end{align*}
$$

Their one-point functions are

$$
\begin{align*}
\langle\mathcal{K}\rangle & =-\frac{k\left(1-k^{2}\right)}{24} \frac{1}{x_{3}^{4}},  \tag{4.23}\\
\left\langle S_{-}^{2}\left[\operatorname{tr} Z^{4}\right]\right\rangle & =\frac{k\left(1-k^{2}\right)\left(7-3 k^{2}\right)}{60} \frac{1}{x_{3}^{4}} . \tag{4.24}
\end{align*}
$$

Again from the bulk OPE, we can fix the two structure constants by the non-trivial $k$ dependence of the one-point functions:

$$
\begin{equation*}
\lambda_{\operatorname{tr} Z^{3} \operatorname{tr} X^{2} \bar{Z}^{\mathcal{K}}}=\frac{g_{\mathrm{YM}}^{2}}{4 \pi^{2}}, \quad \lambda_{\operatorname{tr} Z^{3} \operatorname{tr} X^{2} \bar{Z}^{S_{-}^{2}}\left[\operatorname{tr} Z^{4}\right]}=\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \tag{4.25}
\end{equation*}
$$

From this, we can compute the structure constants of these operators in the planar limit. If we normalise all operators such that they have two-point functions which are normalised to unity far away from the defect, then

$$
\begin{equation*}
\bar{\lambda}_{\operatorname{tr} Z^{3} \operatorname{tr} X^{2} \bar{Z} \overline{\mathcal{K}}}=\frac{1}{N}+O\left(\frac{1}{N^{2}}\right), \quad \bar{\lambda}_{\operatorname{tr} Z^{3} \operatorname{tr} X^{2} \bar{Z} S_{-}^{2}\left[\operatorname{tr} \bar{Z}^{4}\right]}=\frac{\sqrt{2}}{N}+O\left(\frac{1}{N^{2}}\right) \tag{4.26}
\end{equation*}
$$

where $\bar{\lambda}$ stands for the normalised structure constant. This can easily be verified by explicit computation.

In the more general case of arbitrary odd $J_{1}=J$ and $J_{2}=2$, the operators which can appear in the OPE channel are the BMN operators $\mathcal{O}_{n}^{J-1}$ with $n=0,1,2, \ldots,(J-1) / 2[30]$, see e.g. [31] for the precise normalisation:

$$
\begin{align*}
\mathcal{O}_{n}^{J-1}=\frac{1}{\sqrt{J}} \frac{1}{(\sqrt{2})^{\delta_{n, 0}}}\left(\frac{4 \pi^{2}}{g_{\mathrm{YM}}^{2} N}\right)^{\frac{J+1}{2}}\{ & \sum_{m=0}^{(J-3) / 2} 2 \cos \left(\frac{\pi n(2 m+1)}{J}\right) \operatorname{tr}\left(X Z^{m} X Z^{J-m-1}\right) \\
& \left.+\cos (\pi n) \operatorname{tr}\left(X Z^{\frac{J-1}{2}} X Z^{\frac{J-1}{2}}\right)\right\} \tag{4.27}
\end{align*}
$$

where the case $n=0$ corresponds to a descendant of the vacuum. We again work in the planar limit. Next, we need to consider the two-point function. To leading order in the $\xi \rightarrow 0$ limit, the two-point function (3.11) reduces to

$$
\begin{equation*}
\left\langle\operatorname{tr} Z^{J} \operatorname{tr} X^{2} \bar{Z}\right\rangle \rightarrow \frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} J\left[\mathcal{B}_{J+2}-\frac{k^{2}-1}{4} \mathcal{B}_{J}\right] \frac{1}{\xi} \frac{1}{x_{3}^{J} y_{3}^{3}}+O\left(\xi^{0}\right) . . \tag{4.28}
\end{equation*}
$$

Again, there are two types of states running in the OPE channel: the descendant of the vacuum and Bethe states with non-trivial momentum. The one-point function of the descendant follows directly from appendix A:

$$
\begin{equation*}
a_{\mathcal{O}_{0}^{J-1}}=-2^{J+1} \sqrt{\frac{2}{J}}\left(\frac{4 \pi^{2}}{g_{\mathrm{YM}}^{2} N}\right)^{\frac{J+1}{2}} \mathcal{B}_{J+2} . \tag{4.29}
\end{equation*}
$$

Note that $\mathcal{O}_{n}^{J-1}$ is normalised to have a unit-normalised two-point function far away from the defect, which affects its one-point function. The one-point functions of the Bethe states take the form [11]

$$
\begin{equation*}
a_{\mathcal{O}_{n}^{J-1}}=2^{J+1}\left(\frac{4 \pi^{2}}{g_{\mathrm{YM}}^{2} N}\right)^{\frac{J+1}{2}} \frac{1}{\sqrt{J}} \sqrt{\frac{u_{n}^{2}+\frac{1}{4}}{u_{n}^{2}}} \sum_{j=\frac{1-k}{2}}^{\frac{k-1}{2}} j^{L} \frac{u_{n}^{2}\left(u_{n}^{2}+\frac{k^{2}}{4}\right)}{\left[u_{n}^{2}+\left(j-\frac{1}{2}\right)^{2}\right]\left[u_{n}^{2}+\left(j+\frac{1}{2}\right)^{2}\right]}, \tag{4.30}
\end{equation*}
$$

where $u_{n}=\frac{1}{2} \cot \frac{\pi n}{J}$. From appendix B, we can recast the structure constant side of the OPE as a sum over $\mathcal{B}_{m}$ 's, which allows us to determine the structure constants $\lambda$ by comparing coefficients in front of the different Bernoulli polynomials. Moreover, we can write the two-point function side of the OPE also in terms of Bernoulli polynomials via

$$
\begin{equation*}
\frac{k^{2}-1}{4} \mathcal{B}_{L-1}=\frac{L+1}{L-1} \mathcal{B}_{L+1}-2 \sum_{n=1}^{L / 2} b_{L-2 n+2} \frac{\Gamma(L-1)}{\Gamma(2 n-2) \Gamma(L-2 n+3)} \mathcal{B}_{2 n-1} \tag{4.31}
\end{equation*}
$$

where $b_{n}$ is the $n$th Bernoulli number.
By then considering the coefficient in front of $\mathcal{B}_{J+2}$, we can immediately read off the structure constant of the descendant operator. More precisely, we have

Again, the $\bar{\lambda}$ stands for the structure constants where all the operators are normalised to have unit two-point functions far away from the defect. More generally, we obtain the structure constants

$$
\begin{equation*}
\bar{\lambda}_{\operatorname{tr} Z^{J} \operatorname{tr} X^{2} \bar{Z} \overline{\mathcal{O}_{n}^{J-1}}}=\frac{1}{N} \frac{2 \cos \left(\frac{\pi n}{J}\right)}{(\sqrt{2})^{\delta_{n, 0}}} . \tag{4.33}
\end{equation*}
$$

The above structure constants can also be computed directly using the standard Wick contractions of $\mathcal{N}=4$ SYM theory and the result obtained in this way fully agrees with the above result.

More excitations. For more than two excitations, the situation changes. As can be seen from appendix B, the one-point functions of an operator in the $\operatorname{SU}(2)$ sector with length $L$ and $M$ excitations are polynomials of degree $L-M+1$ in $k$. In particular, the number of constraints that the OPE imposes grows linearly with the length of the operators. However, it can be quickly seen that the number of Bethe states grows polynomially. For example, for four excitations, the number of Bethe states with paired rapidities grows quadratically in $L$. This means that the structure constants after a certain length will not be completely fixed from just the leading contribution to the connected two-point function. However, more constraints arise if one goes to subleading order and in this way the structure constants can always be derived.

For some states, one can nevertheless fix the structure constant for any length from the leading order. Since the one-point functions have degree $L-M+1$, descendants have a different degree than Bethe states. In particular, the only state with a term $k^{L+1}$ is the $M$ th descendant of the vacuum, which according to appendix A has the following one-point function to leading order

$$
\begin{equation*}
a_{S_{-}^{M}\left[\operatorname{tr} Z^{L}\right]}=-2^{L+1} \frac{M!\left(\frac{L}{2}\right)!}{\left(\frac{M}{2}\right)!\left(\frac{L-M}{2}\right)!} \mathcal{B}_{L+1} . \tag{4.34}
\end{equation*}
$$

This allows us to compute the corresponding structure constant in the planar limit

$$
\begin{equation*}
\bar{\lambda}_{\operatorname{tr} Z^{L-M} \operatorname{tr} X^{M} \bar{Z} S_{-}^{M}\left[\operatorname{tr} \bar{Z}^{L}\right]}=\frac{1}{N} \sqrt{\frac{(L-M)!M!}{(L-2)!}} \tag{4.35}
\end{equation*}
$$

### 4.2 Boundary operator expansion

Let us now move on to the BOE (2.15). We can use our bulk-bulk two-point functions (3.5), (3.7) and (3.9) to find bulk-to-boundary couplings.

In order to equate our bulk-bulk two-point functions to the boundary expansion (2.15), we need to express them in terms of the boundary conformal blocks $F_{\text {bdy }}$ defined in (2.16). In fact, we have the following identities relating the hypergeometric functions in the twopoint functions to $F_{\text {bdy }}$ :

$$
\begin{align*}
\frac{{ }_{2} F_{1}\left(\Delta-1, \Delta ; 2 \Delta ;-\xi^{-1}\right)}{\xi^{\Delta}} & =F_{\mathrm{bdy}}(\Delta, \xi)+\frac{1}{2} F_{\mathrm{bdy}}(\Delta+1, \xi)+\frac{1-\Delta^{2}}{\frac{1}{4}-\Delta^{2}} \frac{F_{\mathrm{bdy}}(\Delta+2, \xi)}{16} \\
\frac{\xi}{\xi+1} \frac{{ }_{2} F_{1}\left(\Delta-1, \Delta ; 2 \Delta ;-\xi^{-1}\right)}{\xi^{\Delta}} & =F_{\mathrm{bdy}}(\Delta, \xi)-\frac{1}{2} F_{\mathrm{bdy}}(\Delta+1, \xi)+\frac{1-\Delta^{2}}{\frac{1}{4}-\Delta^{2}} \frac{F_{\mathrm{bdy}}(\Delta+2, \xi)}{16}, \\
\frac{{ }_{2} F_{1}\left(\Delta, \Delta ; 2 \Delta ;-\xi^{-1}\right)}{\xi^{\Delta}} & =F_{\mathrm{bdy}}(\Delta, \xi)+\frac{\Delta(\Delta+1)}{\frac{1}{4}-\Delta^{2}} \frac{F_{\mathrm{bdy}}(\Delta+2, \xi)}{16} . \tag{4.36}
\end{align*}
$$

This allows us to immediately compare the two-point functions (3.5), (3.7) and (3.9) to the boundary conformal block structure (2.15). In particular, we find

$$
\begin{align*}
\sum_{i} \mu_{\operatorname{tr} Z^{J_{1}}}^{\hat{\mathcal{O}}_{i}} \mu_{\operatorname{tr} \bar{Z}^{J_{2}} \hat{\mathcal{O}}_{i}} F_{\mathrm{bdy}}\left(\Delta_{i}, \xi\right)= & \frac{g_{\mathrm{YM}}^{2} J_{1} J_{2} 2^{J_{1}+J_{2}}}{16 \pi^{2}} \sum_{\ell=0}^{\infty} \frac{\alpha_{\ell}^{J_{1}-1} \alpha_{\ell}^{J_{2}-1}}{\binom{2 \ell+1}{\ell+1}}\left[F_{\mathrm{bdy}}(\ell+1, \xi)\right. \\
& \left.+\frac{1}{2} F_{\mathrm{bdy}}(\ell+2, \xi)+\frac{1}{4} \frac{\ell(\ell+2)}{(2 \ell+1)(2 \ell+3)} F_{\mathrm{bdy}}(\ell+3, \xi)\right], \tag{4.37}
\end{align*}
$$

$$
\begin{align*}
\sum_{i} \mu_{\operatorname{tr} Z^{J_{1}}}^{\hat{\mathcal{O}}_{i}} \mu_{\operatorname{tr} Z^{J_{2}} \hat{\mathcal{O}}_{i}} F_{\mathrm{bdy}}\left(\Delta_{i}, \xi\right)= & \frac{g_{\mathrm{YM}}^{2} J_{1} J_{2} 2^{J_{1}+J_{2}}}{16 \pi^{2}} \sum_{\ell=0}^{\infty} \frac{\alpha_{\ell}^{J_{1}-1} \alpha_{\ell}^{J_{2}-1}}{\binom{2 \ell+1}{\ell+1}}\left[F_{\mathrm{bdy}}(\ell+1, \xi)\right. \\
& \left.-\frac{1}{2} F_{\mathrm{bdy}}(\ell+2, \xi)+\frac{1}{4} \frac{\ell(\ell+2)}{(2 \ell+1)(2 \ell+3)} F_{\mathrm{bdy}}(\ell+3, \xi)\right]  \tag{4.38}\\
\sum_{i} \mu_{\operatorname{tr} Z^{J_{1}}} \hat{\mathcal{O}}_{i} \mu_{\operatorname{tr} X^{J_{2}} \hat{\mathcal{O}}_{i}} F_{\mathrm{bdy}}\left(\Delta_{i}, \xi\right)= & \frac{g_{\mathrm{YM}}^{2} J_{1} J_{2} 2^{J_{1}+J_{2}}}{16 \pi^{2}} \sum_{\ell=1}^{\infty} \frac{i^{\ell+1}}{2^{\ell}} \frac{\binom{\ell \ell-1}{2} \alpha_{\ell}^{J_{1}-1} \alpha_{\ell}^{J_{2}-1}}{\binom{2 \ell+1}{\ell+1}} \\
& \times\left[F_{\mathrm{bdy}}(\ell+1, \xi)+\frac{1}{4} \frac{(\ell+1)(\ell+2)}{1-4(\ell+1)^{2}} F_{\mathrm{bdy}}(\ell+3, \xi)\right] \tag{4.39}
\end{align*}
$$

Since the hypergeometric functions are independent, we can directly read off the spectrum and the bulk-to-boundary couplings $\mu$. More precisely, we find that the spectrum running in the boundary channel has $\Delta=1,2, \ldots, \min \left(J_{1}, J_{2}, k\right)+2$. Let us group the sum on the left-hand side according to conformal dimension $\sum_{i}=\sum_{\Delta} \sum_{i: \Delta_{i}=\Delta}$. Then, we find the following set of equations for the bulk-to-boundary couplings:

$$
\begin{aligned}
& \sum_{i: \Delta_{i}=\Delta} \frac{\mu_{\operatorname{tr} Z^{J_{1}}} \hat{\mathcal{O}}_{i}}{g_{\operatorname{tr}} \bar{Z}^{J_{2}} \hat{\mathcal{O}}_{i}}{ }_{\frac{g_{\mathrm{YM}}}{16 \pi^{2}} J_{1} J_{2} 2^{J_{1}+J_{2}}}=\frac{\alpha_{\Delta-1}^{J_{1}-1} \alpha_{\Delta-1}^{J_{2}-1}}{\binom{2-1}{\Delta}}+\frac{\alpha_{\Delta-2}^{J_{1}-1} \alpha_{\Delta-2}^{J_{2}-1}}{2\binom{2-3}{\Delta-1}}+\frac{(\Delta-1)(\Delta-3)}{(2 \Delta-3)(2 \Delta-5)} \frac{\alpha_{\Delta-3}^{J_{1}-1} \alpha_{\Delta-3}^{J_{2}-1}}{4\binom{2 \Delta-5}{\Delta-2}},
\end{aligned}
$$

$$
\begin{align*}
& \sum_{i: \Delta_{i}=\Delta} \frac{\mu_{\operatorname{tr} Z^{J_{1}}} \hat{\mathcal{O}}_{i} \mu_{\operatorname{tr} X^{J_{2}} \hat{\mathcal{O}}_{i}}}{\frac{g_{\mathrm{MM}}^{2}}{16 \pi^{2}} J_{1} J_{2} 2^{J_{1}+J_{2}}}=\frac{\binom{\Delta-1}{\frac{\Delta-2}{2}} \alpha_{\Delta-1}^{J_{1}-1} \alpha_{\Delta-1}^{J_{J}-1}}{i^{-\Delta} 2^{\Delta-1}\binom{2 \Delta-1}{\Delta}}-\frac{\binom{\Delta-3}{\frac{\Delta-4}{2}} \alpha_{\Delta-3}^{J_{1}-1} \alpha_{\Delta-3}^{J_{2}-1}}{i^{-\Delta} 2^{\Delta-1}\binom{2 \Delta-5}{\Delta-2}} \frac{(\Delta-2)(\Delta-1)}{1-4(\Delta-2)^{2}}, \tag{4.40}
\end{align*}
$$

where $\alpha_{-1}^{J}=\alpha_{-2}^{J}=0$ and the binomial $\left(\frac{\Delta-1}{2}\right)$ is understood to vanish for $\Delta<1$. Notice furthermore that, since $\alpha_{n}^{J}=0$ if $J+n=$ odd, at most one or two terms in the above expression actually contribute.

Let us now consider $\Delta=2$ with $J_{1}=J_{2}=2$. Two kinds of multiplets on the boundary can in principle contribute, cf. appendix D ; they transform as $(0,0)$ and $(2,0)$ of $\mathrm{SO}(3)_{C} \times \mathrm{SO}(3)_{E}$, respectively. Thus, we find from (4.40)

$$
\begin{equation*}
\sum_{\alpha}\left(\mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}}\right)^{2}+\sum_{\beta}\left(\mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}}\right)^{2}=\frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{4 \times 2^{4}\left(\alpha_{1}^{1}\right)^{2}}{3} \tag{4.41}
\end{equation*}
$$

and

$$
\begin{align*}
& \sum_{\alpha} \mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}} \mu_{\operatorname{tr} X^{2} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}}+\sum_{\beta} \mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}} \mu_{\operatorname{tr} X^{2} \hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}} \\
&=-\frac{1}{2} \frac{g_{\mathrm{YM}}^{2}}{16 \pi^{2}} \frac{4 \times 2^{4}\left(\alpha_{1}^{1}\right)^{2}}{3} \tag{4.42}
\end{align*}
$$

We have chosen a real basis of boundary operators which is furthermore unit-normalised with respect to their respective boundary-boundary two-point functions. It follows that we can freely raise and lower the second index on $\mu$.

As shown in appendix D, we have

$$
\begin{equation*}
\mu_{\operatorname{tr} X^{2} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}}=\mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}}, \quad \mu_{\operatorname{tr} X^{2} \hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}}=-\frac{1}{2} \mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}} . \tag{4.43}
\end{equation*}
$$

Combining this with (4.41) and (4.42) yields

$$
\begin{equation*}
\sum_{\alpha}\left(\mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}}\right)^{2}=0, \quad \sum_{\beta}\left(\mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}}\right)^{2}=\frac{g_{\mathrm{YM}}^{2}}{\pi^{2}} \frac{4\left(\alpha_{1}^{1}\right)^{2}}{3} . \tag{4.44}
\end{equation*}
$$

By $\mathrm{SO}(3)_{E}$ symmetry, we have $\mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{i}}=\mu_{\operatorname{tr}} \bar{Z}^{2} \hat{\mathcal{O}}_{i}$ for any $\hat{\mathcal{O}}_{i}$ which is a singlet under $\mathrm{SO}(3)_{E}$. But then $\mu_{\operatorname{tr} Z^{2} \hat{O}_{[2,(0,0)], \alpha}}$ is real, and we conclude from (4.44) that

$$
\begin{equation*}
\mu_{\operatorname{tr} Z^{2} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}}=0, \tag{4.45}
\end{equation*}
$$

for all $\alpha$. As we see, the dimension-two $R$-singlets decouple to leading order in $g_{\mathrm{YM}}$. It is tempting to speculate that there is some symmetry underlying this result. We leave further investigation of this to future work.

## 5 Conclusions \& outlook

Numerous novel types of multi-point correlation functions appear when defects are introduced in a conformal field theory. With the present paper, we have initiated the calculation of such correlation functions in the case of a defect version of $\mathcal{N}=4$ SYM theory dual to the D5-D3 probe-brane system with background gauge field flux. Apart from being interesting in their own right, these correlation functions have the prospect of serving as input to the conformal bootstrap program both for $\mathcal{N}=4$ SYM theory itself $[32,33]$ and for its defect version $[2-4,14]$. We have illustrated this by using the knowledge of one- and two-point functions of the dCFT to extract structure constants of $\mathcal{N}=4$ SYM theory from the bulk OPE and bulk-to-boundary couplings from the BOE. This type of exploitation of the OPE and the associated crossing relations has also previously proven very efficient in accessing information about higher-loop correlation functions, e.g. the five-loop correction to the anomalous dimension of the Konishi operator [34].

In order to make further progress on the present dCFT, it is essential to derive the explicit form of the 3D defect action. So far, this has only been accomplished for the simpler case of $k=0$ [5]. We have already presented the complete spectrum of boundary operators in the case $k \neq 0$ in appendix D . The task is now to constrain the possible interaction terms involving these fields invoking the $\operatorname{OSp}(4 \mid 4)$ symmetry of the system.

There exists a couple of somewhat related defect versions of $\mathcal{N}=4$ SYM theory which in the string-theory language are generated by introducing a D7 probe-brane with geometry either $A d S_{4} \times S^{2} \times S^{2}$ or $A d S_{4} \times S^{4}$ and correspondingly with background gauge field flux on either $S^{2} \times S^{2}$ or on $S^{4}$. These defect CFTs, for which supersymmetry is
completely broken, have so far only been considered at tree level [35, 36]. It would be interesting to set up the perturbative program for these theories as well and in particular to investigate to which extent the absence of supersymmetry complicates or changes the present analysis. Another dCFT more closely related to the one considered in this paper is $\mathcal{N}=4$ SYM theory with a line defect which has exactly the same symmetry group as the present dCFT, namely $\operatorname{OSp}(4 \mid 4)$; see for instance [14]. As pointed out in [14], the part of the analysis pertaining to the boundary conformal bootstrap equations can be carried over to the case of the line defect. Developing the perturbative analysis of the corresponding dCFT would be interesting as well.

As mentioned earlier, it has previously been possible to match one-point functions calculated in the defect field theory with one-point functions calculated in the dual string theory in a certain double-scaling limit both at the classical [11, 25] and at the quantum level $[8,9]$. It would likewise be very interesting to perform a calculation of two-point functions in the string-theory language and to check the agreement with the field-theory prediction. Such a calculation would amount to evaluating a three-point function of classical strings in the spirit of $[26,27,37]$ with two strings ending at the $A d S_{5}$ boundary (at the insertion points of the two-point functions) and one ending on the D 5 -brane in the interior of $A d S_{5}$. Regarding correlation functions, the understanding of the dCFT is currently more complete than that of the corresponding probe-brane system and progress on the string-theory side would be very important for the further exploration of AdS/dCFT.
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## A One-point functions of descendants

In $[10,11]$, the tree-level one-point functions of primary operators in the $\mathrm{SU}(2)$ sector have been calculated via integrability as normalised overlaps of Bethe eigenstates with a matrix product state:

$$
\begin{equation*}
a_{\mathcal{O}_{L, M,\{u\}}}=2^{L}\left(\frac{4 \pi^{2}}{g_{\mathrm{YM}}^{2} N}\right)^{\frac{L}{2}} \frac{C_{k}}{\sqrt{L}}, \quad C_{k}=\frac{\left\langle\operatorname{MPS} \mid\left\{u_{j}\right\}\right\rangle}{\left\langle\left\{u_{j}\right\} \mid\left\{u_{j}\right\}\right\rangle^{1 / 2}} . \tag{A.1}
\end{equation*}
$$

Notice that in this definition the operators $\mathcal{O}_{L, M,\{u\}}$ are primary and normalised such that $M_{i j}=\delta_{i j}$ in the planar limit. Extra care needs to be taken in the case of one-point functions for descendant operators, which are the topic of this appendix.

Descendant states can be obtained from the highest weight Bethe eigenstates by sending some of the rapidities to infinity. This process is most cleanly described using the coordinate Bethe ansatz, where it holds that [38]

$$
\begin{equation*}
\lim _{u_{k} \rightarrow \infty}\left|\left\{u_{j}\right\}\right\rangle^{\mathrm{co}}=S_{-}\left|\left\{u_{j}\right\}_{j \neq k}\right\rangle^{\mathrm{co}} . \tag{A.2}
\end{equation*}
$$

Let us carry this notation over to operators and denote the $N$ th descendant of some operator $\mathcal{O}$ by $S_{-}^{N}[\mathcal{O}]$. Explicitly, for a general operator $\mathcal{O}$ corresponding to a Bethe state $\left|\left\{u_{i}\right\}\right\rangle$

$$
\begin{equation*}
\mathcal{O}=\operatorname{tr} \prod_{l=1}^{L}\left(\langle\uparrow| \otimes X+\left\langle\psi_{l}\right| \otimes Y\right)\left|\left\{u_{i}\right\}\right\rangle \tag{A.3}
\end{equation*}
$$

the descendant is defined as

$$
\begin{equation*}
S_{-}^{A}[\mathcal{O}]=\operatorname{tr} \prod_{l=1}^{L}\left(\langle\uparrow|\left|\otimes X+\left\langle\psi_{l}\right| \otimes Y\right) S_{-}^{A}\left|\left\{u_{i}\right\}\right\rangle\right. \tag{A.4}
\end{equation*}
$$

For descendant states with $M$ finite and $N-M$ infinite roots, one has the following expression for the norm [38]:

$$
\begin{equation*}
{ }^{\mathrm{co}}\left\langle\left\{u_{j}, \infty^{N-M}\right\} \mid\left\{u_{j}, \infty^{N-M}\right\}\right\rangle^{\mathrm{co}}=\frac{(L-2 M)!(N-M)!}{(L-M-N)!}{ }^{\text {co }}\left\langle\left\{u_{j}\right\} \mid\left\{u_{j}\right\}\right\rangle^{\mathrm{co}} . \tag{A.5}
\end{equation*}
$$

For the overlap, we find a similar relation:

$$
\begin{equation*}
\left\langle\operatorname{MPS} \mid\left\{u_{j}, \infty^{N-M}\right\}\right\rangle^{\mathrm{co}}=\frac{(N-M)!\left(\frac{L}{2}-M\right)!}{\left(\frac{N-M}{2}\right)!\left(\frac{L-M-N}{2}\right)!}\left\langle\operatorname{MPS} \mid\left\{u_{j}\right\}\right\rangle^{\mathrm{co}^{\mathrm{co}}} . \tag{A.6}
\end{equation*}
$$

We have checked the above relation for chains up to $L=18$. In particular, one finds that

$$
\begin{equation*}
\left(S^{+}\right)^{N-M}|\mathrm{MPS}\rangle=\frac{(N-M)!\left(\frac{L}{2}-M\right)!}{\left(\frac{N-M}{2}\right)!\left(\frac{L-M-N}{2}\right)!}|\mathrm{MPS}\rangle+S^{-}|\cdots\rangle . \tag{A.7}
\end{equation*}
$$

where the second term vanishes upon taking the inner product with a Bethe state since Bethe states are highest weight states.

Summarising, from (A.5) and (A.6) we see that the one-point functions of descendant operators are proportional to those of the corresponding primary operators. The proportionality factor is a simple combinatorical factor depending on $L, M, N$.

## B Rewriting one-point functions

In this appendix, we will show that the tree-level one-point functions of operators from the $\mathrm{SU}(2)$ sector are polynomial in $k$. From the closed formula given in our earlier work [11], this nature of the $k$ dependence is not apparent. More precisely, the one-point function is given by

$$
\begin{equation*}
C_{k}=2^{L-1} C_{2} \sum_{j=\frac{1-k}{2}}^{\frac{k-1}{2}} j^{L} \prod_{i=1}^{M / 2} \frac{u_{i}^{2}\left(u_{i}^{2}+\frac{k^{2}}{4}\right)}{\left[u_{i}^{2}+\left(j-\frac{1}{2}\right)^{2}\right]\left[u_{i}^{2}+\left(j+\frac{1}{2}\right)^{2}\right]}, \tag{B.1}
\end{equation*}
$$

where $C_{2}$ is the one-point function for $k=2$. In general, $C_{k}$ will depend rationally on $k$, but we will show that the dependence becomes polynomial on solutions of the Bethe equations. The reason that this happens is that the above proportionality factor is given by the $\operatorname{SU}(2)$ transfer matrix in the $k$-dimensional representation [39]. Let us briefly review the form of the transfer matrix of the $\mathrm{SU}(2)$ spin chain using Baxter polynomials following [40].

Transfer matrix and Baxter polynomials. Define the Baxter polynomial of degree $M$ as

$$
\begin{equation*}
Q(u)=\prod_{i=1}^{M}\left(u-u_{i}\right) \tag{B.2}
\end{equation*}
$$

The transfer matrix in the fundamental representation $T_{1}$ satisfies the so-called Baxter TQ-relation

$$
\begin{equation*}
T_{1}(u) Q(u)=\left(u-\frac{i}{2}\right)^{L} Q(u+i)+\left(u+\frac{i}{2}\right)^{L} Q(u-i) \tag{B.3}
\end{equation*}
$$

Since $Q\left(u_{j}\right)=0$ by construction, analyticity of $T_{1}$ implies that

$$
\begin{equation*}
0=\left(u_{j}-\frac{i}{2}\right)^{L} Q\left(u_{j}+i\right)+\left(u_{j}+\frac{i}{2}\right)^{L} Q\left(u_{j}-i\right) \Rightarrow\left[\frac{u_{j}+\frac{i}{2}}{u_{j}-\frac{i}{2}}\right]^{L}=\prod_{i \neq j} \frac{u_{j}-u_{i}+i}{u_{j}-u_{i}-i} \tag{B.4}
\end{equation*}
$$

which are the Bethe equations. Assuming $Q$ to be real analytic, we then can recursively relate the transfer matrix for the $(n+1)$-dimensional representation to the one of the $n$-dimensional one as follows:

$$
\begin{equation*}
T_{n}(u) Q\left(u+\frac{i(n-1)}{2}\right)-T_{n-1}\left(u-\frac{i}{2}\right) Q\left(u+\frac{i(n+1)}{2}\right)=\left(u+\frac{i n}{2}\right)^{L} Q\left(u-\frac{i(n+1)}{2}\right) . \tag{B.5}
\end{equation*}
$$

This can be recursively solved:

$$
\begin{equation*}
T_{n}(u)=\sum_{a=-\frac{n}{2}}^{\frac{n}{2}}(u+i a)^{L} \frac{Q\left(u+\frac{n+1}{2} i\right) Q\left(u-\frac{n+1}{2} i\right)}{Q\left(u+\left(a-\frac{1}{2}\right) i\right) Q\left(u+\left(a+\frac{1}{2}\right) i\right)} . \tag{B.6}
\end{equation*}
$$

Coming back to our formula of one-point functions, recall that all rapidities are paired, i.e. $u_{i}=-u_{M / 2+i}$. This implies that we can write (B.1) in terms of Baxter polynomials

$$
\begin{equation*}
C_{k}=2^{L-1} C_{2} \sum_{j=\frac{1-k}{2}}^{\frac{k-1}{2}} j^{L} \frac{Q(0) Q\left(\frac{i k}{2}\right)}{Q\left(\left(j-\frac{1}{2}\right) i\right) Q\left(\left(j+\frac{1}{2}\right) i\right)} \tag{B.7}
\end{equation*}
$$

Comparing this against (B.6), we immediately see that

$$
\begin{equation*}
C_{k}=(2 i)^{L} \frac{Q(0)}{Q\left(\frac{i k}{2}\right)} \frac{T_{k-1}(0)}{2} C_{2} . \tag{B.8}
\end{equation*}
$$

Baxter polynomials. Next, we make the $k$ dependence of the one-point function explicit. To that end, we notice that the product of Baxter polynomials in the denominator of the transfer matrix can be partially fractioned via

$$
\begin{align*}
\frac{j^{L}}{Q\left(\left(j-\frac{1}{2}\right) i\right) Q\left(\left(j+\frac{1}{2}\right) i\right)}=-\sum_{i=1}^{M / 2} \frac{1}{Q^{\prime}\left(u_{i}\right)}( & \frac{u_{i}+\frac{i}{2}}{Q\left(u_{i}+i\right)}\left[\frac{j^{L-1}}{j-i\left(u_{i}+\frac{i}{2}\right)}+\frac{j^{L-1}}{j+i\left(u_{i}+\frac{i}{2}\right)}\right] \\
& \left.-\frac{u-\frac{i}{2}}{Q\left(u_{i}-i\right)}\left[\frac{j^{L-1}}{j-i\left(u_{i}-\frac{i}{2}\right)}+\frac{j^{L-1}}{j+i\left(u_{i}-\frac{i}{2}\right)}\right]\right) \tag{B.9}
\end{align*}
$$

where we again used the fact that the rapidities are paired. Each term can be further simplified using the identity

$$
\begin{equation*}
\sum_{j=\frac{1-k}{2}}^{\frac{k-1}{2}} \frac{j^{L-1}}{j-a}=a^{L-1}\left[\Psi\left(\frac{1-k}{2}-a\right)-\Psi\left(\frac{1+k}{2}-a\right)\right]-2 \sum_{m=1}^{L / 2} a^{L-2 m} \mathcal{B}_{2 m-1} \tag{B.10}
\end{equation*}
$$

Using the fact that $L$ is even, we also have that $\sum \frac{j^{L-1}}{j-a}=\sum \frac{j^{L-1}}{j+a}$. This implies

$$
\begin{align*}
& \sum_{j=\frac{1-k}{2}}^{\frac{k-1}{2}} \frac{j^{L}}{Q\left(\left(j-\frac{1}{2}\right) i\right) Q\left(\left(j+\frac{1}{2}\right) i\right)}=\sum_{i} \frac{4 i^{L}}{Q^{\prime}\left(u_{i}\right)}\left\{\frac{i}{2} \frac{\left(u_{i}+\frac{i}{2}\right)^{L}}{Q\left(u_{i}+i\right)} \frac{k}{u_{i}^{2}+\frac{k^{2}}{4}}\right.  \tag{B.11}\\
& \quad+\sum_{m=1}^{L / 2}\left[\frac{\left(u_{i}+\frac{i}{2}\right)^{L-2 m+1}}{Q\left(u_{i}+i\right)}+\frac{\left(u_{i}-\frac{i}{2}\right)^{L-2 m+1}}{Q\left(u_{i}-i\right)}\right] \frac{\mathcal{B}_{2 m-1}}{i^{2 m}} \\
&\left.-\frac{i}{2}\left[\frac{\left(u_{i}+\frac{i}{2}\right)^{L}}{Q\left(u_{i}+i\right)}+\frac{\left(u_{i}-\frac{i}{2}\right)^{L}}{Q\left(u_{i}-i\right)}\right]\left[\Psi\left(-\frac{k}{2}-i u_{i}\right)-\Psi\left(\frac{k}{2}-i u_{i}\right)\right]\right\} .
\end{align*}
$$

Now let us compare the left- and right-hand side of the above equation. In particular, we see that in the limit $u_{1} \rightarrow \infty$ the left-hand side scales like $u_{1}^{-4}$. In order for the above equation to hold, this means that the right-hand side must display the same behaviour. It is easy to see that this implies that the sum in the second line only runs up to $\frac{L}{2}-M+1$. One indeed quickly checks that the coefficients in front of the Bernoulli polynomials with higher indices vanish. Then, upon using the Bethe equations (B.4), we arrive at

$$
\begin{align*}
& \sum_{j=\frac{1-k}{2}}^{\frac{k-1}{2}} \frac{j^{L}}{Q\left(\left(j-\frac{1}{2}\right) i\right) Q\left(\left(j+\frac{1}{2}\right) i\right)} \\
& =\sum_{i} \frac{4 i^{L}}{Q^{\prime}\left(u_{i}\right)} \frac{\left(u_{i}+\frac{i}{2}\right)^{L}}{Q\left(u_{i}+i\right)}\left\{\frac{i}{2} \frac{k}{u_{i}^{2}+\frac{k^{2}}{4}}+\sum_{m=1}^{\frac{L}{2}-M+1}\left[\frac{1}{\left(u_{i}+\frac{i}{2}\right)^{2 m-1}}-\frac{1}{\left(u_{i}-\frac{i}{2}\right)^{2 m-1}}\right] \frac{\mathcal{B}_{2 m-1}}{i^{2 m}}\right\} . \tag{B.12}
\end{align*}
$$

Define the conserved charges $q_{r}$ in the standard way as

$$
\begin{equation*}
q_{r}=\frac{i}{r-1}\left[\frac{1}{\left(u+\frac{i}{2}\right)^{r-1}}-\frac{1}{\left(u-\frac{i}{2}\right)^{r-1}}\right] . \tag{B.13}
\end{equation*}
$$

Then,

$$
\begin{align*}
& \sum_{j=\frac{1-k}{2}}^{\frac{k-1}{2}} \frac{j^{L}}{Q\left(\left(j-\frac{1}{2}\right) i\right) Q\left(\left(j+\frac{1}{2}\right) i\right)} \\
&=\sum_{i} \frac{4 i^{L}}{Q^{\prime}\left(u_{i}\right)} \frac{\left(u_{i}+\frac{i}{2}\right)^{L}}{Q\left(u_{i}+i\right)}\left[\frac{i}{2} \frac{k}{u_{i}^{2}+\frac{k^{2}}{4}}-\sum_{m=1}^{\frac{L}{2}-M+1} \frac{(2 m-1) q_{2 m}\left(u_{i}\right)}{i^{2 m-1}} \mathcal{B}_{2 m-1}\right] \tag{B.14}
\end{align*}
$$

We can now insert this into (B.7) to obtain

$$
\begin{equation*}
C_{k}=2 C_{2}(2 i)^{L} \sum_{i} \frac{Q(0)}{Q^{\prime}\left(u_{i}\right)} \frac{\left(u_{i}+\frac{i}{2}\right)^{L}}{Q\left(u_{i}+i\right)}\left[\frac{\frac{i k}{2} Q\left(\frac{i k}{2}\right)}{u_{i}^{2}+\frac{k^{2}}{4}}-Q\left(\frac{i k}{2}\right) \sum_{m=1}^{\frac{L}{2}-M+1} \frac{(2 m-1) q_{2 m}\left(u_{i}\right)}{i^{2 m-1}} \mathcal{B}_{2 m-1}\right] \tag{B.15}
\end{equation*}
$$

Notice that both terms are polynomial in $k$ since $Q\left(\frac{i k}{2}\right)=\prod_{i}\left[u_{i}^{2}+\frac{k^{2}}{4}\right]$. We see that the one-point function is a polynomial of degree $L-M+1$.

## C Fuzzy spherical harmonics and their products

In this appendix, our conventions for the fuzzy spherical harmonics $\hat{Y}_{\ell}^{m}$ with $\ell=0, \ldots, k-1$ and $m=-\ell, \ldots,+\ell$ are laid out. In evaluating traces, we exploit a number of useful identities for the fuzzy spherical harmonics including formulas for the expansion coefficients of the $\operatorname{SU}(2)$ generators $t_{i}$ in terms of $\hat{Y}_{\ell}^{m}$.

The fuzzy spherical harmonics $\hat{Y}_{\ell}^{m}$ of dimension $k \times k$ are given by $\hat{Y}_{\ell}^{m}=\left[\hat{Y}_{\ell}^{m}\right]_{n, n^{\prime}} E_{n^{\prime}}^{n}$, where the matrix elements are [41, 42]

$$
\left[\hat{Y}_{\ell}^{m}\right]_{n, n^{\prime}}=(-1)^{k-n} \sqrt{2 \ell+1}\left(\begin{array}{ccc}
\frac{k-1}{2} & \ell & \frac{k-1}{2}  \tag{C.1}\\
n-\frac{k+1}{2} & m & -n^{\prime}+\frac{k+1}{2}
\end{array}\right), \quad n, n^{\prime}=1, \ldots, k
$$

and the parenthesis denotes a Wigner $3 j$ symbol. They are normalised to satisfy $\left(\hat{Y}_{\ell}^{m}\right)^{\dagger}=$ $(-1)^{m} \hat{Y}_{\ell}^{-m}$ and $\operatorname{tr}\left(\hat{Y}_{\ell_{1}}^{m_{1}}\left(\hat{Y}_{\ell_{2}}^{m_{2}}\right)^{\dagger}\right)=\delta_{\ell_{1}, \ell_{2}} \delta_{m_{1}, m_{2}}$. The product of fuzzy spherical harmonics can again be expanded in fuzzy spherical harmonics:

$$
\begin{equation*}
\hat{Y}_{\ell_{1}}^{m_{1}} \hat{Y}_{\ell_{2}}^{m_{2}}=\sum_{\ell_{3}=0}^{k-1} \sum_{m_{3}=-\ell_{3}}^{\ell_{3}} F_{\ell_{1} m_{1} \ell_{2} m_{2}}^{\ell_{3} m_{3}} \hat{\ell}_{\ell_{3}}^{m_{3}} \tag{C.2}
\end{equation*}
$$

with fusion coefficients

$$
\begin{align*}
F_{\ell_{1} m_{1} \ell_{2} m_{2}}^{\ell_{3} m_{3}}= & (-1)^{\ell_{1}+\ell_{2}+\ell_{3}+m_{3}} \sqrt{\left(2 \ell_{1}+1\right)\left(2 \ell_{2}+1\right)\left(2 \ell_{3}+1\right)} \\
& \times\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
m_{1} & m_{2} & -m_{3}
\end{array}\right)\left\{\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
\frac{k-1}{2} & \frac{k-1}{2} & \frac{k-1}{2}
\end{array}\right\}, \tag{C.3}
\end{align*}
$$

where the curly bracket denotes a $6 j$ symbol. The fuzzy spherical harmonics thus satisfy an algebra, the fusion algebra of fuzzy spherical harmonics [42]. Since the fusion coefficients $F_{\ell_{1} m_{1} \ell_{2} m_{2}}^{\ell_{3} m_{3}}$ have a Wigner $3 j$ symbol as a factor, it is useful to recall the selection rules for Wigner $3 j$ symbols, which are essentially addition of angular momenta. Consider the $3 j$ symbol in the fusion coefficients

$$
\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3}  \tag{C.4}\\
m_{1} & m_{2} & -m_{3}
\end{array}\right) .
$$

This is zero unless: (1) $m_{i}$ is one of the values $-\ell_{i},-\ell_{i}+1, \ldots, \ell_{i}-1, \ell_{i}$, (2) the $\ell_{i}$ 's satisfy the triangular condition $\left|\ell_{1}-\ell_{2}\right| \leq \ell_{3} \leq \ell_{1}+\ell_{2}$ and (3) $m_{3}=m_{1}+m_{2}$. Besides, (4) $\ell_{1}+\ell_{2}+\ell_{3}$ must be an integer and further an even integer if all the magnetic quantum numbers are zero $m_{1}=m_{2}=m_{3}=0$.

Trace formulas and $\alpha_{m}^{L}$ coefficients. Since the fuzzy spherical harmonics span the space of $k \times k$ matrices, any matrix can be decomposed as an expansion in $\hat{Y}_{\ell}^{m}$ [42]. In our conventions, the generators have the expansion

$$
\begin{align*}
& t_{1}=\frac{(-1)^{k+1}}{2} \sqrt{\frac{k\left(k^{2}-1\right)}{6}}\left(\hat{Y}_{1}^{-1}-\hat{Y}_{1}^{1}\right),  \tag{C.5}\\
& t_{2}=i \frac{(-1)^{k+1}}{2} \sqrt{\frac{k\left(k^{2}-1\right)}{6}}\left(\hat{Y}_{1}^{-1}+\hat{Y}_{1}^{1}\right),  \tag{C.6}\\
& t_{3}=\frac{(-1)^{k+1}}{2} \sqrt{\frac{k\left(k^{2}-1\right)}{3}} \hat{Y}_{1}^{0} . \tag{C.7}
\end{align*}
$$

Any trace of products of $t_{i} \mathrm{~S}$ and $\hat{Y}_{\ell}^{m}$ s can then be expressed in terms of sums of products of the fusion coefficients defined above (C.3).

The expansion of $t_{3}^{L}$ can be found from the expansion of $t_{3} \sim \hat{Y}_{1}^{0}$ using the fusion algebra of fuzzy spherical harmonics. The expansion takes the form

$$
\begin{equation*}
t_{3}^{L}=\sum_{\ell=0}^{L} \alpha_{\ell}^{L} \hat{Y}_{\ell}^{0} \tag{C.8}
\end{equation*}
$$

where the coefficients $\alpha_{\ell}^{L}$ are then given by

$$
\begin{equation*}
\alpha_{\ell}^{L}=\left(\frac{(-1)^{k+1}}{2} \sqrt{\frac{k\left(k^{2}-1\right)}{3}}\right)^{L} \sum_{\lambda_{1}} \cdots \sum_{\lambda_{L-2}} F_{1010}^{\lambda_{1} 0} \prod_{i=1}^{L-3} F_{\lambda_{i} 010}^{\lambda_{i+1} 0} F_{\lambda_{L-2} 010}^{\ell 0} \tag{C.9}
\end{equation*}
$$

The possible form follows from the selection rules of $3 j$ symbols from which we further see that only even (odd) $\ell$ contributes for even (odd) $L$.

In general, the formula (C.9) for $\alpha_{\ell}^{L}$ contains many terms: one term for each lattice walk from 1 to a given number $0 \leq \ell \leq L$ in $L-2$ steps. In the following, we reduce the computational complexity from exponential in $L$ to polynomial in $L$; the resulting expressions are given in (C.22).

If we are interested in $\alpha_{L}^{L}$, i.e. the coefficient of the highest spin fuzzy harmonic in the expansion of $t_{3}^{L}$, the sum reduces to a single term:

$$
\begin{equation*}
\alpha_{L}^{L}=\frac{(-1)^{(k+1) L}}{2^{L}}\left(\frac{k\left(k^{2}-1\right)}{3}\right)^{\frac{L}{2}} F_{1010}^{20} F_{2010}^{30} \ldots F_{L-1010}^{L 0} \tag{C.10}
\end{equation*}
$$

By inserting the explicit expressions for the fusion coefficients and the Wigner symbols therein, one finds a simple formula for the coefficient of the highest spin contribution to $t_{3}^{L}$ :

$$
\begin{equation*}
\alpha_{L}^{L}=\frac{(-1)^{k+1}}{\sqrt{2 L+1}\left({ }_{L}^{2 L}\right)} \sqrt{\frac{\Gamma(k+L+1)}{\Gamma(k-L)}} . \tag{C.11}
\end{equation*}
$$

For $L$ even, $\operatorname{tr}\left(t_{3}^{L}\right)=-2 \mathcal{B}_{L+1}$ with $\mathcal{B}$ defined in (3.6). Furthermore, the trace of a fuzzy spherical harmonic is zero for all $\ell, m$ except $\ell=m=0$, which has the $\operatorname{trace} \operatorname{tr}\left(\hat{Y}_{0}^{0}\right)=$
$(-1)^{k+1} \sqrt{k}$. Therefore, the coefficient of the lowest spin fuzzy harmonic $\ell=m=0$ in the expansion of $t_{3}^{L}$ is easy to evaluate

$$
\begin{equation*}
-2 \mathcal{B}_{L+1}=\operatorname{tr}\left(t_{3}^{L}\right)=\sum_{\ell=0}^{L} \alpha_{\ell}^{L} \operatorname{tr}\left(\hat{Y}_{\ell}^{0}\right)=\alpha_{0}^{L}(-1)^{k+1} \sqrt{k} \tag{C.12}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\alpha_{0}^{L}=2 \frac{(-1)^{k}}{\sqrt{k}} \mathcal{B}_{L+1} . \tag{C.13}
\end{equation*}
$$

This fact can be exploited to produce a numerically efficient recursion relation for the coefficients. Let $L+m$ be even but $m, L$ otherwise arbitrary. Since the fuzzy spherical harmonics are orthogonal, we have

$$
\begin{equation*}
-2 \mathcal{B}_{L+m+1}=\operatorname{tr}\left(t_{3}^{L+m}\right)=\operatorname{tr}\left(t_{3}^{L} t_{3}^{m}\right)=\sum_{\ell=0}^{\min (L, m)} \alpha_{\ell}^{L} \alpha_{\ell}^{m} . \tag{C.14}
\end{equation*}
$$

Assume without loss of generality that $m \leq L$. Thus,

$$
\begin{equation*}
\sum_{\ell=0}^{m} \alpha_{\ell}^{L} \alpha_{\ell}^{m}=\alpha_{m}^{L} \alpha_{m}^{m}+\sum_{\ell=0}^{m-1} \alpha_{\ell}^{L} \alpha_{\ell}^{m}=-2 \mathcal{B}_{L+m+1} \tag{C.15}
\end{equation*}
$$

or in other words

$$
\begin{equation*}
\alpha_{m}^{L}=\frac{1}{\alpha_{m}^{m}}\left(-2 \mathcal{B}_{L+m+1}-\sum_{\ell=0}^{m-1} \alpha_{\ell}^{L} \alpha_{\ell}^{m}\right) . \tag{C.16}
\end{equation*}
$$

Note that if $L+m$ was odd we would have gotten zero for the trace. This is a recursion relation for the coefficients as it only depends on $\alpha_{p}^{\ell}$ for $\ell<L$ and $p<m$ apart from the $\alpha_{m}^{m}$ which we know from the formula (C.11) above.

The recursion can be solved by an ansatz for the coefficients. Note that all the $L$ dependence comes from the $\alpha_{\ell}^{L}$ factor and that by reinserting the recursion this comes in the form of $\mathcal{B}_{L+\ell+1}$. Thus, we obtain the form

$$
\begin{equation*}
\alpha_{m}^{L}=\frac{2}{\alpha_{m}^{m}}\left(-\mathcal{B}_{L+m+1}+\sum_{\ell=0}^{m-1} \beta_{m}^{(\ell)} \mathcal{B}_{L+\ell+1}\right), \tag{C.17}
\end{equation*}
$$

with coefficients $\beta_{m}^{(\ell)}=0$ for $\ell$ even (odd) if $m$ is odd (even). Then, for a given $m$, there is one $\beta_{m}^{(\ell)}$ for each odd (even) number less than $m$. Furthermore, $\alpha_{m}^{L}=0$ for $m>L$, which in fact gives an equation for each odd (even) $L$ less than $m$. Therefore, the $\beta \mathrm{s}$ are in fact fixed by this requirement.

Specialising to odd $L$ and $m$ gives the equations

$$
\begin{equation*}
\mathcal{B}_{L+m+1}=\beta_{m}^{(1)} \mathcal{B}_{L+2}+\beta_{m}^{(3)} \mathcal{B}_{L+4}+\cdots+\beta_{m}^{(m-2)} \mathcal{B}_{L+m-1} \tag{C.18}
\end{equation*}
$$

for $L=1,3, \ldots, m-2$. These are linear equations and can be represented as a matrix equation for a vector $\beta_{m}=\left(\beta_{m}^{(1)}, \beta_{m}^{(3)}, \ldots, \beta_{m}^{(m-2)}\right)$ :

$$
\left(\begin{array}{cccc}
\mathcal{B}_{3} & \mathcal{B}_{5} & \ldots & \mathcal{B}_{m}  \tag{C.19}\\
\mathcal{B}_{5} & \mathcal{B}_{7} & \ldots & \mathcal{B}_{m+2} \\
\vdots & & \ddots & \\
\mathcal{B}_{m} & \mathcal{B}_{m+2} & \ldots & \mathcal{B}_{2 m-4}
\end{array}\right) \beta_{m}=\left(\begin{array}{c}
\mathcal{B}_{m+2} \\
\mathcal{B}_{m+4} \\
\vdots \\
\mathcal{B}_{2 m-1}
\end{array}\right)
$$

For even $L$ and $m$, the equations are

$$
\begin{equation*}
\mathcal{B}_{L+m+1}=\beta_{m}^{(0)} \mathcal{B}_{L+1}+\beta_{m}^{(2)} \mathcal{B}_{L+3}+\cdots+\beta_{m}^{(m-2)} \mathcal{B}_{L+m-1} \tag{C.20}
\end{equation*}
$$

for $L=0,2, \ldots, m-2$. These are also linear equations and can be represented as a matrix equation for a vector $\beta_{m}=\left(\beta_{m}^{(0)}, \beta_{m}^{(2)}, \ldots, \beta_{m}^{(m-2)}\right)$ :

$$
\left(\begin{array}{cccc}
\mathcal{B}_{1} & \mathcal{B}_{3} & \ldots & \mathcal{B}_{m-1}  \tag{C.21}\\
\mathcal{B}_{3} & \mathcal{B}_{5} & \ldots & \mathcal{B}_{m+1} \\
\vdots & & \ddots & \\
\mathcal{B}_{m-1} & \mathcal{B}_{m+1} & \ldots & \mathcal{B}_{2 m-3}
\end{array}\right) \beta_{m}=\left(\begin{array}{c}
\mathcal{B}_{m+1} \\
\mathcal{B}_{m+3} \\
\vdots \\
\mathcal{B}_{2 m-1}
\end{array}\right) .
$$

Thus defining the coefficient matrix as $M_{m}$ and the right-hand side as $b_{m}$, we can define another vector $\tilde{\beta}_{m}=\left(M_{m}^{-1} b_{m},-1\right)$ in terms of which the $\alpha_{m}^{L}$ introduced in (C.8) can be written as

$$
\begin{equation*}
\alpha_{m}^{L}=2(-1)^{k+1} \sqrt{2 m+1}\binom{2 m}{m} \sqrt{\frac{\Gamma(k-m)}{\Gamma(k+m+1)}} \sum_{\ell=0}^{m} \tilde{\beta}_{m}^{(\ell)} \mathcal{B}_{L+\ell+1}, \tag{C.22}
\end{equation*}
$$

where the sum is over all even (odd) numbers $0 \leq \ell \leq m$ for even (odd) $L$.
Finally, let us give the large $k$ expansion

$$
\alpha_{m}^{L}=(-1)^{k}\left(\frac{k}{2}\right)^{L+\frac{1}{2}} \sqrt{m+\frac{1}{2}} i^{m} \begin{cases}\frac{L}{L+1} \frac{\left(\frac{2-L}{2}\right)_{\frac{m-2}{2}}}{\left(\frac{L+3}{2}\right)_{\frac{m}{2}}} & L, m \text { even }  \tag{C.23}\\ \frac{\left(\frac{1-L}{2}\right)_{\frac{m-1}{2}}}{\left(\frac{L+2}{2}\right)_{\frac{m+1}{2}}} & L, m \text { odd }\end{cases}
$$

where $(a)_{n}$ is the Pochhammer symbol.
The other generators have a more involved expansion; however, in general all the coefficients are related to the $\alpha$ 's as

$$
\begin{equation*}
\operatorname{tr}\left(t_{1}^{L} \hat{Y}_{\ell}^{m}\right)=(-1)^{\frac{m-2 L}{2}} \operatorname{tr}\left(t_{2}^{L} \hat{Y}_{\ell}^{m}\right)=\frac{(-1)^{\frac{\ell+m}{2}}}{2^{\ell}} \sqrt{\frac{(\ell+m)!}{(\ell-m)!}} \frac{(\ell-m)!}{\left(\frac{\ell-m}{2}\right)!\left(\frac{\ell+m}{2}\right)!} \operatorname{tr}\left(t_{3}^{L} \hat{Y}_{l}^{0}\right) \tag{C.24}
\end{equation*}
$$

for $L, \ell, m$ all even or all odd; otherwise the traces give zero.

## D Boundary operators

In this appendix, we derive the spectrum of boundary operators that can occur at the defect. We first need to understand what fields we have available. On the defect, there is a dynamical 3D hypermultiplet consisting of the scalar $q$ and the fermion $\chi$ [5]. Both are in the fundamental of the $\mathrm{U}(N-k)$ gauge group. An additional class of boundary fields is obtained by taking suitable limits of the $x_{3}>0$ bulk fields, as we will now explain.

## D. 1 Gauge-covariant boundary fields

Due to the $x_{3}$-dependent mass terms, the fields outside the $(N-k)^{2}$ block fall of with some power of $x_{3}$ near the defect. From the explicit propagator (2.5) and the masses in table 1, we find

$$
\begin{equation*}
\left(\tilde{\phi}_{4,5,6}, A_{0,1,2}, c\right)_{\ell m}(x) \sim\left(x_{3}\right)^{\ell+1}, \quad\left(\tilde{\phi}_{1,2,3}, A_{3}, \psi_{1,2,3,4}\right)_{\ell m}(x) \sim\left(x_{3}\right)^{\ell} \tag{D.1}
\end{equation*}
$$

and $(n=1, \ldots, k$ and $a=k+1, \ldots, N$ are colour indices)

$$
\begin{equation*}
\left[\tilde{\phi}_{4,5,6}, A_{0,1,2}, c\right]_{n, a}(x) \sim\left(x_{3}\right)^{\frac{k+1}{2}}, \quad\left[\tilde{\phi}_{1,2,3}, A_{3}, \psi_{1,2,3,4}\right]_{n, a}(x) \sim\left(x_{3}\right)^{\frac{k-1}{2}} \tag{D.2}
\end{equation*}
$$

as $x_{3} \rightarrow 0^{+}$. We can thus define finite fields on the defect (denoted by adding a hat) as a limit scaled by the appropriate power of $x_{3}$, e.g.

$$
\begin{equation*}
\left(\hat{\phi}_{1}\right)_{\ell, m}(\boldsymbol{x})=\lim _{x_{3} \rightarrow 0^{+}}\left(x_{3}\right)^{-\ell}\left(\tilde{\phi}_{1}\right)_{\ell, m}(x) \tag{D.3}
\end{equation*}
$$

In order to construct physical operators, it is useful to have a basis of fields that transform in a simple way under the gauge symmetry. The BRST-variation of the bulk fields is [8]

$$
\begin{equation*}
s A_{\mu}=\mathrm{D}_{\mu} c=\partial_{\mu} c-i\left[A_{\mu}, c\right], \quad s \tilde{\phi}_{i}=-i\left[\phi_{i}, c\right], \quad s \psi_{i}=i\left\{\psi_{i}, c\right\} \tag{D.4}
\end{equation*}
$$

and the variation of the boundary fields follows by taking the $x_{3} \rightarrow 0$ limit. Let us consider $\left(\hat{\phi}_{1,2,3}\right)_{\ell m}$ as an example. We have

$$
\begin{align*}
s\left(\tilde{\phi}_{i}\right)_{\ell m}= & \frac{i}{x_{3}} c_{\ell^{\prime} m^{\prime}} \operatorname{tr}\left(\left[t_{i}, \hat{Y}_{\ell^{\prime}}^{m^{\prime}}\right]\left(\hat{Y}_{\ell}^{m}\right)^{\dagger}\right)-i\left(\tilde{\phi}_{i}\right)_{\ell_{1} m_{1}} c_{\ell_{2} m_{2}} \operatorname{tr}\left(\left[\hat{Y}_{\ell_{1}}^{m_{1}}, \hat{Y}_{\ell_{2}}^{m_{2}}\right]\left(\hat{Y}_{\ell}^{m}\right)^{\dagger}\right)  \tag{D.5}\\
& -i\left(\left[\tilde{\phi}_{i}\right]_{n, a}[c]_{a, n^{\prime}}-[c]_{n, a}\left[\tilde{\phi}_{i}\right]_{a, n^{\prime}}\right)\left[\left(\hat{Y}_{\ell}^{m}\right)^{\dagger}\right]_{n^{\prime}, n} .
\end{align*}
$$

The first term can be simplified using that

$$
\begin{equation*}
\operatorname{tr}\left(\left[t_{i}, \hat{Y}_{\ell^{\prime}}^{m^{\prime}}\right]\left(\hat{Y}_{\ell}^{m}\right)^{\dagger}\right)=\delta_{\ell \ell^{\prime}}\left[t_{i}^{(2 \ell+1)}\right]_{\ell-m+1, \ell-m^{\prime}+1} \tag{D.6}
\end{equation*}
$$

and is then seen to have a finite limit. The second term vanishes in the $x_{3} \rightarrow 0^{+}$limit because the fusion rules (see appendix $C$ ) imply that $\ell_{1}+\ell_{2} \geq \ell$; likewise, the third term does not contribute because $k>\ell$. The result is shown in table 2, along with the variation of the remaining boundary fields.

The terms in the gauge variation involving $\hat{c}_{\ell m}$ and $[\hat{c}]_{n, a}$ can be eliminated by using $\hat{A}_{3}$ to construct covariant fields. Explicitly, we redefine

$$
\begin{align*}
\left(\hat{\phi}_{1,2,3}\right)_{\ell m} & \rightarrow\left(\hat{\phi}_{1,2,3}\right)_{\ell m}-i\left[t_{1,2,3}^{(2 \ell+1)}\right]_{\ell-m+1, \ell-m^{\prime}+1}\left(\hat{A}_{3}\right)_{\ell m^{\prime}} \\
\left(\hat{A}_{\hat{\mu}}\right)_{\ell m} & \rightarrow\left(\hat{A}_{\hat{\mu}}\right)_{\ell m}-\partial_{\hat{\mu}}\left(\hat{A}_{3}\right)_{\ell m}  \tag{D.7}\\
{\left[\hat{\phi}_{1,2,3}\right]_{n, a} } & \rightarrow\left[\hat{\phi}_{1,2,3}\right]_{n, a}-i\left[t_{i}\right]_{n, n^{\prime}}\left[\hat{A}_{3}\right]_{n^{\prime}, a} \\
{\left[\hat{\phi}_{4,5,6}\right]_{n, a} } & \rightarrow\left[\hat{\phi}_{4,5,6}\right]_{n, a}-i\left[\hat{A}_{3}\right]_{n, a^{\prime}}\left[\phi_{4,5,6}\right]_{a^{\prime}, a} \tag{D.8}
\end{align*}
$$

| $\Phi$ | $s \Phi$ |
| :---: | :---: |
| $\left(\hat{\phi}_{1,2,3}\right)_{\ell m}$ | $i\left[t_{1,2,3}^{(2 \ell+1)}\right]_{\ell-m+1, \ell-m^{\prime}+1} \hat{\ell}_{\ell_{m^{\prime}}}$ |
| $\left(\hat{\phi}_{4,5,6}\right)_{\ell m}$ | 0 |
| $\left(\hat{A}_{\hat{\mu}}\right)_{\ell m}$ | $\partial_{\hat{\mu}} \hat{c}_{\ell m}$ |
| $\left(\hat{A}_{3}\right)_{\ell m}$ | $\hat{c}_{\ell m}$ |
| $\left(\hat{\psi}_{1,2,3,4}\right)_{\ell m}$ | 0 |
| $\left[\hat{\phi}_{1,2,3}\right]_{n, a}$ | $-i\left[\hat{\phi}_{1,2,3}\right]_{n, a^{\prime}}[c]_{a^{\prime}, a}+i\left[t_{i}\right]_{n, n^{\prime}}[\hat{c}]_{n^{\prime}, a}$ |
| $\left[\hat{\phi}_{4,5,6}\right]_{n, a}$ | $-i\left[\hat{\phi}_{4,5,6}\right]_{n, a^{\prime}}[c]_{a^{\prime}, a}+i[\hat{c}]_{n, a^{\prime}}\left[\phi_{4,5,6}\right]_{a^{\prime}, a}$ |
| $\left[\hat{A}_{\hat{\mu}}\right]_{n, a}$ | $\partial_{\hat{\mu}}\left[\hat{c}_{n, a}-i\left[\hat{A}_{\hat{\mu}}\right]_{n, a^{\prime}}[c]_{a^{\prime}, a}+i[\hat{c}]_{n, a^{\prime}}\left[A_{\hat{\mu}}\right]_{a^{\prime}, a}\right.$ |
| $\left[\hat{A}_{3}\right]_{n, a}$ | $\left[\hat{c}_{n, a}-i\left[\hat{A}_{3}\right]_{n, a^{\prime}}[c]_{a^{\prime}, a}\right.$ |
| $\left[\hat{\psi}_{1,2,3,4}\right]_{n, a}$ | $i\left[\hat{\psi}_{1,2,3,4}\right]_{n, a^{\prime}}[c]_{a^{\prime}, a}$ |

Table 2. BRST variation of boundary fields.

| $\Phi$ | $\hat{\Delta}$ | $\mathrm{SO}(3)_{C}$ | $\mathrm{SO}(3)_{E}$ | $\mathrm{U}(N-k)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left(\hat{\phi}_{1,2,3}\right)_{\ell m}$ | $\ell+1$ | $1 \otimes \ell$ | 0 | singlet |
| $\left(\hat{\phi}_{4,5,6}\right)_{\ell m}$ | $\ell+2$ | $\ell$ | 1 | singlet |
| $\left(\hat{A}_{\hat{\mu}}\right)_{\ell m}$ | $\ell+2$ | $\ell$ | 0 | singlet |
| $\left(\hat{\psi}_{1,2,3,4}\right)_{\ell m}$ | $\ell+\frac{3}{2}$ | $\frac{1}{2} \otimes \ell$ | $\frac{1}{2}$ | singlet |
| $\left[\hat{\phi}_{1,2,3}\right]_{n, a}$ | $\frac{k+1}{2}$ | $1 \otimes \frac{k-1}{2}$ | 0 | fundamental |
| $\left[\hat{\phi}_{4,5,6}\right]_{n, a}$ | $\frac{k+3}{2}$ | $\frac{k-1}{2}$ | 1 | fundamental |
| $\left[\hat{A}_{\hat{\mu}}\right]_{n, a}$ | $\frac{k+3}{2}$ | $\frac{k-1}{2}$ | 0 | fundamental |
| $\left[\hat{\psi}_{1,2,3,4}\right]_{n, a}$ | $\frac{k+2}{2}$ | $\frac{1}{2} \otimes \frac{k-1}{2}$ | $\frac{1}{2}$ | fundamental |
| $q_{a}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | fundamental |
| $\chi_{a}$ | 1 | 0 | $\frac{1}{2}$ | fundamental |

Table 3. Boundary fields.
and

$$
\begin{equation*}
\left[\hat{A}_{\hat{\mu}}\right]_{n, a} \rightarrow\left[\hat{A}_{\hat{\mu}}\right]_{n, a}-\partial_{\hat{\mu}}\left[\hat{A}_{3}\right]_{n, a}-i\left[\hat{A}_{3}\right]_{n, a^{\prime}}\left[\hat{A}_{\hat{\mu}}\right]_{a^{\prime}, a} . \tag{D.9}
\end{equation*}
$$

We thus obtain the fields listed in table 3, which are either gauge singlets, or in the fundamental representation of $\mathrm{U}(N-k)$, as expected.

The defect breaks the $\mathrm{SO}(6) R$-symmetry down to $\mathrm{SO}(3)_{C} \times \mathrm{SO}(3)_{E}$. Under $\mathrm{SO}(3)_{E}$, the boundary fields transform in the same way as the bulk fields. However, the naive action of $\mathrm{SO}(3)_{C}$,

$$
\begin{equation*}
\phi_{i} \rightarrow R_{i j} \phi_{j}, \quad i, j=1,2,3, \quad R \in \mathrm{SO}(3), \tag{D.10}
\end{equation*}
$$

does not preserve our boundary conditions

$$
\begin{equation*}
\phi_{i} \sim-\frac{t_{i}}{x_{3}}, \quad \text { as } x_{3} \rightarrow 0^{+} \tag{D.11}
\end{equation*}
$$

This problem can be remedied by defining a 'twisted' symmetry by (here $\tilde{R}$ is the matrix in the $\mathrm{SU}(2)_{C}$ subgroup of $\mathrm{SU}(4)$ corresponding to $R$ )

$$
\begin{align*}
\phi_{i} & \rightarrow U R_{i j} \phi_{j} U^{-1}, \quad i, j=1,2,3  \tag{D.12}\\
\psi_{i} & \rightarrow U \tilde{R}_{i j} \psi_{j} U^{-1} \tag{D.13}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi \rightarrow U \Phi U^{-1}, \quad \Phi \in\left\{\phi_{4,5,6}, A_{0,1,2,3}, c\right\} \tag{D.14}
\end{equation*}
$$

where $U=\mathrm{e}^{i \alpha_{i} t_{i}}$ such that the combined transformation preserves the boundary conditions, i.e.

$$
\begin{equation*}
U R_{i j} t_{j} U^{-1}=t_{i} \tag{D.15}
\end{equation*}
$$

In the bulk, $U$ acts as a constant gauge transformation and is thus irrelevant. In contrast, the gauge group is reduced to $\mathrm{U}(N-k)$ on the boundary, and the action of $U$ becomes important. As a result of this twisting, boundary fields fall in a tensor-product representation under $\mathrm{SO}(3)_{C}$, with one factor from the flavour index, and one factor from colour index; see table 3.

## D. 2 Low-dimensional operators

We are now ready to construct gauge-invariant operators using our boundary fields. Adapting the language from the bulk theory, we call a boundary operator 'multi-trace' if it is the product of several operators,

$$
\begin{equation*}
\hat{\mathcal{O}}(\boldsymbol{x})=\hat{\mathcal{O}}_{1}(\boldsymbol{x}) \cdots \hat{\mathcal{O}}_{2}(\boldsymbol{x}), \quad n>1 \tag{D.16}
\end{equation*}
$$

where each factor $\hat{\mathcal{O}}_{j}(\boldsymbol{x})$ is separately gauge invariant. Otherwise, it is called 'single-trace'. The spectrum of scalar single-trace operators with dimension $\hat{\Delta} \leq 2$ is shown in table 4 . By combining two dimension-one operators, we obtain additional dimension-two operators. The number of double-trace multiplets is listed in table 5 . By the same combinatorics as in the bulk case, on can check that mixing between single- and multi-trace operators is suppressed in the planar limit.

For the calculations in section 4.2 , we need to know which boundary operators the bulk operator $\operatorname{tr} Z^{2}$ can couple to. The $\mathrm{SO}(3)_{C} \times \mathrm{SO}(3)_{E}$ decomposition is

$$
\begin{equation*}
\operatorname{tr} Z^{2} \sim(0,0) \oplus(0,0) \oplus(2,0) \oplus(0,2) \oplus(1,1) \tag{D.17}
\end{equation*}
$$

Using the explicit expression given in table 4 , we see that, when restricting to $\hat{\Delta} \leq 2, \operatorname{tr} Z^{2}$ can only couple to boundary operators in the $[\hat{\Delta}=2,(0,0)]$ and $[\hat{\Delta}=2,(2,0)]$, to leading order in $g_{\mathrm{YM}}$. Neglecting space-time dependence, we thus have

$$
\begin{equation*}
\operatorname{tr} Z^{2} \sim \sum_{\alpha=1}^{13} \mu_{\operatorname{tr} Z^{2}}^{\hat{\mathcal{O}}_{[2,(0,0)], \alpha}} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}+\sum_{\beta=1}^{9} \mu_{\operatorname{tr} Z^{2}}^{\hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}} \hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}+\cdots, \tag{D.18}
\end{equation*}
$$

|  | $\hat{\Delta}=1$ | $\hat{\Delta}=2$ |
| :---: | :---: | :---: |
| $(0,0)$ | $\bar{q} q$ | $\left(\hat{\phi}_{1,2,3}\right)_{\ell=1}, \operatorname{tr}\left[\left(\phi_{1,2,3}\right)^{2}\right], \operatorname{tr}\left[\left(\phi_{4,5,6}\right)^{2}\right], \bar{q} \phi_{1,2,3} q, \bar{\chi} \chi$ |
| $(1,0)$ | $\left(\hat{\phi}_{1,2,3}\right)_{\ell=0}, \operatorname{tr}\left[\phi_{1,2,3}\right], \bar{q} q$ | $\left(\hat{\phi}_{1,2,3}\right)_{\ell=1}, \operatorname{tr}\left[D_{3} \phi_{1,2,3}\right], \bar{q} \phi_{1,2,3} q$ |
| $(2,0)$ |  | $\left(\hat{\phi}_{1,2,3}\right)_{\ell=1}, \operatorname{tr}\left[\left(\phi_{1,2,3}\right)^{2}\right], \bar{q} \phi_{1,2,3} q$ |
| $(0,1)$ | $\operatorname{tr}\left[\phi_{4,5,6}\right]$ | $\left(\hat{\phi}_{4,5,6}\right)_{\ell=0}, \operatorname{tr}\left[D_{3} \phi_{4,5,6}\right], \bar{\chi} \chi, \bar{q} \phi_{4,5,6} q$ |
| $(0,2)$ |  | $\operatorname{tr}\left[\left(\phi_{4,5,6}\right)^{2}\right]$ |
| $(1,1)$ |  | $\operatorname{tr}\left[\phi_{1,2,3} \phi_{4,5,6}\right], \bar{q} \phi_{4,5,6} q$ |

Table 4. Scalar single-trace operators with $\hat{\Delta}=1,2$. For brevity we leave out the explicit grouptheoretic coefficients necessary to project out the various irreducible representations, and assume $k>2$. Note that $(1,0)$ occurs twice in the decomposition of $\bar{q} \phi_{1,2,3} q$.

| Multiplet | $(0,0)$ | $(1,0)$ | $(2,0)$ | $(0,1)$ | $(0,2)$ | $(1,1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\#$ | 8 | 6 | 6 | 1 | 1 | 3 |

Table 5. Number of scalar double-trace multiplets with $\hat{\Delta}=2$.
where the dots denote operators that have dimension higher than two, or which are subleading in $g_{\mathrm{YM}}$. For the $[2,(2,0)]$ multiplets, we need to specify which component appears in the expansion. Choose a Cartan generator for $\mathrm{SO}(3)_{C}$ such that $\phi_{3}$ has charge zero. Then, $\hat{\mathcal{O}}_{[2,(2,0)], r, \beta}$ denotes the component with charge $r$.

Finally, we need to relate $\mu_{\operatorname{tr} Z^{2}} \hat{\mathcal{O}}_{i}$ and $\mu_{\operatorname{tr} X^{2}} \hat{\mathcal{O}}_{i}$. To this end, consider the element of $\mathrm{SO}(3)_{C} \times \mathrm{SO}(3)_{E}$ which rotates $\pi / 2$ around the 2 -axis of $\mathrm{SO}(3)_{C}$ and the 5 -axis of $\mathrm{SO}(3)_{E}$. Acting on (D.18), we obtain

$$
\begin{equation*}
\operatorname{tr}\left[X^{L}\right] \sim \sum_{\alpha=1}^{13} \mu_{\operatorname{tr} Z^{2}} \hat{\mathcal{O}}_{[2,(0,0)], \alpha} \hat{\mathcal{O}}_{[2,(0,0)], \alpha}+\sum_{\beta=1}^{9} \mu_{\operatorname{tr} Z^{2}}^{\hat{\mathcal{O}}_{[2,(2,0)], 0, \beta}} \sum_{r=-2}^{2} c_{r} \hat{\mathcal{O}}_{[2,(2,0)], r, \beta}+\cdots, \tag{D.19}
\end{equation*}
$$

where $c_{r}$ is determined by group theory. We can immediately read off that

$$
\begin{equation*}
\mu_{\operatorname{tr} X^{2}} \hat{\mathcal{O}}_{[2,(0,0)],, \alpha}=\mu_{\operatorname{tr} Z^{2}} \hat{\mathcal{O}}_{[2,(0,0)],, \alpha}, \tag{D.20}
\end{equation*}
$$

and that

$$
\begin{equation*}
\mu_{\operatorname{tr} X^{2}} \hat{\mathcal{O}}_{[2,(2,0)], r, \beta}=c_{r} \mu_{\operatorname{tr} Z^{2}} \hat{\mathcal{O}}_{[2,(2,0)], 0, \beta} . \tag{D.21}
\end{equation*}
$$

An explicit calculation shows that $c_{0}=-1 / 2$.
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[^0]:    ${ }^{1}$ Note that throughout this paper we are also referring to the defect at $x_{3}=0$ as boundary and to the regions of space-time with $x_{3} \neq 0$ as bulk; in particular, these notions of boundary and bulk should not be confused with those occurring in the context of $\mathrm{AdS}_{5}$ in the gauge-gravity correspondence. In addition, strictly speaking, we are looking at an interface rather than a boundary; however, the former can always be mapped to the latter; see for instance [15].

[^1]:    ${ }^{2}$ The operators in question are descendants in the $\mathrm{SU}(2)$ sense and not conformal descendants.

[^2]:    ${ }^{3}$ The defect action is expected to play a role for higher loop corrections. For a discussion of this point, we refer to [8]. It obviously will also play a role for correlators involving defect fields.
    ${ }^{4}$ For $\nu=-1 / 2$, the meaning of the right-hand side is defined by the limit $\nu \rightarrow-1 / 2$. In particular, one should set ${ }_{2} F_{1}\left(-1,0 ; 0 ;-\xi^{-1}\right)=1+\frac{1}{2} \xi^{-1}$.
    ${ }^{5}$ In our previous works [8, 9, 21], we were using an integral representation for the AdS propagator [22] that facilitates its regularisation. In the present calculation, regularisation is not necessary as all quantities are manifestly finite.

[^3]:    ${ }^{6}$ Indeed $K^{\nu=1 / 2}\left(K^{\nu=-1 / 2}\right)$ satisfies Dirichlet (Neumann) boundary conditions.

[^4]:    ${ }^{7}$ We adopt here the convention usually used in the boundary bootstrap program, which involves an explicit factor of 2 in the space-time dependence.
    ${ }^{8}$ Strictly speaking, one can even eliminate the bulk structure constants $\lambda$ from the list of conformal data by expressing them in terms of the boundary structure constants $\hat{\lambda}$ and the bulk-to-boundary couplings $\mu$ defined below, see for instance [3, 4]. This is, however, not the approach we will be taking here.

[^5]:    ${ }^{9}$ In [8], non-supersymmetric boundary conditions were employed for the $\ell=0$ modes (cf. section 2.1) leading to a different finite- $N$ correction (see eq. (6.22) of [8]). In the planar limit, the $\ell=0$ modes are subleading, and (4.2) agrees with the results of $[8,9,13]$.

