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ABSTRACT

Context. Atomic diffusion in stars can create systematic trends of surface abundances with evolutionary stage. Globular clusters offer
useful laboratories to put observational constraints on this theory as one needs to compare abundances in unevolved and evolved stars,
all drawn from the same stellar population.
Aims. Atomic diffusion and additional mixing has been shown to be at work in the globular cluster NGC 6397 at a metallicity of
[Fe/H] ∼ −2.1. We investigate possible abundance trends in Li, Mg, Ca, Ti, Sc, and Fe with evolutionary stage in another globular
cluster NGC 6752 at a metallicity of [Fe/H] ∼ −1.6. This in order to better constrain stellar structure models including atomic diffusion
and additional mixing.
Methods. We performed a differential abundance analysis on VLT/FLAMES-UVES data of 16 stars in four groups between the turnoff
point and the red giant branch. Continuum normalisation of the stellar spectra was performed in an automated way using DAOSPEC.
Differential abundances relative to the sun were derived by fitting synthetic spectra to individual lines in the stellar spectrum.
Results. We find weak systematic abundance trends with evolutionary phase for Fe, Sc, Ti, and Ca. The individual trends are weaker
than the trends in NGC 6397 and only significant at the 1-σ level. However, the combined trend shows a significance on the 2-σ level.
The trends are best explained by stellar-structure models including atomic diffusion with more efficient additional mixing than needed
in NGC 6397. The model allows to correct for sub-primordial stellar lithium abundances of the stars on the Spite plateau.
Conclusions. Abundance trends for groups of elements, differently affected by atomic diffusion and additional mixing, are identi-
fied. Although the significance of the trends is weak, they all seem to indicate that atomic diffusion is operational along the evo-
lutionary sequence of NGC 6752. The trends are weaker than those observed in NGC 6397, which is perhaps due to more efficient
mixing. Using models of atomic diffusion including efficient additional mixing, we find a diffusion-corrected primordial lithium
abundance of log ε(Li) = 2.58 ± 0.10, in agreement with WMAP-calibrated Big-Bang nucleosynthesis predictions within the mutual
1-σ uncertainties.

Key words. stars: abundances – stars: atmospheres – stars: fundamental parameters – globular clusters: individual: NGC 6752 –
techniques: spectroscopic

1. Introduction

Globular clusters (GCs) are considered to be the oldest stellar
aggregates in our Galaxy. They constitute, in many respects, ho-
mogeneous stellar populations at least in terms of distance, age,
and iron-peak elemental abundances. Obtaining chemical abun-
dances of individual stars in a GC therefore gives important clues
to the physical processes at work in these stars. One example of
this can be found in the paper by Korn et al. (2007). By analysing

? Based on data collected at the ESO telescopes under pro-
grammes 079.D-0645 (A) and 81.D-0253 (A).
?? Tables 7 and 8 are available in electronic form at
http://www.aanda.org

the chemical abundances of stars in different evolutionary stages
in the metal-poor ([Fe/H]1 ∼ −2.1) GC NGC 6397 they were
able to show the existence of systematic differences in the sur-
face abundances of these stars. Using FLAMES-UVES, Korn
et al. collected spectra for four groups of stars located between
the main sequence (MS) turnoff point (TOP) and the red gi-
ant branch (RGB). The analysis revealed significant trends in
surface abundances with effective temperature (Teff) and sur-
face gravity (log g) in the atmospheres of TOP stars compared

1 We adopt here the usual spectroscopic notations that [X/Y] ≡
log (NX /NY )∗ – log (NX /NY )�, and that log ε(X) ≡ log (NX /NH)+12 for
elements X and Y . We assume also that metallicity is equivalent to the
stellar [Fe/H] value.

Article published by EDP Sciences A31, page 1 of 13

http://dx.doi.org/10.1051/0004-6361/201220821
http://www.aanda.org
http://www.aanda.org
http://www.edpsciences.org


A&A 555, A31 (2013)

to RGB stars. Atomic diffusion with some degree of additional
mixing (hereafter referred to as AddMix) was invoked to explain
these differences.

Atomic diffusion (AD) is a continuous process which mod-
ifies the chemical composition of the surface layers during the
MS lifetime of a star. As the star evolves to the RGB the ef-
fect of AD disappears as the star’s deep outer convection zone
restores the original composition in the atmosphere (with the
notable exception of lithium). However, stellar models includ-
ing only AD result in too strong trends of metals between the
surface layers of TOP and RGB stars. To counteract uninhib-
ited AD, an ad-hoc parameterisation of AddMix is incorporated
in these models. Mixing hinders the downward diffusion of el-
ements. Incorporating more efficient mixing will then produce
flattened abundance trends in stellar-structure models with AD.

Because stars within a GC are expected to have the same
age and original chemical composition in terms of iron-peak el-
ements, they offer suitable test cases for AD studies. Although
the inclusion of AddMix in a layer just below the convective en-
velope is remarkably successful in describing the observed abun-
dance trends in NGC 6397, the description applied is in no way
unique and physically satisfying.

To get a better understanding of the involved physics and put
additional constraints on the dependence of AddMix on stellar
parameters such as metallicity, we here present the results of a
study similar to the one presented in Korn et al. (2007) on an-
other metal-poor GC, NGC 6752 at a metallicity [Fe/H] ∼ −1.6.

Throughout the last decennia, NGC 6752 has been studied
in detail by quite a number of authors. In 2001, Gratton et al.
(2001) published a study in which they derived chemical abun-
dances for 9 TOP and 9 bRGB stars in NGC 6752 to study O-Na
and Mg-Al anticorrelations. They also deduced Fe abundances
for the stars and found no indication of variations between TOP
and bRGB stars. James et al. (2004) rederived Fe abundances for
the 9 TOP and 9 base-RGB (hereafter bRGB) stars in the Gratton
sample while performing an abundance analysis for heavy ele-
ments in the stars. They again found no Fe abundance differ-
ence between the two groups. Over the recent years, the Padova
group has published a series of papers (i.e. Carretta et al. 2006,
2007a,b,c; Gratton et al. 2006, 2007) in which they analyse an-
ticorrelations in a sample of 19 GCs including NGC 6752 and
NGC 6397. From the study they conclude that GCs are char-
acterised by a Na-O anticorrelation. They contain a first and
second generation of stars where the first generation constitutes
roughly a third of the stars in a GC. By studying the anticorrela-
tions in detail they come to the conclusion that GCs must have
been built up in at least two star-forming phases (Carretta et al.
2010). A recent paper by Carretta et al. (2012) presented evi-
dence for three distinct stellar populations in NGC 6752. Being
only interested in anticorrelations, none of their papers addresses
possible variations in Fe abundance with evolutionary phase. In
this paper we revisit NGC 6752 from a diffusion point of view.
Preliminary results were already presented in Korn (2010) indi-
cating a small but systematic abundance difference in iron be-
tween TOP and RGB stars: ∆ log ε(Fe) = −0.10 ± 0.03 between
TOP and RGB stars.

The paper is organised as follows: in Sect. 2 the observations
are discussed. The data reduction techniques and methodology
are given in Sect. 3 while in Sect. 4 we present the photomet-
ric stellar parameters and spectroscopic abundance analysis. In
Sect. 5, abundance trends are compared with predictions from
stellar evolution models including AD and AddMix. Finally, in
Sect. 6 we present our conclusions.

Table 1. Observational data of the NGC 6752 stars observed with
FLAMES-UVES.

Group Star ID V nexp texp S/Ntot
(h) (pixel−1)

TOP 3988 17.053 26 30.4 37
4096 17.089 26 30.4 36
4138 17.084 26 30.4 23
4383 17.113 26 30.4 34
4428 17.142 26 30.4 35

SGB 3081 16.809 34 39.8 51
bRGB 1406 15.903 13 16.9 63

1483 15.957 13 16.9 59
1522 15.987 13 16.9 65
1665 16.044 13 16.9 56

RGB 540 14.451 2 1.7 60
548 14.491 2 1.7 52
566 14.516 2 1.7 63
574 14.545 2 1.7 65
581 14.568 2 1.7 62
588 14.570 2 1.7 64

Notes. S/Ntot refers to the signal-to-noise ratio per pixel in the co-
addition of the nexp spectra after rebinning by a factor of two (retaining
the full resolving power of FLAMES-UVES).

2. Observations and data reduction

The observations were obtained during ESO period 79 (pro-
gramme ID: 079.D-0645 (A)) and period 81 (programme ID:
081.D-0253 (A)) using the multi-object spectrograph FLAMES-
UVES mounted on the ESO VLT-UT2 Kueyen (Pasquini et al.
2003). During a total exposure time of about 70 h we obtained
spectra for four groups of stars in different evolutionary stages on
and between the TOP and the RGB with single exposure times
not exceeding 4215 s. In total we have data for 16 stars, five
TOP stars, one subgiant branch star (SGB), four bRGB and six
RGB stars, covering a range in Teff between 5000 K and 6100 K
and log g between 2.5 and 4. The wavelength coverage of the
spectra is 4800–6800 Å at a spectral resolution of R = 47 000.
The spectra were reduced using the FLAMES-UVES data reduc-
tion pipeline. An overview of the data can be found in Table 1.

After the reduction process, continuum normalisation was
performed. This was done using DAOSPEC (Stetson & Pancino
2008), a publicly available tool which calculates a fit to the con-
tinuum of a spectrum and measures the equivalent width (EW)
of lines. Since DAOSPEC is an automated tool it assures full re-
producibility of the continuum normalisation, removing poten-
tial biases introduced by manual placement of the continuum.
To verify DAOSPEC produces reliable results, we performed
some tests similar to the ones presented in Stetson & Pancino
(2008) on observed data. Most of their results can be confirmed.
However, there is one systematic effect that we seem to en-
counter for our dataset. The continuum seems to be placed too
high in low signal-to-noise (S/N) (<50) spectra. This finding to-
gether with the result that the difference in EW between the true
value and the value measured from a spectrum where the contin-
uum is misplaced by a given amount, is approximately constant
(Stetson & Pancino 2008), led us to co-add the five TOP spec-
tra into a single spectrum with S/N of about 60. That way we
base our abundance analysis on a homogeneous set of spectra
in terms of S/N and minimise the uncertainty due to continuum
placement.
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Fig. 1. Comparison between the EWs of Fe II lines in TOP and
RGB stars in NGC 6397 measured by DAOSPEC and Korn et al. (2007).
The yellow bar around the solid line gives the 1-σ zone around the
one-to-one correspondence. (This figure is available in colour in elec-
tronic form.)

We checked the EWs as measured by DAOSPEC on UVES
spectra by comparing the EWs of the dataset of Korn et al.
(2007) with the EWs derived by DAOSPEC for this same
dataset. The result is shown in Fig. 1 where we plot the EW
of Fe II lines measured from the same UVES spectra of TOP
and RGB stars in the GC NGC 6397. The agreement is excel-
lent: on average the difference (DAOSPEC – Korn et al. 2007)
is −0.09 ± 0.04 mÅ with σ = 2.50 mÅ from 70 lines. A
linear regression between the two sets of measurements gives
EWDAOSPEC = 0.97 × EWKorn et al. + 1.75 with rms = 2.39 mÅ
and a correlation coefficient r = 0.99. We thus confirm the abun-
dance trend for NGC 6397 with the tools presented here:

∆ log ε(Fe)NGC6397 = 0.15 ± 0.05

for a ∆T of 1108 ± 27 K and ∆ log g of 1.38 ± 0.06 between
TOP and RGB stars on the (b− y) effective temperature scale by
Alonso et al. (1996, 1999).

3. Analysis

3.1. Photometry
We use similar photometric data to that used by Korn et al.
(2006, 2007). It consists of uvby Strömgren photometry and we
employ effective temperature estimates on the (b−y) colour. The
data reduction and photometric calibration procedures have been
discussed in the papers on GC uvby photometry by Grundahl
et al. (1998, 1999). We have estimated the photometric zero
point errors to be 0.m01 in both b and y.

3.2. Chemical abundances

AD is expected to affect all chemical elements. However, not all
elements are suited to study the effect by comparing groups of
stars in different evolutionary phases. Helium is not observable
in solar-type stars. Lithium is heavily affected by internal cluster
pollution in NGC 6752 (Pasquini et al. 2005; Shen et al. 2010).
Beryllium and boron require near-UV spectroscopy and are sig-
nificantly processed in RGB stars making them unusable in a
comparative study like ours. Carbon and nitrogen are dredge-up
elements and thus the surface abundances may reflect contam-
ination of the atmosphere by the processed material from the
core rather than the original compositions. Other elements such

as oxygen, sodium, magnesium and aluminium suffer from an-
ticorrelations (Kraft et al. 1997) as a result of external pollution
(Gratton et al. 2001). These restrictions limit us to elements such
as silicon, calcium, scandium, titanium and iron-group elements
for differential analyses between groups of stars.

The effective temperatures (Teff), used for deriving the chem-
ical surface abundances, are deduced through (b−y) photometric
data using E(b − y) = 0.03 and (m − M)V = 13.30. The pho-
tometric calibration was kindly provided by Casagrande (2009,
priv. comm.) and is valid for dwarfs and giants. Using photom-
etry in conjunction with the fact that all stars have the same
distance modulus, the surface gravity can be derived. The stel-
lar masses needed were obtained by interpolation in a 13.5 Gyr
isochrone from Richard et al. (2005). The masses varied from
0.810 to 0.835 M�. An uncertainty of ±100 K on Teff leads to
an uncertainty of 0.07 dex in abundance for neutral species, a
fairly large error given the small abundance differences we are
looking for (Korn 2010). However, by analysing lines of ionised
species, which are predominately gravity sensitive, we can cir-
cumvent this problem since a shift of ±100 K in Teff leads to
no appreciable shift in log g and thus we may assume negligible
influence on the abundances. This strategy limits us to the ele-
ments iron, titanium and scandium. Stellar structure models by
Richard et al. (2005) including AD with AddMix parametrised
by T6.0, predict the strongest variation for silicon and magne-
sium (∆log ε(X) = log ε(X)RGB − log ε(X)TOP = 0.2). Caution
should be exercised when looking at these elements as it has
been shown that there exists a correlation between silicon and
aluminium which is consistent with the abundance anomalies be-
ing synthesized via proton captures at high temperatures (Yong
et al. 2005). As no silicon lines were detected in our spectra, we
analyse magnesium, but caution that magnesium correlates with
oxygen (Gratton et al. 2001).

With the stellar parameters deduced from photometry, it be-
comes straightforward to deduce abundances and potential abun-
dance differences. Since we are interested in abundance differ-
ences, we perform a line-by-line differential analysis where we
compare the abundances derived from a stellar spectrum rela-
tive to the Sun. In that way we minimise any potential biases
introduced by choosing specific atomic data. An exception are
the Sc II lines, which are affected by hyperfine structure (HFS)
that was not taken into account in our calculations. To our
knowledge, no HFS data is available for the investigated Sc II

lines at 5031, 5526, and 5657 Å. If wavelength separation be-
tween the HFS components of these lines is as large as that for
Sc II 4415 Å (McWilliam et al. 1995), ignoring HFS effects leads
to a slight (0.03–0.04 dex) overestimation in Sc abundance for
the RGB stars, while it has nearly no influence on the Sc abun-
dance of the TOP stars.

Abundances are derived using SIU (Reetz 1991), a visual-
isation tool to compare observed and theoretical spectra. SIU
is equipped with a built-in line-synthesis module. The module
uses one-dimensional hydrostatic model atmospheres in local
thermodynamical equilibrium (LTE) with an opacity distribu-
tion function (ODF) representation of line opacity (MAFAGS,
Fuhrmann et al. 1997; Grupp 2004). In our differential analy-
sis, we use the high-S/N Kitt-Peak Solar Atlas (Kurucz et al.
1984) as solar spectrum to compare our line abundances to. As a
result of the highly differential character of the star-to-star anal-
ysis, the results are almost completely independent of the model
atmospheres used, and using more detailed MARCS models
(Gustafsson et al. 2008) would yield the same results. However,
although we are working with differential indicators, there can
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Table 2. Stellar parameters using b − y photometry and derived abundances for stars in NGC 6752.

Group Star ID Teff log g ξ [Fe/H] ± 1σ log ε(Mg) log ε(Sc) log ε(Ti) log ε(Ca) log ε(Ba)
(K) (cgs) (km s−1) (dex) LTE LTE LTE LTE LTE

RGB 540 5000 2.54 1.50 −1.65 ± 0.12 6.21 ± 0.07 1.29 ± 0.10 3.43 ± 0.05 4.90 ± 0.04 0.77 ± 0.03
548 5082 2.59 1.50 −1.65 ± 0.12 6.02 ± 0.07 1.37 ± 0.09 3.47 ± 0.06 4.98 ± 0.04 0.73 ± 0.03
566 5000 2.56 1.40 −1.68 ± 0.02 6.22 ± 0.07 1.34 ± 0.08 3.48 ± 0.05 5.00 ± 0.04 0.65 ± 0.03
574 5045 2.60 1.50 −1.64 ± 0.08 6.25 ± 0.07 1.32 ± 0.08 3.44 ± 0.06 4.96 ± 0.04 0.65 ± 0.03
581 5040 2.60 1.40 −1.67 ± 0.11 6.24 ± 0.07 1.31 ± 0.09 3.47 ± 0.07 5.01 ± 0.04 0.65 ± 0.03
588 5018 2.59 1.50 −1.66 ± 0.05 6.16 ± 0.07 1.33 ± 0.10 3.43 ± 0.05 4.99 ± 0.04 0.75 ± 0.03

RGBmean ... 5031 ± 32 2.58 ± 0.02 1.45 −1.66 ± 0.04 6.22 ± 0.04 1.33 ± 0.03 3.45 ± 0.02 4.97 ± 0.04 0.70 ± 0.06
bRGB 1406 5234 3.22 1.40 −1.62 ± 0.05 6.24 ± 0.07 1.35 ± 0.07 3.46 ± 0.06 4.99 ± 0.04 0.73 ± 0.03

1483 5253 3.25 1.40 −1.74 ± 0.04 6.18 ± 0.07 1.32 ± 0.10 3.40 ± 0.09 4.90 ± 0.04 0.72 ± 0.03
1522 5288 3.28 1.40 −1.67 ± 0.05 6.30 ± 0.07 1.31 ± 0.09 3.45 ± 0.06 4.97 ± 0.04 0.73 ± 0.03
1665 5248 3.28 1.40 −1.64 ± 0.07 6.28 ± 0.07 1.28 ± 0.10 3.50 ± 0.05 4.87 ± 0.05 0.72 ± 0.03

bRGBmean ... 5256 ± 23 3.26 ± 0.03 1.40 −1.67 ± 0.03 6.25 ± 0.05 1.32 ± 0.03 3.45 ± 0.03 4.93 ± 0.06 0.72 ± 0.01
SGB 3081 5793 3.79 1.50 −1.68 ± 0.10 6.07 ± 0.10 1.21 ± 0.09 3.28 ± 0.08 4.76 ± 0.07 0.48 ± 0.06
TOP 3988 6089 3.99 1.95 −1.79 ± 0.12 6.06 ± 0.11 5.00 ± 0.10 0.91 ± 0.04

4096 6196 4.03 1.95 −1.73 ± 0.07 6.03 ± 0.11 5.00 ± 0.10 0.45 ± 0.07
4138 6049 3.98 1.95 −1.67 ± 0.02 6.06 ± 0.11 no reliable abundances 4.99 ± 0.10 0.43 ± 0.07
4383 6032 3.99 1.80 −1.68 ± 0.07 6.13 ± 0.11 4.94 ± 0.10 0.43 ± 0.07
4428 6001 3.99 1.90 −1.75 ± 0.08 6.10 ± 0.11 4.76 ± 0.10 0.36 ± 0.07

TOPmean ... 6068 ± 57 4.00 ± 0.01 2.00 −1.72 ± 0.07 6.08 ± 0.04 4.93 ± 0.10 0.42 ± 0.04
∆[TOP-RGB] ... 1037 ± 65 1.42 ± 0.02 0.06 ± 0.08 0.14 ± 0.06 0.04 ± 0.11 0.28 ± 0.07
∆[TOP-bRGB] ... 812 ± 61 0.74 ± 0.03 0.05 ± 0.08 0.17 ± 0.06 0.00 ± 0.12 0.30 ± 0.04

Notes. All abundances are derived fully differential to the Sun. Uncertainties on stellar parameters correspond to the standard deviations.
Uncertainties on abundances correspond to standard deviations in case of the individual stars, and propagated errors (

∑ √
σ2/
√

N(N − 1)) for
the mean values. For Fe we used 5 Fe II lines: 4923, 5197, 5234, 5316, and 5362 Å, for Mg 2 Mg I lines: 5528 and 5711 Å, for Sc we used
3 Sc II lines: 5031, 5526 and 5657 Å, for Ti we used 5 Ti II lines: 5129, 5154, 5185, 5226 and 5336 Å, for Ca, we used the Ca I 6169 and 6493 Å
lines and for Ba, only the Ba II at 6141 Å was used since the Ba II at 6496 Å was contaminated by telluric absorption. The average Mg abundance
for the RGB group is derived disregarding star 548 and the average Ba abundance for the TOP group is derived by disregarding the Ba-rich
star 3988 (see text for details). Note that the Sc abundances for the bRGB and RGB stars can be slightly overestimated due to ignoring HFS.

be some effects due to departures from LTE as excitation, ioni-
sation and collisions are inherently different in dwarfs and giant
stars (Korn et al. 2007). By using lines arising from transitions
in Sc II, Ti II and Fe II we partially circumvent the NLTE problem
for these elements since these lines are believed to be formed
under near-LTE conditions and constitute the dominant ionisa-
tion stages of the respective element. Mg abundances are de-
rived from the Mg I lines at 5528 and 5711 Å. As these lines of
neutral magnesium can be affected by departures from LTE, we
apply NLTE corrections to abundances derived from LTE line
formation. Like in NGC 6397 we include two more elements
in our analysis: Calcium as inferred from the Ca I λλ6169.5,
6493.7 lines and barium for which we use the Ba II line at
6141.7 Å. The Ba II λ6496.9 line is contaminated by telluric ab-
sorption. We therefore disregard this line from our analysis. As
for Mg we apply NLTE corrections to the Ca and Ba abundances.

Since we deduce the elemental abundances from lines of dif-
ferent strength, we set the microturbulence so that the Fe II line
abundances show no trend with line strength. The number of
Fe II lines we were able to fit varies with evolutionary state:
for the RGB and bRGB stars we fitted nine lines while for
the SGB star we could fit eight lines. Only five lines could be
measured in the TOP stars. The line wavelengths can be found
in Table 3. Once the microturbulence is set, we calculate the
mean Fe abundance using only the lines which were measured
in all groups of stars, i.e. we derive the Fe abundance using five
Fe II lines.

Stellar parameters and LTE abundances for Fe, Ti, Sc, and
Mg, Ca and Ba for the individual stars can be found in Table 2. In
the table, the mean abundances for each group are given and are
labelled with the subscript mean. We have also derived average
abundances from the average spectra created by co-adding the

Table 3. Iron lines used in the microturbulence determination.

Line TOP SGB bRGB RGB
Fe II λ4923.9 X X X X
Fe II λ5197.5 X X X X
Fe II λ5234.6 X X X X
Fe II λ5264.8 X X X
Fe II λ5284.1 X X X
Fe II λ5316.6 X X X X
Fe II λ5325.5 X X X
Fe II λ5362.8 X X X X
Fe II λ5425.2 X X

spectra within each evolutionary group. Stellar parameters and
abundances derived from these co-added spectra can be found
in Table 4. Aside from LTE abundances for Fe, Sc and Ti, we
performed NLTE corrections for abundances derived from Mg I,
Ca I and Ba II lines. Mg I is modelled following new NLTE cal-
culations by the authors Osorio et al. (in prep.), Ca I following
Mashonkina et al. (2007) and Ba II following Mashonkina et al.
(1999).

3.3. Error estimations

All errors in the abundance tables correspond to line-to-line scat-
ter and do not include the error introduced by uncertainties on
stellar parameters. By using weak ionic lines to derive the abun-
dances of Fe, Sc and Ti we can assume errors due to uncertain-
ties in the stellar parameters, to be practically negligible: a shift
of 100 K in Teff translates into 0.04 dex in log g which yields a
change in log (abundance) of less than 0.02 dex. For the other
abundances discussed in the paper, the quoted errors do not take
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Table 4. Mean stellar parameters using (b − y) photometry and derived mean abundances for stars in NGC 6752 from the co-added spectra.

G Teff log g ξ [Fe/H] log ε(Mg)a log ε(Sc)b log ε(Ti)c log ε(Ca)d log ε(Ba)e

(K) (cgs) (km s−1) (dex) NLTE LTE LTE NLTE NLTE
TOPave 6068 4.00 2.00 −1.74 6.01 1.23 3.39 4.88 0.46
SGBave 5793 3.79 1.50 −1.68 6.05 1.21 3.28 4.76 0.44
bRGBave 5256 3.26 1.40 −1.65 6.16 1.30 3.44 4.93 0.48
RGBave 5031 2.58 1.45 −1.64 6.12 1.32 3.47 4.96 0.42

Notes. (a) Based on Mg I λλ5528 and 5711. RGBave Mg abundance derived by disregarding star 548 and using Teff = 5021 K, log g = 2.58, and
ξ = 1.45 km s−1. (b) Based on Sc II λλ5031, 5526 and 5657. Note that the Sc abundances for the bRGB and RGB stars can be slightly overestimated
due to ignoring HFS. (c) Based on Ti II λλ5129, 5154, 5185, 5226 and 5336. (d) Based on Ca I λλ6169 and 6493. (e) Based on Ba II λλ6141. TOPave
Ba abundance derived by disregarding star 3988 and using Teff = 6070 K, log g = 4.00, and ξ = 2.00 km s−1.

into account uncertainties coming from the stellar parameters,
(patchy) reddening or (undetected) binarity .

For the abundances of individual stars, we quote, in general,
the standard deviations around the derived abundances as the
error. However, when the abundance is derived from less than
three lines, we assume the uncertainty to follow the Norris et al.
(2001) formula δ EW = λ

√
n/(R[S/N]) where n is the number

of pixels integrated to obtain EW, R the resolving power, and
S/N the signal to noise ratio per pixel. When using the Norris
et al. (2001) formula we adopted R = 47 000 and adopted the
full-width of the fitted Gaussian measured in pixels for n. We
investigated the behaviour of the relative uncertainty in EW as
given by DAOSPEC as a function of line strength for four dif-
ferent S/N groups. These S/N groups are created by co-adding
observations of the same star (NGC 6397-5281: SGB) in various
ways. The observations belong to the dataset described in Korn
et al. (2007). Each observation has a typical S/N of about 35. In
total we have 18 observations which can be co-added in differ-
ent ways to produce a set of spectra that are independent of one
another within each S/N sample. As a result, the number of spec-
tra within each S/N sample decreases with increasing S/N. We
have 18 spectra with a typical S/N of about 35 (group S/N35),
six spectra with a typical S/N of 55 (group S/N55), three spec-
tra with a typical S/N of 80 (group S/N80), and one spectrum
with S/N of 110 (group S/N110). We then ran DAOSPEC using
the same input parameters for all spectra, to place the contin-
uum and measure the EWs of 15 Fe I. Figure 2 shows the re-
sult. In the figure each colour represents the relative uncertainty
on the measurement of EW for Fe I lines by DAOSPEC for a
single S/N group. The dash-dotted line represent the theoretical
1-σ uncertainty following Norris et al. (2001) for the different
S/N groups. The right axis in the figure gives the translated un-
certainty in abundance for weak lines. For convenience we have
also marked the typical line strength of the five Fe II lines in the
TOP stars in the cluster NGC 6752. Given that a typical uncer-
tainty of 10% in line strength will result in an abundance uncer-
tainty of 0.04 dex for weak lines, one immediately sees that a
S/N higher than 50 is necessary to derive the abundance from
weak lines (∼30 mÅ) with a high enough precision in order to
detect abundance differences of the order of 0.1 dex.

Mean abundances in Table 2 are accompanied by the stan-
dard deviation of the mean values. In order to have an analysis
as homogeneous as possible, we decided to quote abundances
from spectra having roughly the same S/N ∼ 60. The group
mean abundances derived by taking the mean of the abundances
of the individual stars within each group are therefore com-
pared to the corresponding average abundances derived from
the co-added TOP spectrum. Since the errors associated with
the TOP-star abundances correspond to the standard deviation
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Fig. 2. Relative uncertainty in EW in function of line strength for dif-
ferent S/N. The line strengths of our five Fe II lines in the TOP stars are
also indicated in the plot. The dot-dashed lines represent the theoreti-
cal errors in EW following Norris et al. (2001) at λ = 5600 Å. On the
right axis the corresponding uncertainties in abundance for weak lines
are given. (This figure is available in colour in electronic form.)

of the individual line abundances, we use the standard error of
the mean

Std. error of mean =

∑
σ

N
√

N
=

σ
√

N
,

as error associated with the group mean abundances of the RGB
and bRGB, where σ is the standard deviation of the mean values
and N the number of spectra in each group. The errors associated
with the SGB group abundances are again the standard deviation
of the individual line abundances since we observed only one
SGB star. The final abundances can be found in Table 5.

3.4. Abundance trends

Looking at Table 5 we find systematic weak trends of abundance
with evolutionary phase for iron, scandium, magnesium, and cal-
cium. Although the trends are compatible with the null hypothe-
sis it is interesting to note that the derived abundance values for
the TOP group are systematic lower than those derived for the
RGB group for all investigated species except for barium.

The iron abundance difference ∆ log ε(Fe) = 0.08 ± 0.06 is
only significant at the 1-σ level. The same significance is found
in the abundance difference for Ca after correcting for departures
from LTE: ∆ log ε(Ca) = 0.08 ± 0.07.
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Table 5. Mean stellar parameters using (b − y) photometry and derived mean abundances for stars in NGC 6752 from spectra having the same
S/N ∼ 60.

Group Teff log g ξ [Fe/H] log ε(Mg)a log ε(Sc)b log ε(Ti)c log ε(Ca)d log ε(Ba)e

(K) (cgs) (km s−1) (dex) NLTE LTE LTE NLTE NLTE
TOPave 6068 4.00 2.00 −1.74 ± 0.05 6.01 ± 0.07 1.23 ± 0.09 3.39 ± 0.09 4.88 ± 0.07 0.46 ± 0.04
SGBmean 5793 3.79 1.50 −1.68 ± 0.10 6.05 ± 0.07 1.21 ± 0.09 3.28 ± 0.08 4.76 ± 0.10 0.44 ± 0.03
bRGBmean 5256 3.26 1.40 −1.67 ± 0.03 6.18 ± 0.04 1.32 ± 0.05 3.45 ± 0.03 4.91 ± 0.02 0.48 ± 0.01
RGBmean 5031 2.58 1.45 −1.66 ± 0.03 6.12 ± 0.03 1.33 ± 0.04 3.45 ± 0.02 4.96 ± 0.02 0.42 ± 0.06
∆[TOP-RGB] 1037 1.42 −0.08 ± 0.06 −0.11 ± 0.08 −0.10 ± 0.10 −0.06 ± 0.09 −0.08 ± 0.07 0.04 ± 0.07

Notes. The average TOP-star abundances were derived from the co-added TOP-star spectrum while the abundances for the other groups are
computed as the mean abundance of the abundances derived for the individual stars within each group. Hence, row 1 (TOPave) is identical to row 1
in Table 4. The uncertainties on the abundances for the TOP-group correspond to the standard deviation. For the other groups, they correspond to
the standard error of the mean (see text). (a) Based on Mg I λλ5528 and 5711. RGBave Mg abundance derived by disregarding star 548. (b) Based
on Sc II λλ5031, 5526 and 5657. Note that the Sc abundances for the bRGB and RGB stars can be slightly overestimated due to ignoring HFS.
(c) Based on Ti II λλ5129, 5154, 5185, 5226 and 5336. (d) Based on Ca I λλ6169 and 6493. (e) Based on Ba II λ6141. The Ba II λ6496 line was
disregarded due to telluric contamination. TOPave Ba abundance derived by disregarding star 3988 and using Teff = 6070 K, log g = 4.00, and
ξ = 2.00 km s−1.

For barium we find a 4σ significant trend in LTE:
∆ log ε(Ba)LTE = 0.28 ± 0.07, but after correcting for de-
partures from LTE the trend disappears to within the errors.
Unfortunately, there are no AD predictions for barium. By care-
fully inspecting the barium lines in the spectra of the individ-
ual stars within each group, we found one TOP star (id 3988)
which appears to have significantly stronger barium lines com-
pared to the other TOP stars. We therefore disregard this Ba-rich
star from the co-addition to create the TOPave spectrum from
which we derived the barium abundance.

The magnesium abundance difference is, like iron and cal-
cium, only significant at the 1-σ level after applying NLTE cor-
rections: ∆ log ε(Mg) = 0.11±0.08. However, looking at the dif-
ference between bRGB and TOP we find a 2σ significant trend
after correcting for NLTE: ∆ log ε(Mg) = 0.17 ± 0.08. One has
to be careful not to over interpret this result since Mg is affected
by internal cluster pollution. We will discuss Mg further below
(Sect. 3.5). The abundance differences for titanium and scan-
dium are insignificant but show the same overall behaviour as
the other elements discussed.

3.5. Identifying distinct stellar populations

Carretta et al. (2012) derived Al, Mg and Si abundances for a
sample of more than 130 RGB stars in NGC 6752. They found
that the [Al/Fe] abundance ratio in the stars anticorrelates with
[Mg/Fe] and [O/Fe] and correlates with [Na/Fe] and [Si/Fe].
Looking at the distribution of stars in the [Al/Fe] abundance ra-
tio plots they found that the stars cluster around three distinct
Al values, low, intermediate and high relative to the whole sam-
ple. Using Strömgren photometry in combination with this find-
ing, these authors were able to identify two stellar generations
and three distinct stellar populations in the cluster: a first gen-
eration with a primordial population (P) of stars with low Al,
Na and high Mg, and a second generation stars which can be
split into an intermediate population (I) with intermediate chem-
ical abundances, and an extreme population (E) with high Al,
Na and low Mg. Taking advantage of the large sample of de-
rived abundances, they performed a cluster analysis on their data
which led to the conclusion that the division is dominated by the
Al abundance followed by the Na abundance. There is no strong
difference in Mg abundance between first and second genera-
tion stars. Only the extreme stellar population seems to have a
significantly different Mg abundance from the primordial and

intermediate populations. As we are interested in the diffusion
trend for Mg, it is important to identify any stars that may be-
long to the extreme population. The cluster analysis by Carretta
et al. (2012) tells us that in order to identify stars belonging to the
extreme population, we have to look for stars with significantly
lower (higher) Mg (Na) or very significantly higher Al abun-
dances than the mean abundances of the total sample of stars
investigated. We therefore deduce Al and Na abundances for our
stars where possible. Unfortunately we were unable to deduce
Al abundances for the SGB and TOP stars. Sodium NLTE abun-
dances were derived by measuring EWs of the Na I doublet at
5682–5688 Å and comparing them to a grid of NLTE predic-
tions given in Lind et al. (2011). In the case of the RGB stars,
we also included the weak Na I doublet at 6154–6160 Å. The
derived abundances can be found in Table 6.

Based on these abundances we identified one star (id 548) in
the RGB group which has a significantly lower Mg and higher
Al and Na abundance and can be categorised as an extreme
population star. We therefore derived the mean Mg abundance
for the RGB group (RGBmean) by disregarding the star 548. In
the TOP group we found one star (id 4138) with a significantly
higher Na abundance than the other stars, however, the Mg abun-
dance is not different from the other stars in the group. We there-
fore cannot identify it as an extreme star and thus have not ex-
cluded it from deriving the mean Mg abundance for the TOP
group (TOPave).

3.6. Lithium

The lithium abundance trend with evolutionary phase is heavily
affected by dilution of the surface abundance as the stars evolve
towards the RGB. As Li is significantly processed in RGB stars
and the dilution seems to set in just below the SGB star group
(Korn et al. 2007), one has to look at the TOP stars if one
wants to deduce original Li abundances for the cluster. We have
deduced Li abundances for all our stars using the Li I line at
6707 Å. The Li abundances are corrected for NLTE following
Lind et al. (2009) and can be found in Table 6. One immedi-
ately notices the large spread in Li abundance of 1.4 dex. The
Li abundance drops sharply once the stars evolve onto the RGB
as dilution sets in. There is also a clear sign for a Na-Li anti-
correlation for two stars in our sample. The RGB star id 548
and TOP star id 4183 both show a significantly higher Na abun-
dance and lower Li abundance than the other stars within the
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Table 6. Derived elemental abundances for the individual stars in NGC 6752.

Group Star ID log ε(Mg) log ε(Al) log ε(Na) log ε(Li) Pop
NLTE LTE NLTE NLTE

RGB 540 6.11 ± 0.07 5.27 ± 0.05 4.74 ± 0.10 1.22 ± 0.05 I
548 5.92 ± 0.09 5.83 ± 0.07 4.98 ± 0.10 <0.60a E
566 6.12 ± 0.07 5.00 ± 0.05 4.34 ± 0.10 0.95 ± 0.08 P
574 6.15 ± 0.07 4.83 ± 0.10a 4.25 ± 0.10 0.99 ± 0.07 P
581 6.14 ± 0.07 5.35 ± 0.05 4.79 ± 0.10 0.99 ± 0.07 I
588 6.06 ± 0.07 5.38 ± 0.05 4.74 ± 0.10 0.99 ± 0.07 I

bRGB 1406 6.17 ± 0.07 4.50 ± 0.07 1.01 ± 0.13 P
1483 6.11 ± 0.07 4.88 ± 0.05 4.63 ± 0.07 1.13 ± 0.10
1522 6.23 ± 0.07 4.44 ± 0.07 1.11 ± 0.11 P
1665 6.21 ± 0.07 5.08 ± 0.05 4.71 ± 0.07 1.16 ± 0.09

SGB 3081 6.05 ± 0.07 4.58 ± 0.07 2.11 ± 0.05
TOP 3988 6.05 ± 0.11 4.58 ± 0.07 2.30 ± 0.06

4096 6.02 ± 0.11 no reliable 4.71 ± 0.07 2.34 ± 0.07
4138 6.05 ± 0.11 abundance 4.95 ± 0.07 2.03 ± 0.10
4383 6.12 ± 0.11 4.31 ± 0.07 2.21 ± 0.07
4428 6.09 ± 0.11 4.30 ± 0.07 2.13 ± 0.10

Notes. For magnesium two Mg I lines: 5528 and 5711 Å, for aluminium we used the Al I doublet at 6696–6698 Å, and for sodium we used the
Na I doublet at 5682–5688 Å, for the RGB we also included the Na I doublet at 6154.2–6160.7 Å. Lithium abundances were derived using the
Li I line at 6707 Å. The last column gives the population: P for primordial, I for intermediate and E for extreme following Carretta et al. (2009).
(a) Upper limit.

corresponding groups. We therefore disregard these stars in the
following discussion.

The highest Li abundance, corrected for NLTE, we detect for
the TOP stars is log ε(Li) = 2.34 ± 0.07 while the lowest RGB
Li abundance that we could measure, also corrected for NLTE, is
log ε(Li) = 0.95 ± 0.10. By comparing our mean RGB Li abun-
dance (disregarding star id 548): log ε(Li) = 1.03±0.11, with the
one derived by Mucciarelli et al. (2012), who use the tempera-
ture scale of González et al. (2009): log ε(Li) = 0.93 ± 0.15,
we find good agreement for the RGB mean Li abundances. Even
when the spectroscopic temperature scale derived by Mucciarelli
et al. (2012) is used, log ε(Li) = 0.88 ± 0.15, the agreement still
holds.

Pasquini et al. (2005) derived LTE Li abundances for nine
TOP stars in NGC 6752 drawn from the study of Gratton et al.
(2001) of which we have two stars in common (id 4383 and
4428). Using Gratton et al. (2001) effective temperatures which
are roughly 150 K hotter than ours, they find Li abundances for
the TOP stars which are, for 4383 and 4428 respectively, 0.15
and 0.32 dex higher than what we find. Using lower Teff val-
ues, computed according to the Alonso-scale (b − y) colour and
the reddening of E(b − y) = 0.032 (Gratton et al. 2003), the
Li abundance for star 4383 is in excellent agreement. However,
we find a 0.17 dex discrepancy for star 4428 (discussed further in
Sect. 4.3). The mean Li abundance computed from the four TOP
stars when disregarding 4138, is log ε(Li) = 2.25 ± 0.09 in good
agreement with the mean Li abundance log ε(Li) = 2.24 ± 0.15
on the hot temperature scale of Gratton et al. (2001). Given the
fairly large star-to-star scatter in lithium abundance, it is also in
agreement with the mean Li abundance log ε(Li) = 2.15 ± 0.14
derived by Gratton et al. (2001) on the cooler temperature scale
of Alonso et al. (1996).

3.7. Corrections from three-dimensional models

Recent numerical simulations of convection at the surface of
late-type stars have shown that significant structural differences
exist between the temperature and density stratifications from
three-dimensional (3D), time-dependent, hydrodynamical and
classical, one-dimensional (1D), stationary, hydrostatic model

stellar atmospheres. In particular, 3D model atmospheres gen-
erated with realistic surface convection simulations of metal-
poor late-type stars, ranging from dwarfs to giants, are charac-
terised by significantly cooler upper-photospheric temperature
stratifications than corresponding 1D model atmospheres con-
structed for the same stellar parameters (Asplund et al. 1999;
Collet et al. 2007). Such systematic differences between the
3D and 1D temperature stratifications, together with the pres-
ence in 3D models of temperature and density inhomogeneities
and correlated self-consistent velocity fields, can have substan-
tial effects on the strengths of spectral lines predicted by line for-
mation calculations and, consequently, on elemental abundances
derived from spectroscopic analyses.

We took into account such effects related to the choice
of model stellar atmospheres by performing a differential
3D−1D abundance analysis for all elements considered in the
present work. More specifically, we recomputed synthetic pro-
files and EWs for all atomic lines from the various elements
using 3D hydrodynamical model atmospheres and assuming an
average composition for the stars in NGC 6752. We also syn-
thesized the line profiles using 1D models computed for the
same stellar parameters, adjusting the elemental abundances on
a line-by-line basis to match the EWs from the 3D line forma-
tion calculations. The difference between the 3D and 1D abun-
dances would then give the 3D−1D abundance corrections for
the individual lines.

For the 3D line formation calculations, we used 3D, time-
dependent, hydrodynamical S models (Magic, in prep.)
with stellar parameters close to the ones of the observed
stars in NGC 6752, i.e. with effective temperatures between
Teff = 5000 K and 6000 K, surface gravities between log g =
2.5 and 4.0 (in cgs units), and metallicities in the range
[Fe/H] = −1. . . − 2 dex.

For the 1D calculations, we used custom 1D hydrostatic
model atmospheres computed with using the same input physics
(equation of state, opacities, radiative transfer solver) as in
the corresponding S simulations but relying on an
implementation of the mixing-length theory for the convective
energy transport. In 1D, we also adopted a non-zero value for

A31, page 7 of 13



A&A 555, A31 (2013)

the micro-turbulence parameter between ξ = 1.7 and 1.8 km s−1

for modelling non-thermal Doppler broadening associated with
macroscopic flows which are otherwise absent in 1D atmo-
spheres. For both 3D and 1D spectral line formation calcula-
tions, we adopted quantum-mechanical calculations by Barklem
et al. (2000) for modelling van der Waals broadening. When
these were not available, we relied on the classical description
by Unsöld (1955).

From each of the 3D simulations, we selected a subset of
15 time snapshots for the calculations. For each 3D sequence,
we computed intensity profiles for the individual spectral lines
along 16 inclined directions plus the vertical using  (Hayek
et al. 2011), after which we performed an angular and disk in-
tegration and averaged over all selected snapshots to compute
the final flux profiles. All line profiles were computed under the
approximation of LTE.

We carried out calculations with a similar setup and line for-
mation code for the 1D model atmospheres, adjusting each time
the elemental abundance to match the EWs from the 3D calcula-
tions and thus compute the differential 3D−1D LTE abundance
corrections. Finally, we linearly interpolated in stellar parameter
space the abundance corrections computed for the 3D models
from the S grid (and their 1D counterparts) to the stellar
parameters representative of the four specific categories of clus-
ter stars considered in this study (TOP, SGB, bRGB, and RGB).

The 3D−1D LTE abundance corrections for the four groups
of stars are listed in Table 7. We compare 1D and 3D LTE
abundances in Table 8. The 3D LTE abundances are derived by
applying 3D−1D LTE abundance corrections to the measured
1D LTE line abundances and taking the mean. Beside an over-
all shift to higher abundances (except for Li), the 3D–1D cor-
rections seem to increase the trend slightly for Fe and Ca and
significantly for Sc and Ti. Mg seems unaffected beside a shift
to higher abundances. From these results we conclude that the
abundance trends as such are probably not an artefact of the
modelling in 1D.

4. Discussion

4.1. Comparison with diffusion models
We can now compare our abundance variations with stellar-
structure models that allow for radial diffusion of chemical
elements. For this comparison we use the predictions from
AD models of Population II stars by Richard et al. (2002, 2005),
which account for all the physics of particle transport that can be
modelled from first principles. The models for NGC 6752 were
computed as described in Richard et al. (2005). For the models,
they use a metallicity of [Fe/H] = –1.6 with an α-enhancement
of 0.3 dex compared to the solar mixture and isochrones which
were computed at 13.5 Gyr. Transport of unknown physical ori-
gin below the outer convection zone (AddMix) is the main free
parameter in these models. This transport is parameterised by
a (decreasing) function of temperature and density. To repro-
duce the observation of the “Spite plateau” of lithium (Spite
& Spite 1982) with models including AD, one needs to in-
voke AddMix to counteract the too strong downward depletion
of lithium at the surface of the hottest stars. In Fig. 3 predic-
tions from two models are overplotted on top of our observa-
tions. The models implement different values of the reference
temperature T0 (log T = 6.00/6.20), which controls the effi-
ciency of the mixing, and use an AddMix turbulent diffusion
coefficient DT which is chosen to be 400 times the atomic-
diffusion coefficient for helium at the reference temperature T0
and varying as ρ−3 (Proffitt & Michaud 1991). The red curves in

Fig. 3 represent AD models with AddMix at low efficiency, de-
noted by T6.00, while the blue curves characterise models with
AddMix at high efficiency, denoted by T6.20. We slightly ad-
justed the absolute abundances predicted by the two models, in-
dividually for each element. This to establish agreement with
our derived abundances in the cooler half of the effective tem-
perature range (65600 K), where the two models coincide. As
the convective envelope fully encompasses the regions mixed
by turbulence, the mixing efficiency is irrelevant for the surface
abundances in these evolved stars. The black dashed lines mark
the initial abundances of the models.

Higher efficiency mixing results in shallower trends for most
elements, including iron and magnesium, when comparing TOP
and RGB abundances. The explanation for this behaviour has to
do with the fact that radiative acceleration is weaker than gravity
at the bottom of the zone homogenised by mixing. Increasing the
efficiency of AddMix reduces the effect of gravitational settling.
At Teff 6 5100 K the convective zone is sufficiently deep to erase
the effects of AD. For calcium, scandium and titanium, how-
ever, the situation is different. Radiative acceleration on these
elements is larger than gravity at the bottom of the zone ho-
mogenised by mixing. This then results in slightly higher abun-
dances at the turnoff for the model with AddMix at low effi-
ciency. This is because increasing AddMix efficiency extends
the zone homogenised by mixing to deeper layers in the star
where the radiative acceleration on elements, such as Ca, Sc,
and Ti, becomes weaker than gravity, making the trends mildly
steeper. Also, there might be a possible influence of mass loss
since supported elements are expelled through the surface, while
sinking elements encounter advection by the wind. Ca, Sc, and
Ti become more overabundant for a short period of time be-
cause the wind has an effect just below the surface convection
zone, where radiative acceleration equals gravitational settling
(see Fig. 4 in Vick et al. 2013); therefore, instead of accumu-
lating below the surface-convection zone, they are pushed into
it. Vick et al. (2013) investigated the influence of mass loss on
the concentrations of metals in the interior of stars. They com-
pared stellar-structure models with mass loss with models in-
cluding AD with AddMix and found that larger differences ap-
pear in the interior concentrations of metals (see their Fig. 9).
Comparing their results with observations by Nordlander et al.
(2012) of stars in the GC NGC 6397 they find that models with
mass loss agree slightly better with subgiant observations than
those with turbulence. Lower RGB stars instead favor the models
with turbulence.

The T6.00 model was adopted by Korn et al. (2007) and
Nordlander et al. (2012) as the best fit to the observations for
the cluster NGC 6397 at a metallicity [Fe/H] ∼ –2.1, while the
T6.20 model seems to best match the flatter trends found for
the cluster NGC 6572 at metallicity [Fe/H] = –1.6. In principle
one could question the significance of the shallow trends but the
fact remains that we find lower abundances for the TOP stars
compared to the RGB stars for all investigated elements except
barium. To add to the significance of the trends, we compute a
mean trend by normalising the observations and models to the
original abundances given by the models and afterwards aver-
aging these normalised observations and model trends. The re-
sult can be seen in the bottom right panel of Fig. 3. We have
also calculated the weighted mean of these points and calculated
the χ2 with respect to this value. We find that there is only a 7%
probability that the points are compatible with a null-trend cen-
tred on the weighted mean. The combined abundance trend is
thus significant at the ∼2-σ level and likely not the result of ran-
dom scatter around a mean value due to measurement errors.
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Fig. 3. Observed abundance trends with evolutionary stage. Each point represents the abundance derived from the co-added spectra within each
group as a function of Teff. The curves through the points are predictions from stellar evolution models including AD and AddMix with two
different efficiencies, at 13.5 Gyr. The blue curve represents high-efficiency mixing (T0 = 6.20) while the red curve corresponds to low-efficiency
mixing (T0 = 6.00). The bottom right panel shows the mean trend by normalising the observations and models for Ca, Sc, Ti and Fe to the
primordial abundances given by the models and afterwards averaging these normalised observations and model trends. (This figure is available in
colour in electronic form.)

4.2. Consistency check for the Fe abundance difference

As an alternative method we derived stellar Fe abundances us-
ing a tool based on the software package Spectroscopy Made
Easy (SME) by Valenti & Piskunov (1996). The package may be

used to determine stellar parameters by matching observed spec-
tra with synthetic spectra generated from a model-atmosphere
grid. As input, SME requires a line list, line and continuum
masks, and the observed spectrum with corresponding S/N. SME
then determines stellar parameters such as effective temperature,
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surface gravity, metallicity, micro- and macroturbulence, and
individual abundances by matching spectra.

For the Gaia-ESO public spectroscopic Survey (GES;
Gilmore et al. 2012), tools for deriving stellar abundances in an
automatic way are being developed by different teams involved
in the science analysis. One of the tools is based on SME. We
used this tool with input line list, line and continuum masks, and
setup optimised for GES by M. Bergemann (priv. comm.). For
direct comparison with the main analysis of this study, we used
the DAOSPEC-normalised spectra as input spectra and chose not
to let SME continuum-normalise the spectra again using the con-
tinuum masks. Using the stellar parameters found in Table 2, we
derive the iron abundance from 48 Fe I and 10 Fe II lines and we
find an iron abundance difference between TOP and RGB stars
of −0.09 ± 0.02.

Thus, using two independent methods we find an Fe abun-
dance difference between TOP and RGB stars in NGC 6752
which is best explained by stellar evolution models includ-
ing AD and AddMix parametrised by log T = 6.20. It seems
that the efficiency of AddMix is stronger in this GC than in the
more metal-poor GC NGC 6397. This is an interesting result as
the stars in the two clusters differ only by 0.5 dex in metallic-
ity. Across this metallicity regime, AD predictions do not differ
significantly. The difference in the abundance trends must thus
stem from physical effects not captured by the stellar-structure
models employed by us where AddMix is a free parameter.

4.3. The primordial lithium abundance

Our sample of TOP stars seems to include two stars that have sig-
nificant higher Li abundances than the others (id 3988 and 4096).
Using the mean abundance derived from these two stars and cor-
recting for departures from LTE following Lind et al. (2009), we
can apply the AD correction for lithium. Based on AD models
with AddMix characterised by T6.20, we find an initial Li abun-
dance of log ε(Li) = 2.58 ± 0.10 dex. This value lies within the
mutual 1-σ errors with the Wilkinson Microwave Anisotropy
Probe (WMAP)-calibrated Big Bang Nucleosynthesis (BBN)
predictions by Cyburt et al. (2010): log ε(Li)BBN = 2.71 ± 0.06.
This is shown in Fig. 4.

Our analysis of star 4428 (with a Li abundance of 2.50±0.04
according to Pasquini et al. 2005) indicates a lower-than-average
Li abundance of 2.18± 0.10 in LTE. The difference with respect
to Pasquini et al. (2005) can be fully explained by the difference
in Teff (–225 K) and in measured line strength (–9 m Å). From
this work, it seems unlikely that stars with Li as high as 2.50
in log ε(Li) exist in NGC 6752. Rather, this cluster displays an
upper envelope in Li compatible with field stars of the same
metallicity (Nissen & Schuster 2012).

5. Conclusions

We have identified abundance trends for the elements Mg, Ca,
Sc, Ti, Fe, and Ba between groups of stars from the TOP
to the RGB in the globular cluster NGC 6752. The six ele-
ments represent groups of elements which are affected differ-
ently by AD and AddMix (due to the element-specific inter-
play of gravitational settling and radiative acceleration). The
trends can be explained with the stellar models of Richard et al.
(2005) which include atomic diffusion and additional mixing.
The optimal model indicates an initial lithium abundance of
log ε(Li)init = 2.58 ± 0.10. This is compatible with the predicted

6500 6000 5500 5000
 effective temperature Teff  [K]

0.5

1.0

1.5

2.0

2.5

3.0

 lo
g 

N
Li

/N
H
 +

12

T6.0
T6.2

log (Li)init = 2.58±0.1

CMB+BBNCMB+BBN

TOP SGB bRGB RGB

Fig. 4. Observed abundance trends with evolutionary stage of lithium.
Green crosses indicate individual stellar abundances, while bullets rep-
resents the abundance derived from the co-added spectra within each
group as a function of Teff. Solid lines represent predictions from stellar
evolution models including AD and AddMix with two different effi-
ciencies, at 13.5 Gyr. The blue curve represents high-efficiency mix-
ing (T0 = 6.20) while the red curve corresponds to low-efficiency
mixing (T0 = 6.00). The dashed line gives the original Li abun-
dance for the mean of our two highest detected Li abundances fol-
lowing the AD model with AddMix parameterised by T0 = 6.20,
log ε(Li) = 2.58 ± 0.1. The dotted line with the olive-brown shaded
area shows the predicted primordial lithium abundance (“CMD+BBN”:
log ε(Li) = 2.71±0.06; Cyburt et al. 2010). The purple shaded area rep-
resent the overlapping 1-σ uncertainties between the two values. (This
figure is available in colour in electronic form.)

primordial abundance based on WMAP-7 data (Cyburt et al.
(2010), log ε(Li)CMB+BBN = 2.71 ± 0.06).

Although the significance of the trends is weak, they seem to
indicate that AD is operational along the evolutionary sequence
of NGC 6752. However, to explain the observed trends one needs
to include more efficient AddMix than in NGC 6397 as stud-
ied by Korn et al. (2007) and Nordlander et al. (2012). This is
interesting, as the two clusters differ by only 0.5 dex in metallic-
ity. Judging from these results, it seems that there is an interplay
between metallicity and the efficiency of AddMix (evidence for
this is weaker when the 3D-1D abundance corrections are used).
If these results reflect trends in nature, then the expectation is
that the diffusion signature will eventually disappear in stars with
higher metallicities as AddMix becomes more efficient and sup-
presses the abundance differences between groups of stars in dif-
ferent evolutionary phases. This picture may then explain why
Mucciarelli et al. (2011) need an AD model with very efficient
mixing (T6.30) to make the lithium abundances compatible with
WMAP-calibrated BBN in the GC M4 ([Fe/H] ∼ –1.1). The fact
that they did not observe a trend in iron in M4 while the T6.30
model by Richard predicts a small (0.1 dex) trend, could be due
to simplifying assumptions (1D, LTE) in their analysis of the
stellar spectra. Studying more metal-poor clusters, one would
expect to find stronger diffusion trends as the effect of AddMix
decreases. GCs such as M92 and M30 are prime targets in this
respect.
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Table 7. 3D−1D LTE abundance corrections for individual lines and for the four groups of cluster stars considered in this work: TOP
(Teff [K] / log g [cgs] / [Fe/H] [dex] / ξ1D [km s−1] = 6000/4.00/−1.80/2.0), SGB (5700/3.80/−1.70/1.5), bRGB (5500/3.30/−1.70/1.4), RGB
(5000/2.50/−1.70/1.45).

Line χ log g f log ε3D [dex] log ε3D−1D,LTE [dex]
TOP SGB bRGB RGB

Li  6707.8 0.000 0.174 2.000 –0.230 –0.241 –0.385 –0.270
Na  5682.6 2.102 –0.706 4.500 – 0.033 0.010 0.023
Na  5688.2 2.104 –0.452 4.500 0.040 0.035 0.012 0.028
Na  6154.2 2.102 –1.547 4.500 0.030 0.026 0.001 0.012
Na  6160.7 2.104 –1.260 4.500 0.031 0.027 0.001 0.013
Mg  5528.4 4.346 –0.498 6.000 0.121 0.080 0.033 0.122
Mg  5711.1 4.346 –1.724 6.000 0.048 0.040 0.030 0.057
Al  6696.0 3.143 –1.347 5.000 – – 0.008 0.021
Ca  6169.1 2.523 –0.540 4.800 0.029 0.009 -0.037 0.045
Ca  6493.8 2.521 –0.109 4.800 0.063 0.008 -0.078 0.084
Sc  5031.0 1.357 –0.400 1.200 0.062 0.034 0.098 0.158
Sc  5526.8 1.768 0.020 1.200 0.078 0.038 0.104 0.179
Sc  5657.9 1.507 –0.603 1.200 0.043 0.024 0.077 0.127
Ti  5129.1 1.892 –1.240 3.400 0.107 0.057 0.165 0.245
Ti  5154.1 1.566 –1.780 3.400 0.087 0.042 0.121 0.214
Ti  5185.9 1.893 –1.350 3.400 0.090 0.052 0.137 0.237
Ti  5226.5 1.566 –1.230 3.400 0.171 0.087 0.160 0.313
Ti  5336.8 1.582 –1.630 3.400 0.105 0.055 0.126 0.234
Ba  6141.7 0.704 –0.076 0.500 0.164 0.064 0.080 0.332
Ba  6496.9 0.604 –0.377 0.500 -0.012 0.008 0.038 0.312
Fe  4923.9 2.891 –1.530 6.000 0.514 0.282 0.307 0.370
Fe  5197.6 3.230 –2.348 6.000 0.206 0.146 0.239 0.283
Fe  5234.6 3.221 –2.223 6.000 0.183 0.158 0.253 0.325
Fe  5264.8 3.230 –3.250 6.000 – 0.055 0.108 0.090
Fe  5284.1 2.891 –3.200 6.000 – 0.064 0.139 0.156
Fe  5316.6 3.153 –1.890 6.000 0.247 0.144 0.200 0.240
Fe  5325.6 3.221 –3.324 6.000 – 0.021 0.107 0.082
Fe  5362.9 3.199 –2.570 6.000 0.163 0.103 0.188 0.274
Fe  5425.3 3.199 –3.390 6.000 – – 0.104 0.077
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