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Abstract

Hedonic models in environmental valuation studi@gehgrown in terms of number of transactions and
number of explanatory variables. We focus on tlaetral challenge of model reduction, when aiming
for reliable parsimonious models, sensitive to texditvariable bias and multicollinearity. We evatuat
two common model reduction approaches in an engbpiriase. The first relies on a principal
component analysis (PCA) used to construct newogdhal variables, which are applied in the
hedonic model. The second relies on a stepwise Innedection based on the variance inflation index
and Akaike’s information criteria.

Our empirical application focuses on estimatingithplicit price of forest proximity in a Danish @as
area, with a dataset containing 86 relevant vaegblVe demonstrate that the estimated implicitepric
for forest proximity, while positive in all models clearly sensitive to the choice of approachthas
PCA reduced model produces a parameter estimateledthe size of the alternative models. While
PCA is an attractive variable reduction approathmay result in an important loss of information
relative to the stepwise reduction information lobapproach.



1. Introduction:

The models in applied hedonic valuation studiesmfironmental externalities have grown in terms of
included transactions and number of explanatorialbes. Up to recently, studies have been based on
only few a thousand transactions and a limitecbgekplanatory variables (Dubin and Goodman 1982;
Garrod and Willis 1992; Morancho 2003; Anthon et28l05), while some more recent publications use
several thousand observations and include a caasideamount of explanatory variables (Cavailhes et
al. 2009; Mukherjee and Caplan 2011; Kuethe 20A&)extreme case of this trend can be found in the
work of Gibbons et al. (2011) with more than oniliom transactions and 33 explanatory spatial
variables. While the present study is no excepfrom this trend, we limit the analysis to 5,659
transactions, but apply as many as 86 availablablas which are relevant to the hedonic model. As
typical in environmental valuation hedonic studigs,focus on the implicit price of a specific vinlia

in this case forest proximity and the purpose efdther 85 variables is to ensure a reliable estima

Along with the growth in relevant and available ightes comes, the challenge of achieving
parsimonious models with reliable estimates whigaliohg adequately with the issues of omitted
variable bias and multicollinearity inherent to sgishedonic models (LeSage and Pace 2009).
Because of the often strong correlation betweefergifit spatial variables describing urban qualities
omitted variable bias is a major concern in hedamiodels, when data sets appear incomplete.
However, as the set of explanatory variables groaremcomplete, multicollinearity becomes a
challenge to the practical application and reliabtimation of parsimonious hedonic models for
environmental valuation. These problems, if notdiath adequately, may reduce at least the efficiency
with which we can estimate and draw inference oraipaters of interest, but may potentially also
imply biased estimates (LeSage and Pace 2009).

In this paper, we use an empirical application #ndnstrate that model reduction under these
circumstances is not trivial, and we evaluate twmmon approaches in an empirical case. The first
approach applies principal component analysis (PG#)ich is used to construct a set of new
orthogonal variables capturing a large part of ihgation in the available 86 explanatory variables
The second approach is based on stepwise regressidel reduction, where we automated variable
selection using Variance Inflation Indexes (VIFakkaike Information Criteria (AIC), thus reducing
the number of variables by removing first thosd #ra highly collinear and then those that hatike li
additional explanatory power. We evaluate the ¢dfeaf these two approaches on the estimated
implicit price, comparing parameter estimates aadavices across the resulting hedonic models with
the corresponding estimates from a full model doirig all available variables.

While PCA is only occasionally used for model reghutin the environmental valuation literature (e.g
Lake et al. 1998), it is more common in the reghtesliterature e.g. (Thériault et al. 2003; Bitemal.
2007), just like stepwise regression approache® Heen applied on several occasions (Dunse and
Jones 1998 ; Kong et al. 2007; Yoo et al. 2012). @uwpose is to highlight the possible differences
between the approaches in terms of their effeat.gnthe implicit prices of environmental variables
which is of interest in applied environmental vaioa.

We have chosen to exemplify the effect of the agoblrariable reduction techniques by focusing on
forest proximity. The value of forest proximityeibg close to forest lands, has been assessed in



numerous hedonic studies (Tyrvainen and Miettin@002 Anthon et al. 2005; Cho et al. 2008;
Poudyal et al. 2009), and like these we find atp@seffect on house prices. However, we demorestrat
that this estimate is sensitive to the choice oflehoeduction approaches.

2. Empirical and econometric methods:

2.1 Principle Component Analysis

The PCA is a standard dimensional reduction techife.g. Rencher (2002), Jolliffe (2002) and
Anderson (2003)) that attempts to capture as msgboasible of the variance of a dataset, whilé stil
reducing the number of dimensions in the datasastfel et al. 2009). The components are orthogonal
axes projected onto the dataset, so that the pimjscare positioned near the largest number of
observations. The components’ scores describe trtisegonal axes and can be interpreted as new
variables.

Following standard notations, the PCA finds thection of the greatest variance of the veetbased
on theK X K variance-covariance matri¥[z] = X whereK is the number of variables of the vector
cf. (1) below. The variables of vectarare standardized to have a mean of zero and adasthn
deviation of one. The PCA finds a set of principamponents weightay, ..., a where the linear
functiona'z refers to the principal component scores.

a =arg g‘ﬁl(v[a' z]

(1)

a =arg max v[a'Z]
a=lal=1
allay,... 8

The component that captures the most amount ofiveei in the data is thé' principal component.
The 2 principal component captures the greatest amdwmraance in the subspace orthogonal to the
first, etc.

2.2 Stepwise reduction

The stepwise reduction technique automatizes Marigddection by reducing the number of available
explanatory variables based on an initial set #éa. In this analysis we apply a stepwise teghai
using both a backward and a forward stepwise dlguariln the first stepwise application the potdntia
explanatory variable is subject to a backward s$elecalgorithm removing the variable with the
highest VIF value in each step until no variable &a&/IF value above 5. The VIF value of variable
obtained using thB? value of a regression of all the other explanat@nyables on variablie

VIF =1 )

The VIF value will change for all the explanatorgriables with each step, as the variable with the
highest collinearity is removed.



In the second step the remaining variables areestdyg) to a forward selection algorithm based on the
minimization of AIC. In each step the available kex@atory variables are evaluated against the AIC
measure. The variable, which provides the largapravement in AIC is included in the model. The
algorithm stops when is not possible to reduceAtt@ measure further with the remaining variables.
The AIC is calculated as follows:

AIC = —2logL + 2(edf ) 3)

WherelL is the likelihood and thedf is the effective degrees of freedom. Essenti@ll{, provides a
relative measure of goodness of fit, which penalibe effective degrees of freedom in the model.

2.3 The hedonic model

The hedonic method is well documented in numera@pepand text books, e.g. Palmquist (2005) and
Bockstael and McConnell (2007). The hedonic prigecfion is an equilibrium function created by
sellers and buyers of properties seeking to maxrttizir own utility. In equilibrium, the sales peiof
any house is a function of its characteristics. Thedel is based on the assumption of weak
separability, which means that the marginal ratesdfstitution between any two characteristics is
independent of the level of all other charactersstirhus, the hedonic model can provide an estiofate
the implicit price of the marginal change of a h@akaracteristic (Palmquist 1991; Palmquist 1992).

The hedonic price function is estimated using aidegitransformation and Spatial Error Models
(SEM) (Anselin 1988), as initial analyses reveapdtial autocorrelation. Spatial lag models wese al
estimated but provided similar results as the SEM: SEM can be written as follows:

y=Xp+ 1,5, +¢
E=AWe +u (4)

Wherey is anN X 1 vector of logged sales price§, is a matrix of explanatory variables. The forest
proximity variable isf,. The observation error is the vectorand f; and . are parameters to be
estimated. In the SEMg is assumed to consist of two terms. The first terapture spatial
autocorrelation using the autoregressive parametandW which is anN X N spatial weight matrix.
The second term is a vector of noisehich follows the standard assumptions i.i.d.

The spatial weight matri¥V defines the extent of the spatial neighborhoodotfat each location. The
spatial autoregressive error term in the SEM camrerstood as a correction term for unobserved
omitted variables shared by the local neighborhdod there is no strict definition of a neighbortoo
in the literature (Anselin 2006). We defined neigith by triangulated irregular network polygons
around each property, and based our choice of wengtrix, W, on a spatial correlogram analysis
based on global Moran’s | analyses performed otigwous neighbors going from thé& fio 8" order
neighbors. We found a fairly sharp decline in spatbrrelation and based/ on &' order neighbors
only.



3. Data sour ces, research area and variable definitions:

3.1 Housing mar ket

For our analysis we chose a market region in thehnestern part of Zealand, in which the
development of average house prices across mulii@pashared a similar — fairly modest — price
trend over the period 1992-2001, when compared thigthousing markets in surrounding regions.

Figure 1 — Land-use map of survey area

The region covers 1,227 Knand has a forest cover of 120 8.7 %), which is a bit below the
national average of 12-13%. Forests are a mixtbideoiduous, coniferous and mixed species forest
stands. The largest city in the survey area is i@horg. Households living in the region have a mean
distance of 85 km to Copenhagen, which, by Danishdards, is quite far to commute considering that
there is no highway and no express trains goirgy mut of the area.

3.2 Data sour ces

In Denmark, nationwide data on structural houseratharistics are collected and registered in the
“Bygnings - og Boligregisteret” (BBR), and salesicps are collected and registered in

“Ejendomsstamregisteret” (ESR). “Krydsreferencestgiet” (KRR) is able to supply ESR and BBR

with a common key, which enables these data toob@med. KRR furthermore contains geographic
coordinates for every house in Denmark (Hansen 2000

We constructed location-based variables using A8c@®I2, using data provided by The Danish
Geodata Agency (2011) in the kortl0 geo-databagd)dnmarks Miljgundersggelser (2000) in the
“Area Information System” (AIS) and by Naturgas MNord (2000) in the Danish Address and Road
Database (DAV). The location-based variables aleutated using Euclidian distance or road network
distance. Several different variables represerfongst proximity were constructed and evaluated. Al
performed quite similarly, but for the purpose loktstudy, we define forest proximity variable slynp
as the Euclidian distance in steps of 100 meterthéonearest forest. The scale of proximity is
calculated byXprox = Cauoif — Xdis Where Xds is Euclidian distance. Furthermore, for homes bdythre
cut-off distance the measure of proximity is sezéoo, XproXprox < 0 = 0. The proximity variable is
easy to interpret as amenities are associatedpoghive coefficients. The cutoff value reflectsitithe
service is declining with distance, and beyond sgumt effectively zero. The cutoff value was
initially chosen by mapping out the relationshipvieen the sales price and buffer distance variatfles
forest accessibility. We found that the effectarfefst proximity was negligible after 600 meters.

Data on sales prices for single family houses fd®82 to 2004 are used. To subtract time variation,
dummy variables are constructed for each sales-y2@®4 being the reference year. The data contain
86 explanatory variables that describe structumalghborhood and environmental variables. After
removing 274 incomplete or erroneous observationssing or implausible technical entries), the
remaining 5659 observations formed the basis ofaoatyses. A thorough description of each variable
and descriptive statistics can be found in Suppiearg Material (SM).

4, Reaults:



4.1 Model reductions

The correlation matrix of the 86 available variablprovided evidence of multicollinearity. We
undertook a PCA and a stepwise reduction in oreeduce the problem of multicollinearity while at
the same time keeping omitted variable bias toramum. Note that 21 of the 86 explanatory variables
feed directly into the hedonic models, thus bypagshe model reduction applications. This group of
variables covered transaction year dummies andt afsgpatial environmental variables. The time
dummies are kept in order to ensure the same ddirg across models and the environmental
variables are the main focal point of the analysis.

The PCA is calculated using a varimax rotation o data to create latent variables that describe th
underlying structure of the data. The PCA reducgdd@related structural and spatial variables to 14
components. Initially, the PCA indicated the presenf 22 components with an eigenvalue above 1,
accounting for 70.4 % of the variance in the ddtae screeplot of the relationship between the
principal components and the eigenvalues is exaimiman adjustment step to determine the number
of components to extract, based on their combinetpretability. To promote the interpretation loé t
components, a varimax rotation ensured that thiaeafory variables loaded highly on one component
and near zero on other components (Hastie et #9)20This resulted in the extraction of 14
components accounting for 58.8% of the total vangaof the variables included in the PCA. This is a
substantial loss of information, and should be bammind in the remaining analysis.

The 14 components (cf. Table 1) represent aspéets dre in general intuitively linked. Some
examples: Proximity to services and businessesssciated with village and city centers. Institnfio
like schools, recreational facilities, day caredbildren are often situated close to each oth&anish
urban planning, e.g. to reduce children’s needrawel in traffic. District heating, natural gas and
similar underground infrastructures are buried unaein roads. Solitary farm houses rarely have
public sewage but instead forms of mechanicalmeat. The older the house, the larger the likekihoo
that walls are half-timbered and roofs are thatch.

As explained earlier, the stepwise model redudsaronducted in two steps. In the first step tHesket

of explanatory variables is subjected to a backwssléction using a VIF value larger than 5 as a
threshold. In total 14 variables are removed is #tep. In the second step the remaining variabkes
subjected to a forward selection, based on the éit@ria. An additional 19 variables are removed
from the model.



Table 1 - Selected principal components and tlbeidihgs. See text for intuitive explanation of glieuping.

Explained Loadings

Components Variables Eigenvalues % variance > 0-45
1 Accessibility/ Retalil 7.6687 11.6192 0.9799
substitutability — Supply of retail 0.9765
Infrastructure/ retail Copenhagen city center 0.9248
Highway exit 0.8860
Harbor -0.8630
Supply of services 0.7543
Supply of cinemas and theatres 0.6524
Hospital -0.5794
Station 0.5600
2 Substitutability - Supply of sports facilities .0438 6.1270 0.9654
Public Institution Supply of cultural institutions 0.9422
Supply of healthcare centers 0.7627|
Public cultural institutions 0.6701
Accessibility - Service Day nursery 3.908p 5.9216 0.7866
Institutions Healthcare center 0.7781
School 0.7435
Sport facility 0.6966
Cinemas and theaters 0.6614
Service store 0.5825
The size of the housg  Living space 2.7685 4.1947 0.8467

Toilets

Bathrooms 0.7404
Rooms 0.7354
Bathrooms 0.6700
Farm Houses Public sewage 2.7515 4.1689 -0.8293
Mechanical treatment 0.7818
Property size 0.4919
Heating With Electric heating 2.7144 4.1128 0.9245
Electricity Electric stove 0.9198
Central heating -0.6427|
Heated by oil -0.5793
Private Water Supply Private water supply 2.1566 3.2676 0.8537
Public water supply -0.8535
Energy & Road District heating 2.1205 3.2129 -0.6682
Access Major road 0.6644
Natural gas 0.4885
Tile Roof Asbestos roof 2.0696 3.1357 -0.8629
Tile roof 0.7973




10 Small buildings Small buildings 1.9386 2.9372 0.8315
Size of small buildings 0.8090
11 Brick Construction Brick 1.8970 2.8742 -0.8616
Concrete 0.7108
Timber 0.5060
12 Age Of The House Half-timbered 1.7362 2.6307 0.7549
Thatched roof 0.6801
Age 0.5037
13 Heating - Stove & Heated by coal 1.7044 2.5825 0.8141
Coal Stove 0.7946
14 Carport & Basement | Car port 1.3694 2.0749 0.5919
Basement 0.4993
Outhouse -0.4532
Total variance
explained 58.8 %
Variables unaccounted for (less than 0.45 lggdin
Covered terrace, Garage, Patio, Top story, Wasterwenk, Electric stove
complimentary, buildings, floors, wood - complimant heating, Low basement
Corrugated iron roof, Felt roof, Flat roof, Priva@wage, Concrete roof

4.2 The hedonic house price model

In Table 2 we present the estimates of the forestipity parameter and model diagnostics for the
three versions of the hedonic model. Parametenatds of the other explanatory variables in theehr
models can be found in Appendix. The hedonic montelside a model using the full set of available
explanatory variables, a model which applies thed#ponents of the PCA as explanatory variables
and a model which use the selected variables filmenstepwise reduction as explanatory variables.
Note that all three models contain transaction ykenmies and have a set of selected environmental
variables in common. Furthermore, standard errndssagnificance levels for all hedonic models are
based on heteroscedasticity and autocorrelatiosist@mt covariance matrices. The model containing
the full set of available variables is estimatedab@eneralized Linear Model (GLM). SEM is sensitive

to multicollinearity due to issues of singularity. It was therefore not possible to estimate the hedonic
model with the full set of available variables using a SEM.

The full GLM model explains 56 % of the variancearling to the Rusing 86 variables, which is
only marginally higher than the?Rof the model based on the stepwise reduction whisés 54
variables. The model with principal components atsles has an Raround 50 %, but uses only 36
variables. The model based on stepwise reductiontia lowest AIC value, while the PCA based
model notably has a much higher AIC value. The maxlels based on PCA and stepwise reduction
have a relatively high number of significant paréanestimates with the expected sign compared with
the full model. Note, that the global Moran’s | éxdindicates that spatial autocorrelation is lowdth
three models. This is likely a result of a haviniptaof spatial variables in the models, suggestiray
little is left out of the full model. The global Man’s Index is significantly different from zero the

full model, while it is insignificant in both SEMpalications.



The stepwise and the PCA based model reductioroappes effectively reduce the multicollinearity
problems in the models. However, we find that while standard error of the forest parameter is 2.87
x 10° in the full model, it is only improved marginally 2.6 x 1 in the reduced models, as in this
case the correlation between this variable andretisemodest. While efficiency gains seem modest,
we find a clear difference in the mean estimatethefforest proximity parameter between the PCA-
based and the stepwise reduced models. The paraestimate of forest proximity variables in the
PCA models are almost double the size of the cporeding estimate in the full and the stepwise
reduced models. This indicates that some of thanmdtion lost using the PCA approach may correlate
with the forest variable perhaps implying that amitted variable bias has been introduced. This
observation stresses the caution needed when pgriue estimation of parsimonious models from
large data sets.

Table 2 — Comparing the hedonic model estimatésenforest proximity parameter.

GLM full model PCA model reduction Stepwise model reduction

Forest proximity variable 0.00609 * 0.01164 *** 0.00571 *
(0.00287) (0.00277) (0.00260)

Lambda 0.08492 *** 0.05273 *
(0.02173) (0.02171)
R-squared 0.56237 0.50510 0.56083
AlIC 3926.564 4583.81 3916.64
Correct signs % 0.72 0.81 0.80
Likelihood Ratio 1875.28 -2253.90 -1902.32
Moran’s | 0.01899* -0.00024 -0.00009
df 5572 5622 5604

N=5659: () standard error. * significant at 5 %,significant at 1%, *** significant at 0.1%

5. Concluding discussion

In hedonic valuation studies, there is usually eufoon one or a few environmental variables of
interest, whereas the rest of the hedonic pricetfon must be designed to obtain the most efficient
and unbiased estimates as available informati@wall Earlier hedonic studies have often worked on
fairly small house price dataset with relativelyadinspatial extent and a limited number of relevant
spatially distributed covariates. However, datailabdity has grown in recent years and large-scale
hedonic models now present both a challenge to amdpportunity for applied environmental
valuation. It remains a challenge to achieve passious reliable models and estimates, while dealing
adequately with the issues of omitted variable lsiad multicollinearity inherent to spatial hedonic
models (LeSage and Pace 2009).

In this paper we, evaluate two common model redadchniques in an empirical application using a
very large set of relevant variables, and demotestret model reduction under these circumstarges i
not trivial, and may easily affect the estimatetlod environmental valuation parameters of interest,



here a forest proximity variable. The first appto@applied PCA, to construct a set of new orthogonal
variables capturing a large part of the variatiorthe available 86 explanatory variables. The sécon
approach is based on stepwise regression modettreduwhere we automated variable selection
using VIF and AIC. Comparing the results of theuastl models with a full model, we find that neither

of the model reduction approaches reduce the starefaor of the forest proximity estimate much,

compared with the inefficient full model. Howevéhe estimate of the forest proximity variable is

almost double the size in the PCA-based reducecehuminpared with the full model and the stepwise
reduced model, which are very similar. The findisigikely to be case specific, but it stressesrtbed

for caution when building hedonic models from lasgale data sets.

We have focused here on two applied approachesoteinreduction in hedonic models used for
applied environmental valuation research. The perémce of the model reduction techniques could be
improved. One option for improving the performant@a PCA-type of approach could be to undertake
a simultaneous estimation of the hedonic models #rel PCA components, latent house or
neighborhood qualities or similar. Such an estioraprocedure should at least improve efficiency, bu
may also reduce the loss of information and heheerisk of omitted variable bias, as this affed th
overall likelihood of the model. Another approaduld be further development of structural models,
which may also handle issues like measurement duerto some variables being poorly observed or
proxies (Suparman et al. 2013).

However, while the two-stage PCA approach may eabfitimal from an efficiency point of view, it is
important to stress that it is used in that wayifir reservations about e.g. path dependent owgsom
exist for the stepwise reduction approach. Thetpafiour paper is exactly to illustrate possibleezts
for applied environmental valuation studies in then-trivial choice between these two currently
applied model reduction techniques.
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Appendix:

Here we present a table, which provides the paemestimates of all variables included in the three
hedonic house price models, as well as the relevmuel diagnostics. The first model is the ‘Full
model’ including all available control variablebetsecond is the model based on a PCA reduction of
the variables and the third model is based onstiagwise reduction approach. The first model iztas
on a simple GLM estimate while the two later modaie based on the spatial error model which
correct for spatial autocorrelation in the erramte The estimates of the three models are presented
together with relevant model performance tests.

GLM full model PCA mode reduction Stepwise model reduction
Variables Estimates t-value | estimates z-value | estimates z-value
(Intercept) 13.1939 *** | 31.26972 13.6491 ™* | 559.6299 13.3824 ** | 189.7223
(+) (0.4219) (0.0244) (0.0705)
Component 1 infrastructure retail -0.0446 *** -5.9499
(+) (0.0075)
Component 2 public institution -0.0299 *** -5.396
(+) (0.0055)
Component 3 services -0.0784 *** -14.575
+) (0.0054)
Component 4 size 0.1935 *** 34.2386
+) (0.0056)
Component 5 farm house -0.0505 *** -8.2265
(+) (0.0061)
Component 6 electric heating 0.0096 * 1.9675
() (0.0049)
Component 7 private water supp -0.0089 -1.5865
) (0.0056)
Component 8 energy and road -0.0131 ** -2.7532
() (0.0048)
Component 9 tile roof -0.0472 ** | -10.9545
+) (0.0043)
Component 10 small buildings 0.0127 * 2.3856
(+) (0.0053)
Component 11 brick -0.0386 *** -7.0553
) (0.0055)
Component 12 age -0.0455 *** -7.4459
) (0.0061)
Component 13 coal and stove -0.0505 *** -9.3332
+) (0.0054)




GLM full model

PCA model reduction

Stepwise model reduction

Variables Estimates t-value | estimates z-value | estimates z-value
Component 14 carport and *kk -5.5394
basement (+) -0.0421

(0.0076)
Living space 0.0039 ** | 17.64799 0.0039 *** 22.0944
(+) (2e-04) (2e-04)
Age -0.0031 ** | -13.9864 -0.0031 ** | -14.8214
) (2e-04) (2e-04)
Station 0.0000 ** | -5.02412 20.00002 ** | -9.6357
) (0) (0)
Basement 0.0016 *** 11.09494 0.0016 *** 12.072
) (1e-04) (1e-04)
Size of small buildings 0.0010 *** 4.39324 0.0010 *** 4.2807
(+) (2e-04) (2e-04)
Thatched roof 02194 ** | 354649 0.1683 *** 4.3049
) (0.0619) (0.0391)
Timber -0.1112 * -2.03045 -0.1956 *** -4.7586
) (0.0548) (0.0411)
Toilets 0.0596 *** 5.57694 0.0577 *** 5.4057
*+) (0.0107) (0.0107)
Stove 0.0079 0.0753 -0.1184 *** -4.1026
(+) (0.105) (0.0289)
Property size 0.00003 ** 6.00728 0.00002 *** 5.9966
() 0) )
Healthcare center -0.00001 ** | -3.60777 -0.00002 *** -4.9603
0 ) (0)
Car port -0.1957 * -2.2719 -0.2079 * -2.4903
(+) (0.0861) (0.0835)
Concrete -0.0374 -0.96018 -0.1141 *** -7.5311
) (0.0389) (0.0152)
Concrete roof -0.0608 -1.14347 -0.1094 *** -4.3429
) (0.0532) (0.0252)
Tile roof -0.0028 -0.05886 -0.0462 *** -3.7331
(+) (0.0482) (0.0124)
Patio 0.0716 ** 4.78582 0.0720 *** 4.8974
(+) (0.015) (0.0147)
Heated by oil -0.1107 -1.22979 -0.0487 ** -4.4364
) (0.09) (0.0112)
Top story -0.0006 ** -2.59738 -0.0006 ** -2.7503




GLM full model

PCA model reduction

Stepwise model reduction

Variables Estimates t-value | estimates z-value | estimates z-value
¢) (2e-04) (2e-04)
Roof felt -0.0424 -0.70909 -0.0866 * -2.3664
) (0.0598) (0.0366)
Mechanical treatment 0.0412 0.53035 -0.0353 * -2.1113
¢ (0.0778) (0.0167)
Low basement -0.0452 * -2.27266 -0.0496 ** -2.6233
Q) (0.0199) (0.0189)
Corrugated iron roof -0.0425 -0.67753 -0.0828 * -2.0326
) (0.0628) (0.0407)
Covered terrace 0.0275 1.76084 0.0330 * 2.164
+) (0.0156) (0.0152)
Harbor 0.0000 -0.25012 0.0000 ** 2.8433
) (0) (0)
Service store -0.0001 ** -2.90066 -0.0001 -1.5786
) (0) (0)
Small buildings 0.0180 * 2.04407 0.0210 * 2.4603
(+) (0.0088) (0.0086)
Floors -0.0788 -1.25798 -0.0779 -1.2977
¢ (0.0626) (0.06)
Heated by coal -0.1287 -1.34004 -0.0632 -1.7836
(+) (0.096) (0.0354)
Heated by natural gas -0.0940 -1.04052 -0.0256 -1.6716
) (0.0904) (0.0153)
Cinema and theatre 0.000001 1.04746 0.00001 1.3762
) (0) (0)
Garage 0.0406 1.38907 0.0397 1.3901
) (0.0293) (0.0286)
Outhouse -0.0373 -1.29452 -0.0344 -1.2388
(+) (0.0288) (0.0278)
1992 -0.7868 *** -30.0832 -0.7742 *** -28.9009 -0.7864 *** -30.668
¢ (0.0262) (0.0268) (0.0256)
1993 -0.8076 *** -30.8132 -0.7947 *** -29.509 -0.8054 *** -31.3142
) (0.0262) (0.0269) (0.0257)
1994 07501 ™ | -29.0748| _97363 ** | -28.0054 07509 ** | -29.6211
) (0.0258) (0.0263) (0.0254)
1995 07225 ** | -288749| _g70859 ** | -27.4975 07217 ™ | -29.2756
) (0.025) (0.0257) (0.0246)
1996 -0.6317 -23.0224 -0.6165 *** -21.9282 -0.6330 *** -23.5576




GLM full model

PCA model reduction

Stepwise model reduction

Variables Estimates t-value | estimates z-value | estimates z-value

¢ (0.0274) (0.0281) (0.0269)

1997 05056 ™ | -18.3383| _g4998 ** | -17.7757 05060 ™ | -18.7231
(0.0276) (0.0281) (0.027)

1998 -0.4369 *** -15.694 -0.4189 *** -14.7994 -0.4378 *** -15.9665

) (0.0278) (0.0283) (0.0274)

1999 -0.3396 *** -12.2235 -0.3372 *** -11.8603 -0.3389 *** -12.4197

) (0.0278) (0.0284) (0.0273)

2000 -0.2628 ** -9.08181 -0.2690 *** -9.2118 -0.2599 *** -9.1896

) (0.0289) (0.0292) (0.0283)

2001 -0.1721 *** -6.05146 -0.1641 *** -5.6141 -0.1700 *** -6.0532

) (0.0284) (0.0292) (0.0281)

2002 -0.1473 -4.56621 -0.1611 ** -4.9234 -0.1522 *** -4.7849

) (0.0323) (0.0327) (0.0318)

2003 -0.1011 ** -3.02656 -0.0989 ** -2.8752 -0.1022 ** -3.089

) (0.0334) (0.0344) (0.0331)

Renovated in 1970s 0.0749 ** 5.42159 0.0634 *** 4.4018 0.0780 ** 5.808

(+) (0.0138) (0.0144) (0.0134)

Renovated in 1980s 0.1153 ** 7.65973 0.1109 *** 6.9812 0.1120 *** 7.5743

*+) (0.015) (0.0159) (0.0148)

Renovated in 1990s 0.1281 ™ 5.43987 0.1302 5.3811 0.1280 *** 5.5423

(+) (0.0236) (0.0242) (0.0231)

Railway tracks -0.0173 ™* | -3.62761 -0.0185 *** -3.8582 -0.0163 *** -3.612

) (0.0048) (0.0048) (0.0045)

Large road -0.0374 -1.40981 -0.0582 * -2.1106 -0.0356 -1.3885

) (0.0266) (0.0276) (0.0256)

Voltage line 0.0000 -1.28392 0.0000 -1.6655 0.0000 * -2.0353

) (0) (0) (0)

Coast -0.0078 * -2.4401 -0.0029 -0.99 -0.0073 ** -2.6427

(+) (0.0032) (0.003) (0.0028)

Coast"2 0.0005 *** 4.66607 0.0004 *** 4.1463 0.0006 *** 5.281

+) (1e-04) (1e-04) (1e-04)

Forest 0.0061 * 2.11937 0.0116 *** 4.201 0.0057 * 2.1969

(+) (0.0029) (0.0028) (0.0026)

Brick 0.0797 * 217972

(+) (0.0366)

Half timbered 0.1042 1.74771

) (0.0596)

Asbestos roof 0.0487 1.02824




GLM full model

PCA model reduction

Stepwise model reduction

Variables Estimates t-value | estimates z-value | estimates z-value
(+) (0.0474)

Flat roof 0.0072 0.12439
) (0.0576)

District heating 0.0634 0.47545
(+) (0.1333)

Central heating 0.1233 1.23561
(+) (0.0998)

Electric stove 0.1488 * 1.98235
) (0.075)

Electric heating -0.0942 -0.754
) (0.125)

Complimentary heating by wood 0.0155 1.41035
(+) (0.011)

Complimentary heating by electrip 1.10824
) (0.0679)

Public water supply 0.1154 1.44133
(+) (0.08)

Private water supply 0.1232 1.59579
) (0.0772)

Public sewage 0.0737 0.95834
(+) (0.0769)

Private sewage -0.0069 -0.07663
) (0.0901)

Waste water tank 0.0496 0.52546
) (0.0945)

Buildings 0.0312 0.311
(+) (0.1002)

Rooms -0.00001 -0.00107
(+) (0.0052)

Bathrooms -0.0139 -0.92889
(+) (0.015)

Day nursery 0.0000 0.37373
Q] (0)

School 0.0000 0.37824
Q) )

Sport facility 0.0000 0.04339
¢ )




GLM full model

PCA model reduction

Stepwise model reduction

Variables Estimates t-value | estimates z-value | estimates z-value
Supply of sports facilities 0.0000 1.31423
¢ ()
Supply of healthcare center 0.0000 1.70155
¢ (0)
Public cultural institutions 0.0000 -0.77729
) ()
Supply of cultural institutions 0.0000 -1.60771
¢ ©)
Supply of cinema and theatre 0.0000 -1.16905
) (0)
Supply of services 0.0000 0.2263
) ©)
Retall 0.0000 -0.36101
) ()
Supply of retail 0.0000 -0.22807
¢ ©)
Highway exit 0.0000 -0.05758
() ©)
Major road 0.0000 0.38755
¢ ()
Copenhagen city center 0.0000 -0.62288
¢ ()
Hospital 0.0000 1.3645
() (0)
Lambda 0.08492 *** 0.05273 *
(0.0217) (0.0217)
R-square 0.56905 0.5084 0.56515
Adjusted R-squarq 0.56237 0.5051 0.56083
Number of variableq 87 36 54
Relative number of correct sigis 0.72 0.81 0.80
Akaike Info Criterion (AIC) 3926.56 4583.8176 3916.6394
Likelihood Ratio] -1875.28 -2253.908 -1902.319
Global Moran's | 0.01899 * -0.00024 -0.00009

N=5659: (+)/(-) expected sign, () standard errosighificant at 5 %, ** significant at 1%, *** sigficant at 0,1%




Supplementary M aterial

For the letter “Balancing omitted variable bias,lteollinearity and spatial autocorrelation in larg

scale hedonic models.”

The Supplementary Material contains four tablesctvldiescribe of the variables applied in the letter.
Table 1 contain a description of sales price amé tlummies, Table 2 contain variables that describe
the structural characteristics of the house, Taldentain a description of location based servares

finally Table 4 contain a description of the enwineental variables included in the model.

Salesprice and time dummies

Table 1 - Sales price for single-family houseDKK, and the shares sold in different years as

indicated by the time dummies mean.

Description

Name Type Min Max Sum Mean Std.Dev
Price Continuous ﬁg:jesg”ce of the 1x10' | 32x10° | 3.9x10° | 6.3x10° | 5.3x10°
1992 Dummy Houses sold in 199 0 1 508 .08 274
1993 Dummy Houses sold in 199 0 1 538 .09 .281
1994 Dummy Houses sold in 1991 0 1 683 A1 313
1995 Dummy Houses sold in 199! 0 1 731 A2 .322
1996 Dummy Houses sold in 199¢ 0 1 473 .08 .265
1997 Dummy Houses sold in 199] 0 1 471 .08 .265
1998 Dummy Houses sold in 199 0 1 499 .08 272
1999 Dummy Houses sold in 199 0 1 448 .07 .259
2000 Dummy Houses sold in 200 0 1 460 .07 .262
2001 Dummy Houses sold in 200! 0 1 454 .07 .260
2002 Dummy Houses sold in 200? 0 1 334 .05 225
2003 Dummy Houses sold in 200 0 1 289 .05 211
2004 Dummy Houses sold in 2007 0 1 331 .05 224




Structural characteristics

Table 2 - Structural variables, definition and digsive statistics.

Name Type Description Min Max Sum Mean Std.Dev.
Garage Dummy Garage 0 1 233 .04 .190
Car port Dummy Car port 0 1 84 .01 115
Outhouse Dummy Outhouse 0 1 282 .05 .208
Covered terrace | Dummy Covered terrace 0 1 631 .10 .302
Patio Dummy Patio 0 1 529 .09 279
Basement Dummy Basement 0 273 103553] 16.65 34.11
Low Basement Dummy Basemer_lt less than 0 1 305 05 216
1.25 m high
Floors Continuous | Number of floors 1 4 6283 1.01 .109
Top story Continuous | Top story 0 258 163882| 26.35 32.89
Brick Dummy Construction
material 0 1 5296 .85 .356
- brick
Concrete Dummy Construction
material 0 1 453 .07 .260
- concrete
Half-timbered Dummy Construction
material 0 1 128 .02 142
- Half-timbered
Timber Dummy Construction
material 0 1 189 .03 172
- timber
Concrete roof Dummy Roof made of 0 1 555 09 285
concrete
Tile roof Dummy Roof made of tile 0 1 1510 .24 429
Roof felt Dummy Roof — Roofing felt 0 1 123 .02 139
Asbestos roof Dummy Roof — containing 0 1 3544 57 495
asbestos
Flat roof Dummy Roof — flat roof 0 1 88 .01 118
Thatched roof Dummy Roof - thatched roof 0 1 211 .03 181
corrugated iron Dummy Roof — corrugated 0 1 98 02 125
roof iron ' '
District heating Dummy Heatmg -Destrict 0 1 1688 27 445
heating
Central heating Dummy Heatmg -Central 0 1 3011 48 500
heating
Stove Dummy Heating - Stove 0 291 .05 211
Electric stove Dummy Heating — electric 0 1165 19 390
stove
Electric heating Dummy Heat_eql by 0 1 1240 20 400
electricity
Heated by oil Dummy Heated by oil 0 1 2114 .34 A74
Heated by coal Dummy Heated by coal 0 1 219 .04 .184
Heated by natural| Dummy Heatedby natural 0 1 930 15 357

gas

Gas




Name Type Description Min Max Sum Mean Std.Dev.

Complimentary Dummy Complimentary

heating by wood heating — wood 0 1 1625 .26 439
burning stove

Complimentary Dummy Complimentary

heating by heating — electric 0 1 52 .01 .091

electric stove stove

Public water Dummy Public water supply 0 1 515 08 276

supply ' '

Private water Dummy Private water supply| 0 1 5640 91 291

supply ' '

Public sewage Dummy Public sewage 0 1 5039 .81 .392

Private sewage | Dummy Private sewage 0 1 27 .00 .066

Waste water tank | Dummy Waste water tank 0 1 79 .01 112

Mechanical Dummy Local mechanical

treatment treatment of waste 0 1 1004 .16 .368
water

Buildings Continuous | Number of buildings
exclusive small 1 3 6250 1.00 .073
buildings

Small buildings Continuous | Number of small 0 9 6574 1.06 757
buildings ) )

Size of small Continuous | The area of small 0 1747| 230495 37.06 56.220

buildings buildings (nf) ' '

Rooms Continuous | Number of rooms 1 19 27439 4.41 1.455

Toilets Continuous | Number of toilets 0 7 8447 1.36 .553

Bathrooms Continuous | Number baths 0 4 6909 1.11 434

Living space Continuous | The area of the 29 735| 8128201 130.7 45 812
dwelling (nf) ' '

Property size | Continuous (Th% propertyarea | gal 1536096 13158611] 2115.87 21148511
m

Age Continuous | The age of the hous 0 398! 349963 56.27 41 424
when it was sold ) )

Renovated in Dummy Renovated in 1970s 0 1 571 09 289

1970s ' '

Renovated in Dummy Renovated in 1980s

1980s 0 1 523 .08 278

Renovated in Dummy Renovated in 1990s

1990s 0 1 273 .04 .205

Renovated in Dummy Renovated in 2000s 0 1 a1 01 081

2000s




L ocation based Services

Table 3 - Location-based services

Name Description Number
Type Min Max Sum Mean | Std.Dev
Day nursery Shortest network
continuous | distance to nearest
day nursery (m) 115 0 10628 | 9986701 | 1605.84 | 1691.34
School Shortest network
CONtiNUOUS distance to.nearest
school or highschool
(m) 168 0 9957 8582672 | 1380.07 | 1282.06
Sport facility Shortest network
continuous | distance to nearest
sports facilities (m) 129 0 9566 | 10092260| 1622.81| 1497.03
Supply of The entire network
sports facilities| continuous| distance to sports
facilities (1000 km) 129 2.32 7.08 20985.80 3.37 77
Healthcare Shortest network
center . distance nearest to
continuous
health care centers
(m) 108 2 11108 | 17065702 2744.12| 2430.4
Supply of The entire network
healthcare distance to health
centers . care centers (1000
continuous
km)
108 2.73 6.26 20881.21 3.36 .52
Public cultural Shortest network
institutions . distance to nearest
continuous| .
library, museum and
churches (m) 122 1 27357 | 17063210 2743.72| 3550.05
Supply of The entire network
cultural . distance to library.
NS continuous
institutions museum and
churches (1000 km) 122 1.35 4.83 13044.62 2.1 .61
Cinema and Shortest network
theatre continuous | distance to nearest
cinema or theatre (m 122 0 10346 | 16133550| 2594.23 | 2155.94
Supply of The entire network
Cinemas and | continuous| distance to cinemas
theatres or theatre (1000 km) 122 3.24 6.68 24619.35 3.96 .55
Service store Shortest network
. distance to nearest
continuous . .
service or Retail stor
(m) 511 0 11468 | 12204916| 1962.52| 2044.23
Supply of The entire network
services continuous| distance to service
stores (1000 km) 511 13.73 | 32.91 | 108700.74| 17.48 3.22
Retail Shortest network
continuous | distance to nearest 10890002
retail store (m) 1068 13 41911 6 17511 | 9003.82




Name

Type

Description

Number

Min

Max

Sum

Mean

Std.Dev

Supply of retail

continuous

The entire network
distance to retail
stores (1000 km)

168

6.31

73.72

222262.16

35.74

14.03

Highway exit

continuous

Shortest network
distance to nearest
highway exit (km)

3.56

53.93

149444.55

24.03

10.44

Major road

continuous

shortest network
distance to nearest
major road access

(m)

198

10

15400

27773405

4465.89

3480.42

Copenhagen
city center

continuous

Shortest network
distance to
Copenhagen city hal
(km)

61.92

111.69

527263.75

84.78

10.1

Station

continuous

Shortest network
distance to nearest
train station (m)

55

22876

23178131

3726.99

3582.31

Hospital

continuous

Shortest network
distance nearest
hospital (m)

34

26111

89311241

14361

6395.45

Harbor

continuous

Shortest distance to
nearest harbor (m)

15

30287

66172301

10640

6977.19




Environmental location-based services

The environmental variables were given speciahéitie. We used proximity to describe the
accessibility or exposure to the environmental gdde scale of proximity was calculated Xybx=

Ceutoft — Xdist, WhereXds was distance in a straight line from the housethieamore, for homes beyond

the cut-off distance the measure of proximity wetste zero, Kprox[Xprox< 0} = 0. The proximity

variable is easy to interpret as amenities arecestsal with positive coefficients and dis-amenitigth

negative coefficient estimates in the hedonic motle¢ cutoff value reflects that the service is

declining over space, and beyond some point theevall an environmental service will be zero. The
cutoff value was chosen by mapping out the relatignbetween the sales price and the environmental

good.

Table 4 — Proximity measures of environmental iocebased services

Name

Type

Description

Min

Max

Sum

Mean

Std.Dev

Coast

continuous

Beeline distance
Step of 100 m

to nearest coast line
The variables is
censored at 3000
meters

29.87

293224.82

4.77

9.45806

Large Road

dummy

Houses located
within 100 m of a
large road

163

0.0286

0.1667

Railway tracks

continuous

Beeline distance
Step of 100 m

to nearest railway
track. The variables
is censored at 400
meters

3.9

3206.82

0.4

1.0805

Forest proximity

continuous

Beeline distance
Step of 100 m

to nearest forest (> 1
ha). The variables ig
censored at 600

meters

9390.76

1.648

1.9809




