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Summary – Sammendrag

Summary

Atom-light interfaces for quantum information applications have been mainly realized in
room-temperature gases and in laser-cooled atomic ensembles. The interaction strength
between atomic ensembles and light can be parametrized with the optical depth, which
determines, for example, the fidelity of the storage of a quantum state of light in a quan-
tum memory and the amount of achievable spin squeezing for metrological applications.
Evaporatively cooled atomic ensembles have an extraordinarily large optical depth and
are therefore candidates for high fidelity multimode quantum memories. For practical
implementations it is important to identify and study processes not covered by simplified
models and evaluate their impact on the performance of an atom-light quantum interface
with evaporatively cooled atoms.
In this thesis the interaction of light with Bose-Einstein condensates and ultracold thermal
atomic ensembles is examined. A quantitative study of polarization rotation, also called
Faraday rotation, is presented. Rotation angles are predicted from atom numbers deter-
mined from absorption imaging after a time of flight and are then compared to rotation
angles determined with in-situ dispersive imaging. A mismatch is found and attributed to
light-assisted cold-collisions. The in-trap optical depth of a thermal ensemble was deter-
mined to be OD = 680 on the strongest transition of the D1 line.
In inhomogeneous atomic ensembles diffraction effects start to play a role as the atomic
density is increased. We use a dispersive imaging technique, based on a dual-port polarization-
contrast setup, which allows us to obtain spatially-resolved Faraday rotation signals. This
imaging system can be used to distinguish between diffraction effects and the polarization
rotation signal, which is not possible in standard dispersive imaging techniques. Diffrac-
tion effects due to the sample and due to the imaging system are estimated with numerical
models and are compared to the experimental data. Faraday rotation experiments with
Bose condensed samples were performed as well, but could not be analyzed quantita-
tively due to their strong diffraction and the limitations of our imaging system.
Light-assisted collisions are also identified to be the cause of a broad atom loss spectrum,
which is observed when the atoms are probed close to the atomic resonance. The width
of this spectrum depends on the atomic density.
In matter-wave superradiance experiments, the correlations between recoiling atoms and
scattered photons were analyzed. The superradiant process follows a parametric gain
Hamiltonian and is therefore expected to produce entangled atom-photon pairs. It is
shown how correlation measurements are complicated by the presence of an atom-atom
collisional halo on the time of flight absorption images. The interactions between recoil-
ing atoms and the zero momentum condensate mode were further studied by observing a
velocity reduction of the recoiling atoms during a time of flight.
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iv Summary – Sammendrag

Sammendrag

Vekselvirkningen mellem atomer og lys med henblik på anvendelse af kvanteinforma-
tion er primært blevet realiseret i atomare gasser ved stuetemperatur og i lasernedkølede
atomare ensembler. Styrken af vekselvirkningen mellem atomare ensembler og lys kan
parametriseres ved den optiske dybde, der for eksempel bestemmer, med hvor stor fidelitet
en kvantetilstand i lyset kan lagres i en kvantehukommelse og hvor meget ’spinsqueezing’,
der kan skabes til brug i metrologiske applikationer. Et atomart ensemble, der er nedkølet
ved hjælp af fordampning, har en ekstraordinært høj optisk dybde, og er derfor kandidat
til en ’multimode’-kvantehukommelser med høj fidelitet. For den eksperimentelle prak-
sis er det vigtigt at identificere og studere de processer, der ikke er beskrevet ved simple
modeller, og at evaluere, hvordan de påvirker vekselvirkningen mellem lys og atomer, der
er nedkølede ved fordampning.
I denne afhandling undersøges interaktionen mellem lys og Bose-Einstein kondensater
samt termiske atom ensembler. En kvantitativ undersøgelse foretages af rotation af polar-
izationen, også kaldet Faraday rotation. Vinkler for rotationen forudsiges udfra måling af
antallet af atomer, der er bestemt ved absorption afbildning efter en flyvningstid. Disse
vinkler er sammenlignet med rotationsvinkler bestemt ved in-situ dispersive afbildninger.
Et misforhold findes og forklares ved lys-assisterede kold-kollisioner. Den optiske dybde
for et termisk ensemble blev bestemt til OD = 680 ved den stærkeste overgang for D1
linien.
I inhomogene atom ensembler begynder diffraction effekter at spille ind da atomtætheden
stiger. Vi benytter en dispersiv afbilningsteknik der er baseret på en dual-port polarization-
kontrast opstilling, der tillader en spatialt opløst måling af Faraday rotationsvinkler. Dette
afbildningssystem kan skelne mellem diffraktionseffekter og polarizationsrotation sig-
naler, hvilket ikke er muligt i de standard opstillinger der benyttes til dispersive afbild-
ninger. Diffraktionseffekter der skyldes prøven samt skyldes afbildningssystemet, er es-
timeret ved numeriske modeller og sammenlignet med eksperimentelle data. Faraday ro-
tationseksperimenter med kondenserede Bose prøver blev også udført, men kunne ikke
blive kvantitativt analyseret pga. den stærke diffration og begrænsninger ved afbild-
ningssystemet.
Lys-assisterede kollisioner blev også identificeret som årsaget til et bredt atom tabs spek-
trum, der observeres når atomer probes tæt ved atomets resonansovergang. Bredden af
dette spektrum afhænger af atomtætheden.
I materie-bølge superradians eksperimenter blev korrelationerne mellem tilbagestødte atomer
og spredte atomer analyseret. Den superradiante process følger en parametrisk forstærkn-
ings Hamiltonian og forventes derfor at producere sammenfiltrede atom-foton par. Det
vises hvorledes korrelationsmålinger bliver besværliggjort af en atom-atom kollisions
halo i flyvningstid absorptions afbildningen. Interaktionen mellem tilbagestødte atomer
og nul-momentum kondensater tilstande blev yderligere undersøgt ved at bestemme en
hastighedsreduktion af de tilbagestødte atomer under en flyvningstid.
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One

Introduction

The basic theory of quantum mechanics has been established during the first half of the
last century. It can explain atomic spectra and the wave-particle duality of atoms and pho-
tons. With the advent of the laser in the middle of the century it became possible to study
atom-light interactions with great precision and the field of quantum optics was born.
During the last 20 years information technology became a topic of big interest due to the
establishment of new communication methods. Applying quantum mechanics to infor-
mation technology lead to the new field of quantum information science. The classical bit
with its 0 and 1 states becomes a quantum bit, that can still only store one bit of classical
information, but has an additional continuous phase that can be used in quantum infor-
mation protocols. The applications range from secure communication protocols to the
concept of a quantum computer that can solve certain problems with unprecedented ease.
Of greater practical interest is the reduction of measurement noise below the quantum
limit, which is known as spin squeezing. It allows for increased measurement precision in
atomic clocks and for the determination of nature constants as compared to the quantum
limit.
Long-distance entanglement and the establishment of secure communication channels has
been proposed to be feasible with quantum memories [DLCZ01]. Quantum memories
have been experimentally demonstrated in various systems [SAA+10]. The first demon-
stration has been performed in room-temperature vapors [JSC+04].

1.1 Ultracold Gases and Quantum Information Science

The figure of merit of atom-light interaction is the optical depth. In a quantum mem-
ory a high efficiency for mapping a quantum state of light into atomic ground state co-
herences is expected for large optical depths. While room-temperature gases and also
laser-cooled gases have typically on-resonant optical depths below one hundred, Bose
condensed gases easily reach optical depths of one thousand. It is therefore of interest
to investigate Bose condensed gases as candidates for quantum memory applications. A
large efficiency makes it also interesting to attempt multimode storage. Several indepen-
dent light modes could be efficiently stored, increasing the capacity of the memory.
In contrast to room-temperature gases the atomic linewidth is not Doppler-broadened in
an ultracold ensemble and the atoms are not moving during the interaction time. This
raises the prospect of long memory storage times.

1.2 The Scope of this Thesis

After producing the first condensed sample in late 2006 the experimental efforts were
concentrated on the study of matter-wave superradiance. Superradiance is a four-wave
mixing process that has conceptually the same Hamiltonian as parametric down conver-
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4 Introduction

sion of photons. In matter-wave superradiance pairs of photons and atoms are created
that are expected to be entangled. In the experimental realization two-body collisions ren-
der the proof of such correlations as difficult. The experimental results are presented in
Chap. 12.

We then went on to investigate polarization rotation, also called Faraday rotation, with
a dual-port polarization-contrast imaging technique. The Faraday measurements give us
in-trap access to the interaction strength with a probe beam and the dual-port imaging
technique sets the stage for a spatially resolved multimode memory.
The analysis of the Faraday data lead to an extensive study of diffraction effects and the
influence thereof on the focusing of the imaging system, which in turn has an effect on
the measured angle. As compared to atom number estimates from absorption imaging we
found an increased angle from the in-situ measurements. We propose a model including
light-assisted collisions to account for the access angle.

The thesis is organized as follows: First an introduction to ultracold gases is given. Then
the theoretical models are introduced, followed by the employed experimental techniques.
Chapter 11 to 13 present the experimental results. Finally, a summary of the thesis and
conclusions are given in Chap. 14. The appendices include detailed information on some
of the models and contain a technical documentation. A list of publications is attached at
the end.
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An Ultracold Gas Of Rubidium 87

The experiment is designed for the trapping and cooling of Rubidium 87 atoms. The
first section of this chapter introduces the basic properties of Rubidium 87. The follow-
ing sections give an introductory overview of Bose gases and their condensation in the
experimentally relevant 3D harmonic oscillator trapping potential.

2.1 Rubidium 87

Rubidium 87 is an alkali metal and has therefore only one electron in its outer electronic
shell. This means that its electronic level structure is fairly simple and it is possible to find
cycling transitions for cooling.
Rubidium 87 was the first element to be Bose condensed in 1995 [AEM+95]. It has a
large and positive scattering length leading to repulsive interactions (Sec. 2.3.1), which
is necessary for the final cooling steps towards condensation, i.e. radio-frequency evap-

F=1
-1 10 mF

F=2

5 2S1/2

5 2P1/2 814MHz

6.8GHz

795 nm
377 THz

gF=-1/2
(-0.7MHz/G)

gF=+1/2
(+0.7MHz/G)

gF=-1/6
(-0.23MHz/G)

F'=2

F'=1

gF=+1/6
(+0.23MHz/G)

Figure 2.1: Rubidium 87 D1 line level scheme. Indicated are frequency splittings and the tran-
sition wavelength as well as the total atomic angular momentum quantum numbers F and their
projections onto the quantization axis mF . Landé factors gF relevant for the Zeeman effect due to
external magnetic fields are indicated together with the resulting frequency shifts.
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Figure 2.2: Rubidium 87 D2 line level scheme. The red arrows indicate the transitions used for
trapping and cooling of the atoms. The repump laser drives the F=1 to F’=2 transition and the trap
laser drives the F=2 to F’=3 transition.

oration. For this reason, together with the availability of inexpensive diode lasers at the
relevant wavelength for cooling, it is a popular element for condensation. It is accordingly
well studied.
The nucleus of Rubidium 87 has a half integer spin of I = 3/2. The hyperfine interaction
couples the total electron angular momentum J of the single outer electron to the nuclear
spin, which results in an integer valued total atomic angular momentum of F = 1 and
F = 2 for the ground states. Rubidium 87 is therefore a Boson and consequently follows
Bose statistics.
There are two excited states relevant for the work presented in this thesis. That is the
52P1/2 state and the 52P3/2 state. The transitions between the ground state 52S 1/2 and
these excited states are called D1 and D2 line respectively. The energy level schemes of
the two lines including the hyperfine interaction are shown in Fig. 2.1 and Fig. 2.2. The
total atomic angular momentum is denoted by F and its projection onto the quantization
axis is mF . Landé factors are noted as gF together with the level shifts due to the Zeeman
effect [Ste09].
The D2 line is used for cooling and trapping of the atoms and for absorption imaging. The
transitions used for repumping and trapping are indicated by red arrows. The D1 line is
used for probing the atoms inside the trap. This choice is due to the simpler level struc-
ture, though it comes at the cost of a factor of two smaller dipole moment as compared to
the D2 line, decreasing the interaction strength with light.

2.2 The Thermal Bose Gas

2.2.1 Bose Statistics and Thermal Density Distribution

The quantum mechanical Bose distribution function, which is the mean occupation num-
ber of a state ν of a potential is



2.2 The Thermal Bose Gas 7

f 0(ε) =
1

exp
(
εν−µ
kT

)
− 1

, (2.1)

where εν is the energy of the state ν and µ is the chemical potential of the gas. The
temperature is denoted as T and the Boltzmann constant is k. In a 3D harmonic os-
cillator potential (Eq. B.90) the density of the states ν at energy ε is given by g(ε) =
ε2/(2h̄3ωxωyωz), where ωi are the harmonic oscillator frequencies for each spatial direc-
tion and h̄ is Planck’s constant. The number of particles in excited states, ν > 0, is then
given by [PS01]

Nex =

∫ ∞

0
g(ε) f 0(ε)dε. (2.2)

The zero momentum state occupation is not taken account in this equation since the energy
of this state vanishes and therefore it does not contribute to the integral.
The wavelength of a matter-wave is the de Broglie wavelength

λdB =
2πh̄

p
=

√
2πh̄2

MkT
, (2.3)

where p is the momentum of the particle and M is its mass. If the de Broglie wavelength
is small with respect to the length scale over which the confining potential varies, the gas
can be assumed to have locally the same properties as a bulk gas. It is then possible to use
a semi-classical distribution function fp(r) = (exp([εp(r) − µ]/kT ) − 1)−1, with the spa-
tial coordinate denoted as r and the classical particle energy as εp(r) = p2/2M + V(r),
where V(r) is the potential energy. Integrating the semi-classical distribution function
over phase-space and dividing by (2πh̄)3 gives the particle number. The density of non-
condensed particles is then ρex(r) = d3p/((2πh̄)3) fp(r). This can be rewritten in terms
of the function gγ[z] =

∑∞
n=1 zn/nγ as [PS01]

ρex(r) =
g3/2 [z(r)]

λ3
dB

, (2.4)

where z(r) = e[µ−V(r)]/kT = ζe−V(r)/kT , where ζ = exp(µ/kT ) is the fugacity. This
density distribution is referred to as the Bose enhanced density distribution, since its peak
value is increased compared to the density of a classical gas. Some useful relations of this
density distribution are presented in App. A.3.

2.2.2 The Classical Limit

The phase space density $ of a uniform gas is the number of particles contained in a cube
with edge length equal to the thermal wavelength

$ = ρλ3
dB. (2.5)

If $ ≈ 1 the extend of the matter waves is comparable to the inter-particle distance,
the particles begin to overlap and if they are identical they become indistinguishable.
This is the onset of the quantum regime. If $ � 1 the extend of the matter waves
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is small compared to the inter-particle distance and the gas can be treated as classical.
This situation appears at large temperatures. The gas then follows Maxwell-Boltzmann
statistics, with the distribution function

f 0(εν) = exp
(
−
εν − µ

kT

)
. (2.6)

The resulting density distribution is then

ρex =
z(r)
λ3

dB

, (2.7)

which is the first term in the sum of the Bose enhanced density Eq. 2.4. For a 3D harmonic
oscillator potential this yields a simple Gaussian density distribution. This is presented in
App. A.2.

2.2.3 Density Distribution after Free Expansion

Information about the properties of an ultracold gas are experimentally obtained by imag-
ing the sample and reconstructing the density distribution. Since ultracold gases are
very dense inside the trapping potential imaging is often performed after releasing the
atoms from the trap and allowing them to expand in order to reduce the density. This
free expansion happens during a time of flight tTOF during which the atoms fall due to
gravity. During this time the atoms expand with a velocity that arises from their mo-
mentum distribution inside the trap as ṙ = p/M. The momentum stays constant after
the potential is turned off: ṗ = 0. The time of flight distribution function is therefore
fp(r, tTOF) = f 0

p (r − ptTOF/M) and the density is then [KDSK99]

ρ(r, tTOF) =
dr0dp
(2πh̄)3 δ

3
(
r − r0 −

pt
M

)
fp(r0, tTOF), (2.8)

where δ3(·) is the Dirac delta function. In a 3D harmonic oscillator potential this leads to
a density in time of flight of

ρ(r, tTOF) =
1
λ3

dB

3∏
i=1

1
1 +ω2

i t2
TOF

g3/2

exp

 µkT
−

3∑
i=1

x2
i

2xi(0)2

1
1 +ω2

i t2
TOF


 , (2.9)

where xi(0) =
√

kT /Mω2
i is the in-trap e−1/2 Gaussian radius. This shows that the axis

evolve during time of flight according to

xi(tTOF) = xi(0)
√

1 +ω2
i t2

TOF . (2.10)

In the classical limit the evolution of the axes is identical to the Bose distribution case.
The peak density evolves according to ρ(0, tTOF) = ρ(0, 0)

∏3
i=1

(
1 +ω2

i t2
TOF

)−1
, where

the in-trap peak density is given in terms of the fugacity ζ as ρ(0, 0) = g3/2 (ζ) /λ3
dB.

Appendix A for details on how to derive atomic parameters from time of flight images.
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2.2.4 Chemical Potential

The chemical potential is defined by the Maxwell relation µ = (∂A/∂N)|V ,T , where A is
the free energy, N is the particle number, V is the volume of the gas. In the case of an
ideal classical gas the chemical potential is then [Hua01]

µMB = kT ln
(
ρλ3

dB

)
. (2.11)

In the quantum mechanical case of Bose statistics the chemical potential needs to be
rewritten by using the equation of state ρexλ

3
dB = g3/2(z) as µ = kT ln(z) and can be

approximated as [Hua01]

µBose = kT

ln (
ρλ3

dB

)
+ ln

1 + ρλ3
dB

23/2
+ . . .

 . (2.12)

In the case of Maxwell-Boltzmann statistics µMB > 0 for $ < 1, while for Bose statistics
the chemical potential vanishes if no particle interactions are included as the lowest energy
state is macroscopically occupied.

µBose < 0 for $ � 1 (classical regime)
µBose = 0 for $ < 1 (quantum regime).

2.3 Bose Condensation

2.3.1 S-Wave Scattering

The density distribution of a condensate is not determined by the kinetic energy, but by
two-body interactions between the atoms, as will be shown in Sec.2.3.3. These interac-
tions are also relevant in the final steps of the process used to cool the atoms to condensa-
tion, i.e. in evaporative cooling.
The interaction potential of collisions between two atoms is due to the static electric
dipole-dipole-interaction

Ued =
1

4πε0r3 [d1 · d2 − 3(d1 · r̂)(d2 · r̂)], (2.13)

where di refers to the electric dipole moment of the atoms i = [1, 2], r is the vector
separation between the atoms and r̂ = r/r its unit vector. From this expression the C6

coefficient of the van der Waals interaction potential UvdW(r) = −C6
r6 can be calculated.

At low temperatures the scattering wavefunction has only s-wave contributions. The
wavefunction can then be approximated as

ψ = 1 −
a
r

, (2.14)

where a is the scattering length and it is the only parameter necessary to determine an
effective interaction energy or pseudopotential

U0 =
4πh̄2a

M
. (2.15)
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This effective interaction can be used together with a mean-field treatment to determine
the condensate density distribution.
The following table shows the scattering lengths of the maximally stretched state (both
atoms in |F = 1, mF = −1〉), the singlet state (opposite spins) and the triplet state (both
atoms in the same state |F = 2, mF = ±2〉) in units of a0, the Bohr radius.

87Rb Scattering Lengths [a0][PS01]
Triplet Singlet Maximally Stretched
106 ± 4 90 ± 1 103 ± 5

2.3.2 Condensation Criterion and Condensation Temperature

The condensation temperature Tc of the gas is reached when the chemical potential van-
ishes while still none of the particles is in the lowest state of the potential

Nat = Nex(Tc, µ = 0) =
∫ ∞

0
dεg(ε)

1
eε/kTc − 1

. (2.16)

In a uniform non-interacting gas the condensation condition can be simply stated as
$ = ζ(3/2) ≈ 2.61, where ζ(·) is the Riemann zeta-function.
For a non-interacting gas in a 3D harmonic oscillator potential the condensation tempera-
ture is found to be [PS01]

kTc =
h̄ω̄N1/3

at

[ζ(3)]1/3
≈ 0.94h̄ω̄N1/3

at , (2.17)

where ω̄ = (ωxωyωz)
1/3. There are two corrections to this result. The first one is the

finite particle number correction. The relative change of the transition temperature is
[PS01]

(
∆Tc

Tc

)( f p)

= −
ζ(2)

2[ζ(3)]2/3

ωm

ω̄
N−1/3

at ≈ −0.73
ωm

ω̄
N−1/3

at , (2.18)

where ωm = (ωx +ωy +ωz)/3. At infinite particle numbers Nat this correction vanishes
and it is large for small particle numbers. The effect originates from the zero-point energy
of the particles in the harmonic potential ∆εmin = 3h̄ωm/2 which leads to a shift of the
chemical potential at the critical temperature of ∆µ = ∆εmin. The integral in Eq. 2.16
therefore needs to be evaluated at non-vanishing µ. This effect leads to a Tc correction of
-1.1% for 106 atoms in our trap geometry.
The second correction takes into account the interactions between particles and is referred
to as the mean-field correction [PS01]

(
∆Tc

Tc

)(m f )

= −1.33
a
ā

N1/6
at , (2.19)

where ā =
√

h̄/Mω̄ is the geometric mean of the trap oscillator lengths and a is the
scattering length. The correction arises from the shift in energy of the lowest single-
particle state due to the van-der-Waals interaction ε0 = 2ρ(0)U0. The correction is 4.9%
for Nat = 106 in our trap.
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2.3.3 Density Distribution

Interaction between particles need to be taken into account in determining the condensate
density distribution. Interactions can be modeled as a contact interaction of with the
potential Ue f f = U0δ(r − r′). It is then assumed that all the particles are in the ground
state of the trap with wavefunction φ. In the mean field approximation the N-particle
wave function is the product

∏N
i=1 φ(ri). The wavefunction of the condensate is defined

by ψ(r) = N1/2φ(r), such that the particle density is ρ(r) = |ψ(r)|2 and the particle
number is N =

∫
dr|ψ(r)|2. This wavefunction can be shown to follow a non-linear

Schrödinger equation that is called the Gross-Pitaevskii equation

−
h̄2

2M
∇2ψ(r) + V(r)ψ(r) + U0|ψ(r)|2ψ(r) = µψ(r), (2.20)

where the chemical potential is given by the interaction strength between the particles
µ = U0|ψ(r)|2 = U0ρ(r) and does not vanish, as predicted by Bose statistics of non-
interacting particles. It is the energy for adding a particle to the condensate.
In order to find a simple approximate expression for the wavefunction one uses the Thomas-
Fermi approximation, which neglects the kinetic energy term in the Gross-Pitaevskii equa-
tion and then yields

ρc(r) =
µ − V(r)

U0
. (2.21)

For a 3D harmonic oscillator potential this results in a density distribution with the shape
of an inverted parabola (App. A.1).
The radii of the clouds are found by setting V(R) = µ. For a 3D harmonic oscillator they
are

Ri =

√
2µ

Mω2
i

(2.22)

and in turn the chemical potential can be expressed in terms of the experimentally acces-
sible radii of the atomic cloud as

µ =
M
2
ω2

i R2
i . (2.23)

The temperature can be inferred by setting kT = µ. Integrating the density over space
gives a relation between the particle number and the chemical potential

µ =
152/5

2

(Na
ā

)2/5
h̄ω̄, (2.24)

which can be used to express the particle number in terms of trap frequencies and radii
only

Nat =
M2

15ah̄2

ω5
i

ω̄3 R5
i . (2.25)
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In the case of a cigar shaped harmonic oscillator potential with the two radial trap fre-
quencies ωr and the axial frequency ωz, the axis of the condensate evolve after a free
expansion according to [KDSK99]

r0(tTOF) = r0(0)
√

1 +ω2
r t2

TOF (2.26)

z0(tTOF) = z0(0)

1 + (
ωz

ωr

)2 [
ωrtTOF arctan(ωrtTOF) − ln(1 +ω2

r t2
TOF)

] (2.27)

where the in-trap radius along the direction of the lower trap frequency is z0(0) =
r0(0)ωr/ωz. During the expansion process the atomic interaction energy is converted
into atomic momentum. For times tTOF � ω−1

r the atoms expand in the radial direction
according to Mv2

r /2 = µ corresponding to a momentum of p =
√

2Mµ, which is iden-
tical to the in-trap momentum. After an expansion of tTOF > ωr/ω2

z the aspect ratio of
the cloud stays fixed at r0/z0 = πω2

r /2ω2
z . For our trap frequencies of ωr = 2π 115.4Hz

and ωz = 2π 11.75Hz this situation is reached after 133ms. The expansion with a fixed
velocity is reached after ω−1

r = 1.4ms. We typically use tTOF = 45ms. This means that
the atoms expand according to their in-trap momentum, but did not yet reach their final
aspect ratio.
See App. A.1 for an overview of how to deduce sample parameters from time-of-flight
images.

2.3.4 Bimodal Density Distributions

If the condensation process is incomplete there is a mixture of thermal and condensed
atoms inside the trap. We approximate this situation by adding the thermal and condensate
density distributions and assume that they are not interacting with one another

ρbi = ρex(r) + ρc(r). (2.28)

In the fitting routine we use in absorption images the analysis is done by first fitting the
more extended thermal cloud by sparing the condensate part, then subtracting the thermal
fit from the image and fitting the condensate part.
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Three

Light-Matter Interaction

In experiments with atomic ensembles light is used in almost all the steps of the experi-
ment. Light is needed to cool and trap the atoms. It is used to manipulate the momentum
of atoms and as a probe for the ensemble properties. Sensitive light detection devices are
available, i.e. photodetectors or cameras. The interaction can be tuned to be destructive,
for detunings close to resonance, or non-destructive, for detunings far from resonance.
In the first section of this chapter the basic light-atom interaction will be introduced to-
gether with an intuitive model for diffraction. In the later sections Maxwell-Bloch equa-
tions, that describe the interaction of a multi-level atom with light will be introduced.
These equations allow to incorporate also the influence of inhomogeneous magnetic fields
and the inhomogeneity of the atomic ensemble density. Many details of the derivation are
included in App. B.

3.1 Simple Model: Atomic Ensemble as a Thin Lens

3.1.1 Absorption and Dispersion

Assuming atomic populations and coherences do not change during the interaction time
and neglecting any diffraction effects, we can model the ensemble as a simple phase ele-
ment like a lens. The incoming electric field E0 will be phase shifted and slightly attenu-
ated such that we can write the resulting field as

Eout = tE0eiφ = E0 + ∆E, (3.1)

where ∆E is the scattered light. The transmission coefficient t and phase shift φ are

t = exp
(
−

D
2

)
(3.2)

φ =

∫
dz kn = −

D
2
∆̃ (3.3)

and D = ρ̃ σ0
1+∆̃2+s

is the optical depth of the atomic ensemble. The on-resonant scatter-

ing cross section is σ0 = ξ2 3λ2

2π
2J′+1
2J+1 , where ξ is defined via the dipole matrix element

di = ξi〈J||d||J′〉 and J is the fine structure quantum number of the ground state. In a
two level system ξ = 1. The line-integrated number density, the so called column den-
sity, is ρ̃ =

∫
ρdz, ∆̃ = ∆

Γ/2 is the detuning normalized to the half linewidth Γ/2 and
s = I/Is is the saturation parameter given by the light intensity I and the saturation in-
tensity Is = h̄2Γ2cε0

4ξ2
i |〈J||d||J

′〉|2
[KDSK99, Ste09, SZ97]. The wavevector of light in vacuum is

k = 2π/λ and n is the refractive index.

15
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This model takes so far no polarization effects into account, but we can expand it to
contain polarization rotation. This implies an anisotropy of the polarizability of spin-
polarized atomic ensembles. If the populations of the atomic ground state are not sym-
metrical around the mF = 0 state there will be a relative phase shift between the two
circular components of the light field, into which any linear polarization can be decom-
posed. This leads to an incoming linear polarization to be rotated by the Faraday angle θF .
The incoming linear field polarization is ~ein = ~ex = (~e− −~e+) /

√
2. After the interaction

we have

~Eout =

(
~e−t−eiφ− −~e+t+eiφ+

)
√

2
(3.4)

= eiΦ (cos θF~ex − sin θF~ey) , (t− = t+ = 1)

where we have defined the Faraday angle as θF = (φ+ − φ−)/2 and half of the total phase
shift Φ = (φ+ + φ−)/2.

3.1.2 Diffraction

α∆z

d

f

Figure 3.1: Determination of the focal
length of the atomic ensemble.

The thin lens model can also be extended to esti-
mate the focus or defocus of light after the interac-
tion. This implies an effective focal length of the
ensemble.
The delay distance of the wavefront in the middle
of the ensemble relative to the outside is ∆z = φλ

2π
(Fig. 3.1) proportional to the phase shift φ inflicted
by the atoms onto the light. The angle α is simply
tan (α/2) = 2∆z

d , where d is the full width of the
atomic ensemble and finally

tan
(
α

2

)
=
φλ

dπ
=

d/2
f

. (3.5)

This implies a focal length of the atomic ensemble lens of

f =
πd2

2φλ
∝

d4

ξ2λ2N
1 + ∆̃2

∆̃
. (3.6)

Matching the angle α to the opening angle of a Gaussian beam we can determine a focus
spot size of w0 = 2λ/(πα) ≈ d/φ.
This model works especially well for condensates, because of the sharp edges in the
Thomas-Fermi limit. For Gaussian shaped samples it makes less sense to define a point
where the density is zero.

3.2 Maxwell-Bloch Equations

In this section the matter-light interaction of multilevel atoms is introduced. The multi-
level structure is included in the atomic polarizability. It will be shown that the Hamil-
tonian can be decomposed into three parts, corresponding to scalar, vector and tensorial
parts or correspondingly to diffraction, light polarization rotation and Raman transfers.
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3.2.1 Hamiltonian

The coupled light-atom system can be described by a Hamiltonian which is the sum of the
Hamiltonians describing the atoms ĤA, the radiation field ĤR and the coupling between
the two ĤAR [Ham06]

Ĥ sys = ĤA + ĤR + ĤAR. (3.7)

The coupling can be described by modeling atoms as dipoles. The interaction energy is
then [Jac62]

ĤAR = −d̂ · Ê, (3.8)

where Ê is the electric field, Eq. B.8, and d̂ is the transition dipole operator, Eq. B.26. Af-
ter invoking the rotating wave approximation as well as adiabatically eliminating excited
states and adding the atomic Hamiltonian we arrive at (App. B.3)

Ĥeff
AR = Ê(−)α̂(∆)Ê(+) =

∑
qq′

Ê(−)
q α̂qq′(∆)Ê

(+)
q′ (3.9)

where we have used the spherical basis (App. B.1) in the last step and introduced the
atomic polarizability, Eq. B.36,

α̂(∆) = −
∑

F f F′Fi

d̂(−)d̂(+)

h̄ (∆FiF′ + iγ)
. (3.10)

Here ∆FiF′ is the laser detuning with respect to the excited state with half-width decay rate
γ.

3.2.2 Tensor Components

The atomic polarizability α̂ can be decomposed into spherical irreducible tensor compo-
nents [GSM06, Sak94] by rewriting the dyad d̂qd̂†q′ with help of the spherical basis set for
polarizations. In general [GSM06, Bay66]

Û(κ)
q V̂(κ′)

q′ =
∑
jm

T̂ ( j)
m 〈κ, q; κ′, q′| j, m〉 and (3.11)

T̂ ( j)
m =

∑
qq′

Û(κ)
q V̂(κ′)

q′ 〈κ, q; κ′, q′| j, m〉 (3.12)

where T̂ ( j)
m is a tensor of rank j and Û(κ)

q and V̂(κ′)
q′ are tensors of rank κ and κ′. 〈κ, q; κ′, q′| j, m〉

is a Clebsch-Gordan Coefficient (App. B.4.2). We can identify Û = d̂ and V̂ = d̂† with
κ = κ′ = 1, since dipole moments are vectors. This allows the polarizability to be de-
composed into three components

α̂(∆) = −
∑
q f qi

d̂(−)q f d̂(+)
qi ~e∗q f

~e∗qi
(3.13)

= −
∑
jm

∑
q f qi

T ( j)
m (∆)〈1, q f ; 1,−qi| j, m〉~e∗q f

~e∗qi
(3.14)

= α̂(0) ⊕ α̂(1) ⊕ α̂(2). (3.15)
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See Eq. B.53 to B.55 for explicit notation. Here j ∈ [0, 1, 2] specifies the rank of the tensor
and defines the behavior of the tensor under rotations (as a scalar, vector or tensor). The
projection of j on the quantization axis is m ∈ [− j, . . . , j−1,+ j]. The j = 0 part describes
the AC Stark shift, the j = 1 part Faraday rotation and the j = 2 part Raman transitions.
As will become apparent later, m can be interpreted as the atomic angular momentum step
size, i.e. m = 2 describes a Raman type transition from a Zeeman sublevel mF = −1 to
mF = 1.
Using projectors around dipole moments the tensors T̂ ( j)

m (∆) (see Eq. B.57 to B.65 for
explicit notation) can be expressed in terms of dipole matrix elements with the help of
Clebsch-Gordan Coefficients 〈JM| j1, m1; j2, m2〉 (App. B.4.2)

T̂ ( j)
m (∆) =

∑
q f qi

〈1, q f ; 1,−qi| j, m〉d̂(−)q f d̂(+)
qi (3.16)

d̂(−)q f d̂(+)
qi =

∑
F f F′Fi

FFiF′F f Ĉ
qiq f
FiF′F f

(∆), (3.17)

where the new parameters are

FFiF′F f =
〈Fg|d̂|F′〉〈Fe|d̂|F′〉
|〈Jg|d̂|J′〉|2

(3.18)

= (−1)2(F′+Jg+I) · (2F′ + 1)(2Jg + 1) ·

1 Jg J′

I F′ Fi


1 Jg J′

I F′ F f

 (3.19)

and using the relation 〈e|d̂†q |g〉 = (−1)q〈g|d̂−q|e〉

Ĉ
qiq f
F f F′Fi

(∆) =
∑
m f

σ̂FimiF f m f · D
FiF′
mim′

(∆) (3.20)

〈F f , m f |1,−q f ; F′, m f + q f 〉 · 〈Fi, m f + q f − qi|1,−qi, F′, m f + q f 〉,
(3.21)

where the detuning term is

D
FiF′
mim′

(∆) =

D2
0

h̄γ


(
∆̃FiF′ + ∆̃B

mim′
)
− i(

∆̃FiF′ + ∆̃B
mim′

)2
+ 1

. (3.22)

The detuning ∆̃FiF′ = ∆FiF′/γ = (ωL −ωF′ +ωFi) /γ is the relative detuning of the
laser from the transition from the initial to the excited hyperfine state normalized to the
atomic half linewidth γ. The detuning ∆̃B

mim′
= µB

h̄γ (−gFgmi + gF′m′) Bz is the normalized
Zeeman shift of the magnetic substates.
The polarizations q f , qi ∈ [−1, 0, 1] are related by the tensor projection m as q f = qi +m.
The transition strength between ground and excited total electron angular momentum J
states [Ste09] is D0 = |〈Jg|d̂|Je〉|. The initial and final ground state atomic total angular
momentum quantum numbers are Fi and F f , where ~F = ~J +~I and I is the nuclear angu-
lar momentum quantum number. The quantum number of the projections of ~F onto the
quantization axis are m f and mi = m f + q f − qi. The atomic density matrix is σ̂FimiF f m f ,
connecting ground states.
Therefore the matrix representation of T̂ ( j)

m has Fi × F f elements, i.e. the number of
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ground states squared. This also explains why an adiabatic elimination of the excited
states is useful. The matrices involved are smaller, so there are less equations that need to
be solved.
In the case where Fi = F f and Bz = 0 we can write

T̂ ( j)
m (∆) =

∑
F

D(∆)T̂ ( j)
m (F). (3.23)

The tensors T̂ ( j)
m (F) are proportional to the spin matrices f̂k with (k ∈ [−1, 0, 1]) by the

relations [VMK88]

T̂ (0)
0 (F) = α(0)

1√
(2F + 1)

1 (3.24)

T̂ (1)
m (F) = α(1)

√
3

F(F + 1)(2F + 1)
f̂m. (3.25)

The form of the relations for the rank 2 tensors is more complex [VMK88], but is shown
for F=1 in Eq. B.57 to B.65.

3.2.3 Hamiltonian in Tensor and Stokes Language

Now we will rewrite the Hamiltonian using the atomic T̂ ( j)
m tensors (App. B.4.3) by plug-

ging the polarizability (Eq. 3.14) into the HamiltonianHeff
AR (Eq. 3.9), and the light Stokes

operators Ŝ i (App. B.5, while we use them here with units [Ŝ ] = 1 in discrete vari-
ables), which arise from the Ê(+)Ê(−) products mapped into the spherical polarization
basis (App. B.1). This will allow us to describe atoms and light on equal footing.
After some algebra we arrive at the following Hamiltonian components for a configura-
tion in which only circular polarizations are relevant (light propagation direction along
quantization axis):

Ĥ
eff(0)
AR = − 2√

3
H′0Ŝ 0T̃ (0)

0 (∆̃) (3.26)

Ĥ
eff(1)
AR = H′0

√
2Ŝ 3T̃ (1)

0 (∆̃) (3.27)

Ĥ
eff(2)
AR = H′0

[
2
(
Ŝ 1T̃ (2)

2+ (∆̃) + Ŝ 2T̃ (2)
2− (∆̃)

)
+ 2√

6
Ŝ 0T̃ (2)

0 (∆̃)
]

. (3.28)

Here we defined

T̃ (2)
2+ (∆̃) =

1
2

(
T̃ (2)

2 (∆̃) + T̃ (2)
−2 (∆̃)

)
(3.29)

T̃ (2)
2− (∆̃) =

1
2i

(
T̃ (2)
−2 (∆̃) − T̃ (2)

2 (∆̃)
)

. (3.30)

The tilde over tensors indicates normalization with

D2
0

h̄γ

SI

= 3 · 2π · ε0 · o
3 ·

2J′ + 1
2J + 1

(3.31)

and H′0 = 1
h̄

(
D2

0
h̄γ

) (
h̄ω0
2ε0V

)
contains all the units. This description is valid for N atoms in a

volume V and for light with frequency ω0.
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Figure 3.2: D1 line (left) and D2 line (right) polarizability coefficients normalized by
2|〈J′|d|J〉|2/h̄ΓA for atoms in the F=1 ground state manifold of Rubidium 87.

3.2.4 Hamiltonian in Continuous Variables - 1 Dimensional Propagation
Model

We now change to a description where the propagation direction of light is a continuous
variable. The transverse modes of the light field are still quantized. This is useful for
the description of the propagation of the light field from the beginning to the end of the
sample.
As described in App. B.2 the Hamiltonian reads in continuous variables (Eq. B.16)

Ĥ (0) =

∫
ρAdz 2√

3
H0Ŝ 0(z, t) T̃ (0)

0 (z, t, ∆̃) (3.32)

Ĥ (1) =

∫
ρAdz

√
2 H0 Ŝ 3(z, t) T̃ (1)

0 (z, t, ∆̃) (3.33)

Ĥ (2) =

∫
ρAdz H0

[
2
(
Ŝ 1(z, t) T̃ (2)

2+ (z, t, ∆̃) + Ŝ 2(z, t) T̃ (2)
2− (z, t, ∆̃)

)
+ 2√

6
Ŝ 0 T̃ (2)

0 (z, t, ∆̃)
]

.

(3.34)

where ρ is the atomic density and A the interaction area.

Now the constant is

H0 =
1
h̄

D2
0

h̄γ

 ( h̄ω0

2ε0A

)
. (3.35)

3.2.5 Hamiltonian in Spin Operator Notation

We can rewrite the Hamiltonian using spin operators F̂i by using the relations B.57 to
B.65:

H (0) =
2
3

C0α
(0)(∆A)Ŝ 01 (3.36)

H (1) =C0α
(1)(∆A)Ŝ 3F̂z (3.37)

H (2) =C0α
(2)(∆A)

[
Ŝ 1

(
F̂2

x − F̂2
y

)
+ Ŝ 2

(
F̂xF̂y + F̂yF̂x

)
− Ŝ 0

(
F̂2

z −
1
3 F(F + 1)1

) ]
,

(3.38)



3.2 Maxwell-Bloch Equations 21

where we defined

C0 = ρAdz
1
h̄

(
2|〈J||dA||J′〉|2

h̄ΓA

) (
h̄ω

2ε0A

)
(3.39)

and omitted the space and time (z,t)-dependence of all operators. A is the interaction area.
Figure 3.2 shows the polarizability coefficients α(0), α(1) and α(2) normalized by 2|〈J′|d|J〉|2/h̄ΓA

to be unit free.

3.2.6 Equations of Motion for a 1D Ensemble of Atoms

Using the continuous variable Hamiltonian (Eq. B.16) we can write down the Heisenberg
equations of motion.
The time evolution of the atomic density matrix σ̂ can be decomposed in the three parts
of the Hamiltonian

∂σ̂

∂t
= −

i
h̄
[Ĥ , σ̂] = −

i
h̄
[Ĥ (0) + Ĥ (1) + Ĥ (2), σ̂] =

∂σ̂(0)

∂t
+
∂σ̂(1)

∂t
+
∂σ̂(2)

∂t
. (3.40)

This equation can be solved directly numerically using a matrix representation of the
Hamiltonian and the density matrix. For an effective two-level system it is also feasible
to write out the commutators, while this is more cumbersome for a spin 1 system. For
the spin 1/2 system each component can be written as (leaving out the space-time and
detuning dependence of the rank 2 part)

∂σ̂(0)

∂t
=0 (3.41)

∂σ̂(1)

∂t
=CA 〈Ŝ 3(z, t)〉

(
T̃ (1)

x (z, t, ∆̃) − T̃ (1)
y (z, t, ∆̃)

)
(3.42)

∂σ̂(2)

∂t
=2CA

[√3
2
〈Ŝ 0〉

(
T̃ (2)

1+ − T̃ (2)
1−

)
(3.43)

+
√

3
(
〈Ŝ 1〉 T̃

(2)
2− + 〈Ŝ 2〉 T̃

(2)
2+

)
(3.44)

− i

√
3
2

(
〈Ŝ 1〉

(
T̃ (2)

1+ + T̃ (2)
1−

)
− 〈Ŝ 2〉

(
T̃ (2)

1+ − T̃ (2)
1−

)) ]
, (3.45)

where we introduced the constant CA = H0/h̄ and used

T̂ (1)
x =

1
√

2

(
T̂ (1)
−1 − T̂ 1

1

)
T̂ (1)

y =
i
√

2

(
T̂ (1)

1 + T̂ 1
−1

)
(3.46)

T̂ (2)
1+ =

1
2

(
T̂ (2)

1 + T̂ (2)
−1

)
T̂ (2)

1− =
1
2i

(
T̂ (2)
−1 − T̂ (2)

1

)
(3.47)

as well as the commutation relations (Eq. B.69) and the density matrix decomposition
into spin matrices (Eq. B.70). The expectation value of the Stokes operators is obtained
by tracing over the product of the Stokes operator with the second-order coherence matrix
of light p̂ as defined in App. B.5, which is the light analog of the density matrix

〈Ŝ k(z, t)〉 = tr(Ŝ k(z, t) p̂). (3.48)
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Analogously we can write for the time evolution of the second-order coherence matrix of
the light (Eq. B.24)

∂p̂
∂z

+
1
c
∂p̂
∂t

= −
i

h̄c
[Ĥ , p̂] (3.49)

where we will neglect retardation and set 1
c
∂p̂
∂t → 0. By means of the commutation re-

lations for Stokes operators (Eq. B.77) we can get rid of the integrals. The decomposed
evolution is then

∂ p̂(0)

∂z
= 0 (3.50)

∂ p̂(1)

∂z
= CL

√
2 〈T̃ (1)

0 (z, t, ∆̃)〉
(
Ŝ 2(z, t) − Ŝ 1(z, t)

)
(3.51)

∂ p̂(2)

∂z
= CL 2

(
〈T̃ (2)

2+ (z, t, ∆̃)〉
(
Ŝ 3(z, t) − Ŝ 2(z, t)

)
+ 〈T̃ (2)

2− (z, t, ∆̃)〉
(
Ŝ 1(z, t) − Ŝ 2(z, t)

))
,

(3.52)

where we used the expectation value of the atomic tensors

〈T̃ ( j)
m (z, t, ∆̃)〉 = tr(T̃ ( j)

m (z, t, ∆̃)σ̂) (3.53)

and defined the constant CL = H0
h̄c ρA.

The complete set of equations can be solved by making a linear approximation

p̂(z + ∆z) ≈ p̂(z) +
∂ p̂
∂z
∆z (3.54)

σ̂(t + ∆t) ≈ σ̂(t) +
∂σ̂

∂t
∆t (3.55)

where ∆z and ∆t need to be small steps compared to the derivatives. An exact solution can
be obtained in some cases analytically by means of Laplace transformations [KMS+05].

3.2.7 Effect of Magnetic Fields

The general Hamiltonian describing the interaction of a magnetic moment ~µ with a mag-
netic field ~B is

ĤB = −~µ · ~B (3.56)

with

~µ = −gJµB~J + gIµN~I ≈ −gJµB~J, (3.57)

where the last step is an approximation, since µN is much smaller than the Bohr magneton
µB. g is the Landé g-factor.
The Hamiltonian can be mapped onto the total angular momentum ~F = (f̂x, f̂y, f̂z) (Eq. B.67)
if the magnetic field is small, such that F is still a good quantum number:
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ĤB =
gJµB

h̄
~J · ~B =

gJµB

h̄
〈~J · ~F〉

F(F + 1)
~F · ~B =

gFµB

h̄
~F · ~B (3.58)

=
gFµB

h̄
( f̂xBx + f̂yBy + f̂zBz) = ωx f̂x +ωy f̂y +ωz f̂z (3.59)

=
1
√

2

(
(ωx + iωy) f̂−1 − (ωx − iωy) f̂+

)
+ωz f̂z (3.60)

with the Landé gF-factor

gF = gJ
F(F + 1) + J(J + 1) − I(I + 1)

2F(F + 1)
(3.61)

and ωi the Larmor frequency for each spatial direction. From relation 3.25 it is evident
that it is a type (1), vector-like, interaction.
The equations of motion in a F = 1/2 system are given for collective continuous vari-
ables as

∂σ̂B

∂t
= −

i
h̄

[
ĤB, σ̂B

]
=

1
2h̄

1
ρA

(
(ωy −ωz) f̂x + (ωz −ωx) f̂y + (ωx −ωy) f̂z

)
. (3.62)

For the F = 1 system the equation gets considerably more complicated since one now
needs to calculate the time evolution of all the components of the density matrix, Eq. B.71.
This is done in App. B.4.3.
The evolution of the total angular momentum vector is generally given as

∂~F
∂t

=
gFµB

h̄
~F × ~B (3.63)

explicitly showing the vector-like rotations.

3.3 Faraday Rotation

In Faraday rotation linearly polarized light is rotated by an angle θF by interacting with
matter. This happens if the interaction strength for right hand and left hand polarizations
is different. In terms of the decomposed Hamiltonian, Faraday rotation appears if the
evolution of the light field due to the α̂(1) term is non-vanishing and ideally the rank 2
part is vanishing.
In a simple model considering only phase-shifts φ, the Faraday angle is the rotation angle
of the electric field vector which is identical to half of the phase-shift difference between
the two circular polarizations φR and φL:

θF =
1
2
(φR − φL) . (3.64)

This implies the proportionality to the refractive index difference, since φR−φL =
∫

2π
λ (nR−

nL)dz.
In terms of Stokes vectors the equations of motion are
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Figure 3.3: D1 line polarizability coefficients for red detunings. The coefficients are normalized
by 2|〈J′|d|J〉|2/h̄ΓA. Marked are the point where Faraday rotation (α(1)) vanishes and the point
with a local maximum in the rotation.

∂Ŝ 1

∂z
= CL

(√
2〈T̂ (1)

0 〉Ŝ 2 − 2〈T̂ (2)
2− 〉Ŝ 3

)
(3.65)

∂Ŝ 2

∂z
= CL

(
−
√

2〈T̂ (1)
0 〉Ŝ 1 + 2〈T̂ (2)

2+ 〉Ŝ 3

)
(3.66)

∂Ŝ 3

∂z
= CL

(
Ŝ 1〈T̂

(2)
2− 〉 − Ŝ 2〈T̂

(2)
2+ 〉

)
. (3.67)

Assuming the light enters the ensemble in a linear polarization (Ŝ 1, Ŝ 2) and the expec-
tation values of the Raman terms are negligible (〈T̂ (2)

2+ 〉 = 〈T̂
(2)
2− 〉 = 0) as well as the

influence of a magnetic field, the Faraday angle is

θF =
1
2

arctan

 〈S end
2 〉

〈S end
1 〉

 − arctan
 〈S in

2 〉

〈S in
1 〉

 . (3.68)

The zero crossing of the Faraday angle close to the D1 line is at ∆0 = ∆h f s/4 =

−203.6MHz and a local maximum occurs at ∆max = ∆h f s
1±
√

5
4 = −658.9/ + 251.7MHz

(see Fig. 3.3).

3.4 Raman Type Multimode Memory

A Raman type memory stores information encoded in the polarization of the light in
groundstate atomic coherences. This facilitates the rank (2) part of the Hamiltonian and
ideally the influence of the rank (1) part and therefore the Faraday rotation signal, should
vanish, since it adds an unwanted phase to the atomic coherences. This happens for a
detuning of ∆0 = ∆h f s/4 = −203.6MHz, red of the D1 line of 87Rb. At this detuning
the multilevel system closely resembles a three-level system. The write-in stage of the
memory can be described by a beam-splitter type interaction with a Hamiltonian of the
form Hwrite ∼ â†AâL + H.C., while the read-out stage can be described by a parametric
gain type interaction with a Hamiltonian Hread ∼ âAâ†L + H.C.. Figure 3.4 shows the
write-in stage. The atoms are initially in the F=1, mF = −1 state. The quantum light mode
âL is shown in blue and a classical drive field in red. The atomic collective excitation âA

is stored in the coherence between the F=1, mF = −1 and the F=1, mF = 1 state. During
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Figure 3.4: Memory scheme showing the drive light and the quantum light, which is to be stored.
The protocol is a Raman type memory, which can be described by a beamsplitter Hamiltonian.

the read-out stage only the drive light is applied in order to retrieve the quantum state of
light.

In a spatially-multimode memory several quantum states of light can be stored either in
various spatial mode-profiles, as for example the Bessel-modes or by using different input
angles for the quantum state with respect to the drive field.





Four

Diffraction

Introduction To be able to reconstruct the shape and physical properties of an imaging
object, it is relevant to estimate possible distortions of the image. The change in shape of
an electric field due to propagation and obstacles in the propagation path is called diffrac-
tion. In the first part of the chapter distortions due to the imaging apparatus itself are
investigated: the effect of apertures, the resolution limit and aberrations. In the second
part diffraction due to the imaging object and the resulting difficulty in deducing phys-
ical parameters is discussed. The last section discusses high density corrections to the
refractive index.

General Diffraction Theory The propagation of an electric field can be described by
the Helmholtz equation. The field after an obstacle can be seen as the superposition
of many spherical waves according to the Huygens-Fresnel principal [BW05]. These
concepts are combined in the Fresnel-Kirchhoff diffraction formula. The resulting integral
can be further simplified for near-field scattering as the Fresnel integral and for far-field
scattering as the Fraunhofer integral.
If we know the field distribution on a plane with transverse cylindrical coordinates (r, φ)
at position z = 0, which we call E(r, φ), then the Fresnel integral will give us the field
distribution E(r′, θ) at a position z

E(r′, θ, z) =
exp (ikz)

iλz
exp

(
i

k
2z

r′2
) ∫ ∞

0

{
E(r, φ) exp

(
i

k
2z

r2
)}

J0

(
krr′

z

)
2πrdr. (4.1)

The cylindrical coordinates allow us to rewrite the angular integral in terms of a zeroth
order Bessel function of the first kind, J0(·). The properties of the light field are the
wave vector k = 2π/λ and the wavelength λ. In the Fraunhofer approximation one is
interested in the field at a large distance compared to the radial extend of the initial field
z >> kr2

max/2 and it allows us to neglect the phase factor inside the curly brackets. The
resulting integral is then proportional to a Hankel transform (a Fourier transform using
Bessel functions). One can therefore obtain the field distribution on the final plane by
Fourier transforming the initial field distribution.

4.1 Imaging System Modeling

This section presents the modeling of an image formation process by optical elements.
An ideal imaging system, with ideal lenses, could be fully described by its magnification.
A real imaging system contains many apertures, that limit the amount of light and spatial
frequency spectrum passing from the object plane to the image plane. This process limits
the quality or focus of an image and is parametrized by the resolution.
An imaging system can be completely described by the size and position of its entrance

27
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and exit pupils. These pupils are images of the most restricting aperture within the system
viewed from the entrance or exit side of the system.
If we call the exit pupil in real space P(x, y) and its distance to the image plane zep, the
optical transfer function in Fourier space ( fX , fY) is given by [Goo06]

H( fX , fY) = (Aλzep)P(−λzep fX ,−λzep fY), (4.2)

where the prefactor can be set to 1. In this relation A is an amplitude. The most common
pupil functions are the ones for round and rectangular apertures:

Pround(r) =


1 if

√
x2 + y2 < 1

0.5 if
√

x2 + y2 = 1
0 otherwise

(4.3)

Prect(x) =


1 if |x| < 0.5

0.5 if |x| = 0.5
0 otherwise

. (4.4)

Once the optical transfer function is found we can easily multiply it with the Fourier
transform of the ideal field strength distribution on the image plane, Ug(u, v),

Gg( fX , fY) =
∫ ∫ +∞

−∞

Ug(u, v) exp (−i2π( fXu + fYv)) dudv, (4.5)

where

Ug(u, v) =
1
|Mi|

U0

(
u

Mi
,

v
Mi

)
, (4.6)

U0
(

u
Mi

, v
Mi

)
is the electric field distribution in the object plane and Mi the magnification,

to obtain:

Gi( fX , fY) = H( fX , fY)Gg( fX , fY). (4.7)

The function Gi( fX , fY) is the Fourier transform of the observed field distribution in the
image plane and includes the finite resolution of the imaging system. The optical transfer
function is an impulse response function, i.e. giving the response of the system to a point
source. It defines the size of the smallest object that can be imaged, the resolution of
the system. The optical transfer function in real-space is called the point-spread function
h(u, v) and is obtained by a backward Fourier transform of H( fX , fY).
The point-spread function of round apertures in the Fraunhofer approximation [Goo06,
BW05] are Bessel functions of the first kind of first order:

h(x) =
πw2

iλzep
exp (ikzep) exp

(
ikx2

2zep

)
2zep

kw
J1

(
kwx
λzep

)
, (4.8)

and this results in an Airy intensity pattern. For rectangular apertures the point-spread
function is proportional to a sinc function:

h(x) =
D2

iλzep
exp (ikzep) exp

(
ikx2

2zep

)
sinc

(
Dx
λzep

)
. (4.9)
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Figure 4.1: Ray tracing through the experimental Faraday imaging system. The object is a point
source and is placed at z=0. The first lens is situated at z=60mm and the second lens at z=520mm.
The image plane is situated at z=1270mm, at the right end of the graph. In blue are shown the
light rays, red is the determined exit pupil and black the entrance pupil. The determined resolution
in the object plane is δ = 3.64µm.

A common criterion for resolution is the two-point or Rayleigh criterion. It says that in
an imaging system with round apertures, two point sources can be distinguished, if the
first zero of one Airy pattern falls onto the peak of the other. This criterion is valid for an
incoherent imaging system. For coherent imaging systems the resolvability of two points
depends on their relative phase and can be better or worse than for an incoherent system.
The Rayleigh resolution criterion for round aperture systems is:

δround = 0.61
λzep

w
(4.10)

where λ is the wavelength, zep is the distance of the exit pupil to the image plane and w
is the radius of the pupil. The numerical aperture is found by using the entrance pupil of
radius win and the distance zin to the object plane. It is NA = sin θ = win/zin, where θ is
the half opening angle of the imaging system.
In the case of a 1D rectangular aperture of width D the Rayleigh resolution criterion is

δrect =
λzep

D
. (4.11)

The resolution on the object plane δob ject can be obtained by scaling with the magnifica-
tion: δob ject = δ/M.

4.1.1 Ray Tracing

To find the entrance and exit pupil and therefore the resolution of the an imaging system
one needs to employ a ray tracing algorithm. We apply this to the Faraday imaging system,
as shown in Fig. 10.5. In Fig. 4.1 the resulting beam of rays is presented. The object
(left) is assumed to be a point source. Rays emerge from this point with random angle
towards the imaging plane on the right end. The outer rays are already lost at the first
lens (z=60mm). This lens is found to be the most restricting aperture of this system. The
second lens is at z=520mm. There are several apertures (beam-splitter, mirrors, lenses) in
the system that do not introduce further diffraction.
The entrance and exit pupils are found by imaging the aperture defined by the first lens
towards the beginning/end of the imaging system. The entrance pupil is therefore identical
to the determined most restricting aperture, which is not always the case. The exit pupil
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Faraday Imaging System Parameters
Name Symbol Value
Wavelength λ 795nm
Lens 1 focal length f1 60mm
Lens 1 position zL1 60mm
Lens 1 radius wL1 8mm
Lens 2 focal length f2 750mm
Lens 2 position zL2 520mm
Lens 2 radius wL2 10mm
Magnification Mi 12.5
Exit pupil distance to image plane zep 1939.7mm
Exit pupil radius w 20.69mm
Entrance pupil distance to image plane zin 60mm
Entrance pupil radius win 8mm

Table 4.1: Parameters of our Faraday imaging setup, which are used in the ray-tracing algorithm.

is found by using the second lens (of focal length f) to create a geometric optics image at
zIM, relative to the lens, of the aperture at zO:

1
zO

+
1

zIM
=

1
f

. (4.12)

The exit pupil comes to lie on the left end at a distance zep = 1939.7mm to the imaging
plane with a radius of w = 20.69mm, resulting in a resolution of δ = 45µm on the image
plane and δob ject = 3.64µm. The exit pupil does not lie on the imaging plane in our setup,
since zO < f , the distance between the two lenses is smaller than the sum of their focal
lengths. The entrance pupil is found to correspond to the first lens of the system at a
distance zin = 60mm from the object plane and with a radius of win = 8mm. This results
in a numerical aperture of NA = 0.13 and a full opening angle of 2θ = 15◦.
The resulting point-spread function in spatial coordinates on the camera plane is shown
in Fig. 4.2.

4.1.2 Image Propagation

Ray-tracing is simple geometric optics applied to a point source in order to characterize
the imaging system. This section will show how to propagate an arbitrary object field
distribution through an imaging system including lenses, apertures and free space prop-
agation. This was done in order to study the influence of lens positioning on the final
image.
The apertures can be treated by the formalism shown above, using the exit pupil to find
the Fourier transform of the point-spread function and applying it to the ideal image Ug.
Lenses introduce a phase profile onto the field distribution [Goo06] having the form:

Q[ f ]{E(r)} = exp
(
−i
πr2

λ f

)
E(r). (4.13)

Field propagation through free space is described by the Fresnel diffraction integral and
can be written in the form of a propagator. The field distribution on the input plane at zin

is E(r) and on the observation plane at zo is E(ρ):
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Figure 4.2: Real and imaginary parts of the point-spread function normalized to the absolute value
in the center. Parameters are the ones for the Faraday imaging system as presented in Table ??.
The abscissa gives the coordinate on the camera plane.

R[zo − zin]{E(r)} =
∫

drE(r)r
2π

iλ(zo − zin)
J0

(
krρ

zo − zin

)
×

exp (ik(zo − zin)) exp
(
ik

r2 + ρ2

2(zo − zin)

)
. (4.14)

The propagator is written in cylindrical coordinates.
These operators can be conveniently concatenated. As an example: if we have a system,
which contains a lens with focal length 60mm and then 200mm of free space, we can ob-
tain the final field distribution E f (ρ) from the known input field Ei(r) by first calculating
the field after the lens E1(ρ1) = Q[60mm]{Ei(r)} and then E f (ρ) = R[200mm]{E1(ρ1)}.
In this way we can obtain the resulting electric field distribution on the camera of an
arbitrary imaging system.

4.1.3 Aberrations

Aberrations of a lens are deviations of the wave-front after the lens from a perfect spherical
wavefront, resulting in distortions of the image. These distortions become important in
a spatial multimode memory, when one wants to reproduce an arbitrary mode function.
Aberrations are not considered in the data analysis of this theses, but are included at this
point for completeness.
Aberrations can be treated within the concept of the point-spread function by introducing
a generalized pupil function

P(x, y) = P(x, y) exp (ikW(x, y)) , (4.15)

where W(x, y) is the phase-front path difference due to lens aberrations, which has the
same effect as a phase plate. The optical transfer function is then [Goo06]

H( fX , fY) = P(λzep fX , λzep fY) exp (ikW(λzep fX , λzep fY)) . (4.16)
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The aberration function W(x, y) can be calculated in terms of Zernike polynomials using
Seidel coefficients [BW05].

4.1.4 Vector Field Diffraction

The electromagnetic field is vectorial. In the scalar approximation of diffraction, which we
used so far, the three vector components are assumed to be independent. The diffraction
process is assumed not to mix the components. This is said to be a fair approximation for
imaging systems with low numerical apertures, which is the case in our experiment. If
this still holds for diffraction by the atomic cloud, which we discuss in the next section,
is difficult to estimate and depends on the strength of the inhomogeneity of the density
distribution.

4.2 Atomic Ensemble Diffraction

The last sections were concerned with diffraction within the imaging system. This intro-
duces distortions on an otherwise ideal image. This section treats diffraction and refrac-
tion, also called lensing, of our imaging object, the atomic ensemble itself. The goal of
imaging an atomic cloud is notoriously to reconstruct the density distribution of the cloud,
finding the radii and peak densities. An atomic ensemble, trapped in an inhomogeneous
trap, though, has also an inhomogeneous density profile. This will make the ensemble
behave similar to a lens. A column integrated density distribution is then no longer an
appropriate model.
I already introduced a simple model for diffraction in Sec. 3.1.2. In this section i want to
elaborate on this topic.

4.2.1 Diffraction Mode Shape Without Propagation

For this model [MPO+05], the atoms are assumed as independent dipole scatterers, that
are driven by the electric field at their specific position in the atomic ensemble. Their
radiated fields are then integrated over the whole sample to give the total field after the
sample. The model disregards multiple scattering (first-order Born approximation) and
the variation of the drive field along the propagation direction.
Propagation of a light field E(r,ω) is described by Maxwell’s wave equation for inhomo-
geneous media

∇2E(r,ω) + k2ε(r,ω)E(r,ω) + grad [E(r,ω)grad (lnε(r,ω))] = 0. (4.17)

The scattering properties of the medium are described by the dielectric constant ε(r,ω),
which is related to the refractive index by the Maxwell formula ε(r,ω) = n2(r,ω), where
ω is the frequency of the light field, k = 2π/λ is the wavenumber and λ is the wavelength.
The gradient part of the equation makes it very difficult to solve. Assuming that the
refractive index is approximately constant over a wavelength we can simplify it to get

∇2E(r,ω) + k2n2(r,ω)E(r,ω) = 0. (4.18)

Further we assume scalar fields, such that each vector component can be solved indepen-
dently. After introducing a free-space Green’s function and volume integrating [BW05]
we can rewrite the equation in integral form

Esc(r) =
∫

rdrdzdθF(r,∆)Ein(r)K(|r − r′|), (4.19)
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where F(r,∆) is the scattering potential and K(|r− r′|) is the field propagator. The scatter-
ing potential F(r,∆) includes the electronic properties of the atoms and the density ρ(r)
of the whole ensemble. It can be written in terms of the refractive index, the susceptibility
χ(r,∆) or explicit as a sum over transitions i:

F(r,∆) =
1

4π
k2(n(r,∆)2 − 1) =

π

λ
χ(r,∆)

= (−λ)
3

4π
ρ(r)

∑
i

ξ2
i

2∆i/Γ − i
1 + (2∆i/Γ)2

2J′ + 1
2J + 1

. (4.20)

The sum over transitions includes the detuning ∆i. The interaction strength parameters ξi

are defined by the dipole moment of the i’th transition as di = ξi|〈J|d|J′〉|, where J is the
total electronic angular momentum of the ground state and J′ of the excited state. The full
linewidth of the transition is Γ. The free-space field propagator in cylindrical coordinates
is

K(|r − r′|, φ) =
exp (−ik|z′ − z|)
|z′ − z|

exp
(
ikrr′

cos(φ − θ)
z′ − z

)
exp

(
−ik

r2 + r′2

2(z′ − z)

)
. (4.21)

Assuming the scattered field amplitude to be much smaller than the probe amplitude we
can write the total field as a sum. This is known as the integral equation of potential
scattering [BW05]

Etot(r, z) = Ein(r, z) + Esc(r, z). (4.22)

As the input light field we choose a Gaussian beam, matching the experimental conditions:

Ein(r, z) = E0
w0

w(z)
exp

(
−

r2

w2(z)

)
exp

(
−ikz − ik

r2

2R(z)
+ iζ(z)

)
, (4.23)

where the 1/e2 radius is w(z) = w0

√
1 + (z/zR)

2, w0 is the waist and zR = πw2
0/λ

is the Rayleigh range. The radius of curvature of the field is R(z) = z
(
1 + (zR/z)2)

and ζ(z) = arctan(z/zR) is called the Gouy phase. The atomic density distribution is
assumed to be Gaussian (see App. A), even for modeling BECs. This will allow us to
solve the transverse integrals analytically. Leaving only the z part of the integral to be
solved numerically. The transverse integral has the general form and solution:

C
∫ ∞

0
rdr

∫ 2π

0
dθ exp

(
ar2 + br cos (φ − θ)

)
= −C

π

a
exp

(
−

b2

4a

)
. (4.24)

The model can be extended to the case of Faraday rotation by reintroducing polarization
channels. The incoming field with polarization ein needs to be mapped into the atomic
system. If we choose the quantization axis along the propagation direction of light, an
incoming linear polarization will be mapped into a circular basis el/r. Each of the two
polarization channels has a different transition strength. The resulting scattered fields are
then mapped into the detection basis eD. The polarization mappings can be performed by
using the relation eq · e∗q′ = δqq′ . Converting the electric fields into intensities we obtain
images that can be compared to the experimental results. The diffraction of the imaging
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Figure 4.3: Faraday rotation model including diffraction, but no propagation of the field inside the
sample. Plotted is the angle as a function of camera plane radial coordinate for various densities.
The atomic ensemble Gaussian e−1/2 waists are wr = 7.7µm and wZ = 70.5µm, the beam waist
is w0 = 140µm. Left: the detuning is ∆ = −600MHz and right panel: ∆ = −200MHz.

system and the propagation to the camera plane can be performed as discussed in the pre-
vious sections.
In Fig. 4.3 Faraday angle profiles on the camera plane are shown for various densities and
two detunings, left panel ∆ = −600MHz and right panel ∆ = −200MHz. For both detun-
ings the profiles at low densities are images of the Gaussian density distribution, because
diffraction effects are negligible and a simple 1D model would give the same result. For
higher densities diffraction effects start to play a role. At the −600MHz detuning diffrac-
tion effects are visible for ρ0 = 5 10−19m−3 and ρ0 = 8 10−19m−3. A dip in the middle
of the Faraday profile occurs at the largest density. At The −200MHz detuning diffraction
effects are even stronger. For large densities the peak Faraday angle at r=0 does not in-
crease as expected from 1D models, but changes sign. An image at this density shows a
ring shaped structure.
The simulations show that even for a model that neglects propagation of light through
the sample and only models a mode-shape diffraction effects are present as the density is
increased.

4.2.2 3D Field Propagation in Cylindrical Coordinates

The following section summarizes the 3D diffraction model developed in [ZGGS11] for
a three-level quantum memory. A collaboration with the authors helped us to get a better
understanding of the diffraction effects present in our system when light propagation is
taken into account. In Sec. 11.3 we compare this model to our Faraday rotation data.
The model assumes a Gaussian density distribution in the transverse coordinate and ho-
mogeneous along the propagation direction of the light. The system is therefore described
by cylindrical coordinates and Bessel-type mode functions can be employed.
The full equations of motion for the atomic polarization P(z̃, t̃), the quantum light mode
a(z̃, t̃) and the atomic ground state spin wave S(z̃, t̃), are after adiabatic elimination and
transformation in a co-moving frame, given as

P(z̃, t̃) = −
i
2 Ω̃(t̃)
1
2 + i∆̃

S(z̃, t̃) −
i
2

√
OD0

1
2 + i∆̃

Ba(z̃, t̃) (4.25)

∂

∂z̃
a(z̃, t̃) =

−i
k2
⊥σ

2
⊥

4πF
−

1
4 OD0
1
2 + i∆̃

B2

 a(z̃, t̃) −
1
4

√
OD0Ω̃(t̃)
1
2 + i∆̃

BS(z̃, t̃) (4.26)

∂

∂t̃
S(z̃, t̃) = −

1
4 |Ω̃(t̃)|

2

1
2 + i∆̃

S(z̃, t̃) −
1
4

√
OD0Ω̃

∗(t̃)
1
2 + i∆̃

Ba(z̃, t̃). (4.27)



4.2 Atomic Ensemble Diffraction 35

Figure 4.4: The top panel shows the light intensity at the end of the sample (blue) compared to the
intensity of the incoming field (green). The lower panel shows the intensity evolution inside the
sample. The parameters are characteristic for a typical BEC. The Fresnel number is F = 0.14, the
optical depth on the σ− transition is OD = 1894 and the detuning is chosen to be ∆A = −600MHz
with respect to the F’=1 excited state. Left: the light field interacting on the σ− transition. Right:
light field interacting on the σ+ transitions. The simulation was performed by Anna Grodecka-
Grad.

The spatial coordinates are z̃ = z/L, where L is the sample length, and r⊥, which is
the transverse coordinate. The time variable is t̃ = γt′, with γ the full linewidth of the
transition, and t′ = t − z/c is the time in the co-moving frame, where c is the speed of
light. The Rabi frequency in the co-moving frame is Ω̃ = Ω(t̃)/γ, where a homogeneous
drive field is assumed. The overlap of the Bessel modes umn(r⊥) with the Gaussian density
distribution of e−1/2 width σ⊥ is parametrized by

Bmm′nn′ =

∫
d2r⊥u∗mn(r⊥)um′n′(r⊥) exp

(
−

r2
⊥

4σ2
⊥

)
. (4.28)

An important parameter for diffraction as well as memory performance is the Fresnel
number F = σ2

⊥/(Lλ) and the optical depth OD(r⊥) = OD0 exp
(
−r2
⊥/(2σ2

⊥)
)
.

In order to compare this model to our Faraday data, we can significantly simplify the
equations of motion and assume the drive field to be turned off, such that there is only one
light field, the quantum mode, propagating through the medium. After setting Ω̃(t̃) = 0
we arrive at

P(z̃, t̃) = −
i
2

√
OD0

1
2 + i∆̃

Ba(z̃, t̃) (4.29)

∂

∂z̃
a(z̃, t̃) =

−i
k2
⊥σ

2
⊥

4πF
−

1
4 OD0
1
2 + i∆̃

B2

 a(z̃, t̃). (4.30)

By choosing an appropriate grid for the numerical simulations one can propagate a light
field through the atomic ensemble and one obtains the electric field distribution at the
end of the sample. Diffraction is accounted for in this model by including the term
−ik2
⊥σ

2
⊥/(4πF) in the propagation equation of the light, which contains the Fresnel num-

ber F and the perpendicular components of the wave vector k⊥.
For the Faraday rotation case we adjusted the refractive index to appropriately model our
multilevel situation (level scheme shown in Fig. 11.1). The model nicely treats transversal
diffraction. Since it assumes a homogeneous density distribution along z, it is not obvious
how to choose the Fresnel number, in order to come closest to our experimental situation,
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Figure 4.5: Illustration of lensing. The path of light rays through the atomic ensemble is bent
and therefore diverges from a straight line - 1D model. The accumulated phase along the ray and
therefore the resulting Faraday angle is altered.
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Figure 4.6: Faraday angle evolution through the sample. R denotes the radial coordinate and Z is
the coordinate along the propagation direction of light. Left: Parameters corresponding to a typical
thermal sample with optical depth OD = 562 on the σ− transition and Fresnel number F = 0.53
at a detuning of −600MHz. Right: Parameters corresponding to a typical Bose condensed sample
with optical depth D = 1894 on the σ− transition and Fresnel number F = 0.14 at a detuning of
∆A = −600MHz.

with inhomogeneity along z.
Figure 4.4 shows the light intensity distribution for typical parameters of a Bose con-
densed sample with ρ0 = 15 1019m−3. The left panel shows the intensity of the light
driving the stronger, but farther detuned σ− transition and the right panel the intensity of
the σ+ transitions corresponding to the two circular polarizations involved. The detuning
is chosen to be ∆A = −600MHz with respect to the F’=1 excited state. The plots on
the top show the intensity distribution at the end of the sample (blue) compared to the
incoming light field (green). The lower plots show the intensity as it evolves through the
sample.
The diffraction features are for both light polarizations similar in shape with a large peak
appearing in the center as compared to the incoming field and slight reduction of intensity
around this peak. The difference in height of the peaks of the two polarizations, signals
the presence of Faraday rotation. The evolution of Faraday angles through the sample is
shown in Fig. 4.6. The left panel corresponds to typical parameters of a thermal sample
(as in Fig. 4.3 with ρ0 < 2 1019m−3) and the right panel to the BEC parameters. Due to
the larger optical depth of the BEC the Faraday rotation angle is larger than for the ther-
mal cloud. There is no strong diffraction visible on the Faraday images. For the BEC with
its large density and small spatial extend, this is surprising. The clearly visible diffraction
on the intensity profiles at the end of the sample is not visible on the angle plot. The
reason for this is the canceling of diffraction when taking the difference of intensities in
the analyzing basis as described in the last section. Only for strong diffraction, when the
path of a ray of light is significantly bent, is the Faraday angle compromised. This occurs
because the Faraday angle is the accumulated phase difference of the two polarizations
along the trajectory of the light ray. The accumulated phase along a bent path is different
than for a straight trajectory and also the ray exits the atomic cloud at a different radial
position. An illustration of this lensing is shown in Fig. 4.5.



4.3 Refractive Index 37

4.2.3 Eikonal Equation

It became apparent during the analysis of the data that this model is probably best suited
to treat diffraction in an inhomogeneous medium. It addresses the observation of the last
section, that the Faraday angle is determined by the accumulated phase along the path of
a ray of light through the ensemble of atoms. Due to a lack of time, though, we did not
perform any calculations with this model. It is presented here for completeness. There
are several publications which use this model for inhomogeneous Gaussian media which
diffract Gaussian light beams [BBKS06, BKŻ08].
The electric E and magnetic H components of a time-dependent electro-magnetic field
can be written as

E(r, t) = E0(r) exp (−iωt) , H(r, t) = H0(r) exp (−iωt) , (4.31)

where the field amplitudes can be further decomposed into an amplitude and a phase:

E0 = e(r) exp (ikS(r)) , H0 = h(r) exp (ikS(r)) . (4.32)

This equation defines S(r) as the optical path or eikonal. In geometric optics it is then
possible to write the evolution of the optical path in terms of the refractive index as the
eikonal equation (basic equation of geometrical optics):

(gradS)2 = n2(x, y, z). (4.33)

As the path of a beam is bent due to refraction, the accumulated phase varies accord-
ing to the inhomogeneous density ρ(x, y, z) of the atoms, that enters the refractive index
n(x, y, z).

4.3 Refractive Index

The refractive index is a material property and depends on the density of particles. It is
related to the local field with which each dipole in a material is driven and therefore de-
pends on all other dipoles and their local fields, complicating the calculation.
This section will introduce the concept of a refractive index by the Lorentz-Lorenz for-
mula and show low density approximations and high density extensions of it. Then the
connections to the Maxwell-Bloch model and diffraction models will be established.

Atomistic Approach: Two-Level System The susceptibility of a two-level atom in SI
units is χ2L = χ′2L + iχ′′2L [SZ97]

χ′2L =
d2ρ

ε0h̄
∆

γ2 + ∆2 [σ
0
ee −σ

0
gg] (4.34)

χ′′2L = −
d2ρ

ε0h̄
γ

γ2 + ∆2 [σ
0
ee −σ

0
gg], (4.35)

where σgg and σee are the populations in the ground and excited state, respectively, and
we will assume here σgg = 1 and σee = 0. The detuning to the excited state is ∆ and the
half line width is γ = Γ/2.
By using Maxwell’s relation one can connect the susceptibility to the refractive index and
the electric permittivity ε (in SI and cgs units)
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n =
√
ε =

√
1 + χS I ≈ 1 +

1
2
χS I (4.36)

=
√

1 + 4πχcgs ≈ 1 + 2πχcgs, (4.37)

where the approximated form is valid for small susceptibilities (densities). It is used in
most models, i.e. the Maxwell-Bloch model of Sec. 3 and all the diffraction models of
Sec. 4.2.
The susceptibility and polarizability are connected by the approximate relation χS I =
αS Iρ0/ε0 (see next section). For a two-level system they are then explicitly given by

χS I
2L = 3 · 2π · ρ0 · o

3 ·
2J′ + 1
2J + 1

(
∆̃ − i
∆̃2 + 1

)
ξ2 (4.38)

αS I
2L ≈ 3 · 2π · ε0 · o

3 ·
2J′ + 1
2J + 1

(
∆̃ − i
∆̃2 + 1

)
ξ2, (4.39)

where o = λ/2π, ∆̃ = 2∆/Γ is the detuning normalized to the half linewidth Γ/2, J and
J′ are the electronic total angular momentum numbers of the ground and excited states
respectively and the dipole moment of the specific transition is d = ξ|〈J|d|J′〉|, where ξ is
proportional to the Clebsch-Gordan coefficient.

Lorentz-Lorenz Formula The Lorentz-Lorenz formula [BW05] establishes a link be-
tween the macroscopic refractive index n and the single atom polarizability α via the local
number density ρ0 of the medium:

α
cgs
LL =

3
4πρ0

n2 − 1
n2 + 2

n =

√√
1 + 2 4π

3 ρ0α
cgs
LL

1 − 4π
3 ρ0α

cgs
LL

. (4.40)

Using again Maxwell’s relation one finds the connections between χ, α and ε. This is done
for SI and cgs units in the following overview, where also the approximation between χ
and α is indicated:

χS I
LL =

1
ε0
ρ0α

S I
LL

1 − 1
ε0

1
3ρ0α

S I
LL

≈
1
ε0
ρ0α

S I
LL χ

cgs
LL =

ρ0α
cgs
LL

1 − 4π 1
3ρ0α

cgs
LL

≈ ρ0α
cgs
LL (4.41)

εS I = 1 + χS I εcgs = 1 + 4πχcgs (4.42)

εS I
LL =

1 − BS I
LL

1 + BS I
LL/2

ε
cgs
LL =

1 − Bcgs
LL

1 + Bcgs
LL /2

(4.43)

BS I
LL = −

1
ε0

2
3
ρ0α

S I
LL Bcgs

LL = −4π
2
3
ρ0α

cgs
LL . (4.44)

Additionally we have BS I
LL/Bcgs

LL = 1/4πε0 and the units of the polarizability in SI units
and cgs units are [αS I ] = Jm2/V2 and [αcgs] = cm3. A good reference for cgs to SI
conversion is [CK77].

Self-Consistent Approach We are now introducing an extension of the Lorentz-Lorenz
formula, that becomes relevant for high densities, when o ≈ 1. At high density the
linewidth of a transition becomes proportional to the electric permittivity ε(ω) [SKKH09].
The complete expression for the permittivity is then dependent on itself and needs to be



4.3 Refractive Index 39

−5 −4 −3 −2 −1 0 1 2 3 4 5
0

0.5

1

1.5
Density=10 10

19
 m

−3

(ω−ω0)/γ

R
e
[n

]

−5 −4 −3 −2 −1 0 1 2 3 4 5
−1

−0.8

−0.6

−0.4

−0.2

0

(ω−ω0)/γ

Im
[n

]

 

 

Two Level
Approximated

Lorentz−Lorenz
Self Consistent

Figure 4.7: Comparison of refractive index models for the superradiance configuration, where
only one level is relevant. The detuning is given relative to the F’=2 manifold of the D1 line and
is normalized by half line widths. Top panel: real part, bottom panel: imaginary part.

solved self-consistently. We therefore set the value BS I
sc , that enters the permittivity ex-

pression Eq 4.43 to

BS I
sc = −4π · ρ0o

3 ·
2J′ + 1
2J + 1

 ∆̃ − i
√
ε(ω)

∆̃2 + ε(ω)

 ξ2. (4.45)

and get

n2 = ε(ω) =

1 + 4π · ρ0o
3 ·

2J′ + 1
2J + 1

 1

∆̃+ i
√
ε(ω)

 ξ2

×1 − 1
2

4π · ρ0o
3 ·

2J′ + 1
2J + 1

 1

∆̃+ i
√
ε(ω)

 ξ2

−1

. (4.46)

Comparison In Fig. 4.7 all the refractive index models are plotted for a density of ρ0 =
10 · 1019m−3. The interaction configuration is chosen to match the later presented super-
radiance experiments, where only one transition is driven, which is the |F = 1, mF = −1〉
ground state to the D1 line |F′ = 2, mF′ = −2〉 excited state. While the approximated
index is symmetric around the line center, none of the other models is. The self-consistent
approach has a very different shape at this density than the other models and even has a
region where the index is zero, where light is not allowed to enter the gas.
For absorption imaging in time-of-flight the atomic density is very low and the density
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corrections are irrelevant.
Comparing the Lorentz-Lorenz and self-consistent models to the approximated index for
a density of ρ0 = 7 · 1019m−3 for the Faraday rotation configuration, where three D1 line
levels are relevant (level scheme of Fig. 11.1), we find relative values for the index ratio
(Re(nLL/sc) − 1)/(Re(nA) − 1) and the absorption ratio (Im(nLL/sc))/(Im(nA)) of less
than 1% for detunings farther than -50MHz from resonance.

Note on the Relation between Refractive Index, Scattering Cross-Section and Op-
tical Potential In this section a short overview of interdependencies of macroscopic
properties, like the optical scattering potential, and microscopic properties, like atomic
transition strengths, are summarized. Classical diffraction calculations tend to use only
macroscopic properties and it was very useful to find the relations to two-level atom tran-
sition strengths as commonly used in quantum optics.
The optical theorem [BW05] gives a relation between the scattering and absorption cross
sections, σ(s) and σ(a), and the scattering amplitude in the forward direction f (ω, s0, s0)

σtot = σ
(s)
tot + σ

(a)
tot =

4π
k

Im ( f (ω, s0, s0)) , (4.47)

where ω is the frequency of light and s0 is the direction of the incoming light. The scat-
tering amplitude is related to the optical scattering potential F by

f (ω, s, s0) =

∫
V

F(r′,ω)eik(s−s0)r′d3r′, (4.48)

where s is the direction of the scattered light. The integration is over the whole sample.
The scattering potential is related to the refractive index, as already seen in Sec. 4.2.1:

F(r) =
k2

4π

(
n(r)2 − 1

)
=

π

λ2χ(r). (4.49)

The scattering cross section can be directly calculated by integrating the scattering ampli-
tude over the solid angle

σ(s) =

∫
4π

dΩ
∣∣∣ f (s, s0,ω)

∣∣∣2 . (4.50)
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Imaging Methods

Imaging techniques rely on the interaction of the atomic dipoles with the light field. The
interaction can be altered by varying the detuning of the probe light with respect to the
atomic transition. The susceptibility of the atoms has a real and an imaginary part. The
absorptive, imaginary, part scales with ∆−2 and is strongest on resonance, while the dis-
persive, real, part scales with ∆−1 and vanishes on resonance. This allows to distinguish
between absorptive and dispersive interactions for imaging. In absorption imaging one
records the shadow image of the atoms that scattered the probe light into the 4π solid an-
gle. In fluorescence imaging the camera is placed outside the path of the probe light and
it records part of the scattered photons. In dispersive imaging the light is scattered only in
the forward direction, but accumulates an extra phase shift due to the atoms.
The first section of this chapter describes absorption imaging and effects that limit its accu-
racy and precision in determining atom numbers. The second section describes dispersive
imaging techniques and which information can be gained from the available techniques.
The last section shortly describes fluorescence imaging.

5.1 Absorptive Imaging

Absorption imaging is performed on-resonant. This maximizes the absorptive part of the
susceptibility and the dispersive part vanishes. Lensing by the atomic cloud can then be
neglected.
The light reaching the camera in an experimental situation is not only composed of reso-
nant light Ires

0 , but contains also non-resonant components Inr
0 . Additionally there is stray

light Istray present that reaches the camera from other sources than the probe beam. Res-
onant light will be absorbed by the atoms. The bigger the optical depth of the sample the
more light is absorbed. Non-resonant light will not be absorbed. It originates for example
from the wide spectrum of diode lasers.

5.1.1 Lambert-Beer Law

The absorption of the probe light intensity I along the light propagation direction z is
described by Lambert-Beer’s law

∂I
∂z

= −σ(I)ρI (5.1)

where σ(I) = σ0/(1 + I/Is + (2∆A/Γ)2) is the scattering cross section including the
saturation intensity Is, the on-resonant cross-section is σ0 = 3λ2/2π for the D2 line
cycling transition, the detuning ∆A and the atomic full linewidth ΓA. The atomic density is

41
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ρ. If we solve equation 5.1 for a single camera pixel and call the intensity at the beginning
of the sample Ipix

BG and the intensity after the interaction with the atoms Ipix
IM we get

1 + (
2∆A

ΓA

)2 ln

 Ipix
BG

Ipix
IM

+ Ipix
BG − Ipix

IM

Is
= σ0N pix

at , (5.2)

where we have introduced the number of atoms per pixel N pix
at . The saturation correction is

valid for small optical depths. The number of atoms is obtained by integrating the atomic
density over the area of a pixel Apix, scaled by the magnification Mi of the imaging system

Npix
at =

"
Apix/M2

i

∫ ∞

−∞

ρ(~r)dxdydz. (5.3)

The optical depth is OD = σ0ρ̃ = σ0
∫ ∞
−∞

ρ(~r)dz, where ρ̃ is the column density. We can
therefore set the right side of Eq. 5.2 to

σ0Npix
at =

Apix

M2
i

ODpix. (5.4)

Using our experimental absorption imaging magnification for 45ms time of flight, the
factor between atom number per pixel and optical depth is

Apix

M2
i σ0

=
{

64 if Mi = 1.577. (5.5)

5.1.2 Experimental Determination of Optical Depth

Our absorption imaging setup is described in Sec. 10.1.1. In this section the influence of
the non-resonant and stray light components of the light on the measured optical depth

ODmeas =
Apix

M2
i

ODpix = σ0Npix
at,m (5.6)

is established. We will assume that the atoms have a ’real’ or ’physical’ optical depth

OD = σ(I)N pix
at,p. (5.7)

The deviation of the mean value of ODmeas from OD is the accuracy of the measurement,
while the precision is related to the variance of the optical depth.
The camera acquires on each pixel a count C = GηNph, where G is the camera gain, η
the quantum efficiency and Nph = ĪpixApixTp/(h̄ω) is the number of photons incident per
pixel during the pulse length Tp. In our experimental sequence three images are taken.
Each of these images has different light contributions. The resonant light leads to camera
counts Cres. The non-resonant light leads to camera counts Cnr and the stray light gives
camera counts of Cstray. The first image taken is an absorption image, for which the
imaging beam is on and the atoms are present:

IM = Crese−OD +Cnr +Cstray. (5.8)
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The second image is a background image, for which the imaging beam is on but no atoms
are present:

BG = Cres +Cnr +Cstray. (5.9)

The third image is a stray light image, for which the imaging beam is off and no atoms
are present:

S = Cstray. (5.10)

From these images we deduce a measured optical depth ODmeas that is not necessarily
identical to the ’real’ atomic optical depth OD. The stray light image is used as a cor-
rection to the absorption and background images. The optical depth is then determined
according to Eq. 5.1 with ∆A = 0:

ODmeas = − ln
(

IM − S
BG − S

)
+

BG − IM
SAT

(5.11)

= − ln
(
e−OD +Cnr/Cres

1 +Cnr/Cres

)
+

Cres(1 − e−OD)

Csat
. (5.12)

If the non-resonant counts Cnr vanish, we obtain ODmeas = OD(1 + I/Is) = σ0N pix
at,p,

when approximating the exponential in the second term with (1 −OD). In this way one
recovers the ’real’ atom number per pixel N pix

at,p from the measured optical depth.

5.1.3 Accuracy and Precision of Optical Depth Measurement

There are two processes that limit the accuracy of the optical depth measurement. The
non-resonant light is not absorbed by the atoms and it will therefore always reach the
camera, even if the atomic optical depth is very large. This will give an upper limit
for the detectable optical depth. The second process is a limit imposed by the camera
noise. When the intensity of the light transmitted through the atoms is not large enough to
overcome the camera noise, the optical depth measurement is limited to an upper value.
Also a lower limit for the optical depth measurement arises from the camera noise.
The optical depth variance is in general determined by the sum of the variances of each
noise source, weighed by the square of its sensitivity

δOD2 =

(
∂OD
∂IM

)2

δIM2 +

(
∂OD
∂BG

)2

δBG2 +

(
∂OD
∂S

)2

δS2. (5.13)

The variance of each image is a sum of the camera noise contribution (read-out noise and
dark noise, see Sec. 10.2) and the shot noise of the probe light: δIM2 = δ2

read−out + δ2
dark +

δ2
shot and analogously for the other images. The sensitivities are given by

(
∂OD
∂IM

)
= −

1
IM − S

−
1

SAT
= −

1
Crese−OD +Cnr −

1
Csat

(5.14)(
∂OD
∂BG

)
=

1
BG − S

+
1

SAT
=

1
Cres +Cnr +

1
Csat

(5.15)(
∂OD
∂S

)
=

(
1

IM − S
−

1
BG − S

)
=

(
1

Crese−OD +Cnr −
1

Cres +Cnr

)
. (5.16)
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Figure 5.1: Plot of relative optical depth noise
√
δOD2/OD for several ratios of non-resonant to

resonant light. The left panel is a plot for Cres = 1000 and the right panel for Cres = 6000.
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Figure 5.2: Optical depth clipping due to non-resonant light. Plotted is the maximal optical depth
vs. the ratio of non-resonant to resonant light.

The mean value of the optical depth can be deduced from images as long as the relative
noise per pixel is smaller than 1:

√
δOD2/OD < 1. In Fig. 5.1 the relative noise is plotted

as a function of the OD of the atomic ensemble for three ratios of non-resonant to resonant
counts Cnr/Cres. For a resonant count of Cres = 6000, which is a typical experimental
setting, we find the smallest detectable optical depth to be ODmin ≈ 0.02 and for a count
of Cres = 1000 we get ODmin ≈ 0.05. The minimum optical depth is fairly insensitive to
the amount of stray light and non-resonant light. A maximal determinable optical depth
occurs for lower ratios of non-resonant to resonant light. If there is a lot of non-resonant
light present the relative noise stays at a low value for high optical depths. The relative
noise is lowest around an optical depth of approximately one, which makes it an optimal
value for low noise measurements.
The clipping of the mean value of the measured optical depth occurs for

ODmeas,max = ln (1 +Cres/Cnr) +
Cres

Csat
, (5.17)

which is obtained from setting OD → ∞ in Eq. 5.12 and is shown in Fig. 5.2 on a semi-
logarithmic plot.
The maximal observable optical depth for a given non-resonant to resonant count ratio
is the smaller of the two presented upper limits, the clipping of the mean value and the
maximal optical depth due to relative noise.
The left panel of Fig. 5.3 shows the measured optical depth divided by the saturation cor-
rection (1 + Cnr/Cres) vs. the ’real’ atomic optical depth. The saturation correction is
necessary because the ’real’ optical depth uses the intensity corrected scattering cross-
section σ(I) and the measured optical depth is proportional to σ0. The figure allows to
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Figure 5.3: Left panel: measured optical depth divided by the saturation correction (1+Cnr/Cres)
vs. the ’real’ optical depth of the ensemble. Errors on the determined atom number can be
estimated in this way (see text). The resonant light count is Cres = 6000, corresponding to
Cnr/Cres = 0.1. Right panel: The accuracy of the atom number measurement Nat,m/Nat,p for
the same conditions. The dashed lines are the limit of Nat,m = Nat,p. Deviations from that line are
errors in accuracy.
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Figure 5.4: Histograms of optical depth occurrences on a pixelated image for a Gaussian (left)
and a Thomas-Fermi (right) density distribution. The pixel size was adjusted to give a smooth
histogram.

directly compare the measurement result for the atom number with the ’real’ atom num-
ber. The right panel of the same figure shows the ratio ODmeas/(OD(1 + Cnr/Cres)),
which gives directly the accuracy of the atom number measurement. Both plots use
a resonant light count of Cres = 6000 which corresponds to a saturation parameter of
Cnr/Cres = 0.1. The almost 10% error for small amounts of non-resonant light at large
optical depths is caused by the effects of saturation. The saturation correction applied in
Eq. 5.2 only works at very small optical depths. For larger amounts of non-resonant light
the atom number counting error becomes even larger. This means that under typical ex-
perimental conditions the determined atom number is underestimated by approximately
10%, assuming the amount of non-resonant light is small.

The error estimates of the last paragraphs are given for single pixels. An absorption
image contains a distribution of pixels with various optical depths. Figure 5.4 shows an
optical depth histogram, the number of pixels with a certain optical depth, for a Gaussian
and a Thomas-Fermi atomic density distribution. The pixel size was adjusted to give
a smooth histogram. From the histogram we can read that there are more pixels with
low optical depths on an image than with high optical depths. The low optical depth
pixels contain only a small amount of atoms and therefore only add a small amount of
noise to the total atom number. It is thus more interesting to look at the distribution of
atom numbers with respect to a given optical depth value. For example large errors in
the determination of large optical depths might contribute only a small amount of atoms
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Figure 5.5: Atom number distribution over a pixelated image for a Gaussian atomic density distri-
bution (left) and a Thomas-Fermi atomic density distribution plotted against the optical depth per
pixel normalized to the peak optical depth of the atomic density.

to the total atom number. In this way the large error per pixel would not add a lot of
noise to the total atom number. In Fig. 5.5 we therefore plot atom number distributions
as a function of optical depth normalized to the peak optical depth of the atomic density
distribution. The distribution is obtained by multiplying the histogram counts of Fig. 5.4
with the corresponding optical depths and normalizing with the total atom number. While
a Gaussian distribution weighs all optical depths with the same factor, the Thomas-Fermi
distribution has a larger contribution at high optical depths, making it more susceptible to
high optical depth errors.

5.1.4 Scattering Cross Section Estimation

In the last section the scattering cross section σ0 was assumed to be constant and well
known. In an experimental situation it is often difficult to know the scattering cross sec-
tion precisely. In an ideal situation one uses a cycling transition, i.e. from the ground
state |F = 2, mF = −2〉 to the D2 line excited state |F′ = 3, mF′ = −3〉. As soon as
the polarization of the probe light is not clean or there are stray magnetic fields with com-
ponents perpendicular to the quantization axis, the scattering cross section will be altered
and the atom number determination inaccurate. For stray magnetic fields the introduced
error is small if optical pumping appears on a faster time-scale than the Larmor frequency.
A non-clean polarization does not only change the interaction strength but also alters the
population distribution by optical pumping.

5.1.5 High Saturation Imaging

Samples with especially large optical depths, even after long time of flight, are hard to
accurately image, due to the clipping of optical depth. This can be overcome by effectively
reducing the OD by using high probe light intensities [RLWGO07], which reduce the
scattering cross section. In order to not saturate the camera the imaging duration needs to
be shortened accordingly. As can be seen from Eq. 5.2, with increasing probe intensity
the saturation term on the left becomes more relevant compared to the logarithmic term,
which contains the detuning. In this way deviations from the zero detuning become less
relevant. The method does not correct for unclean polarization or stray magnetic fields,
which influence the on-resonant scattering cross section σ0.

5.2 Dispersive Imaging

In this section available dispersive imaging techniques are presented in order to contrast
them to the dual-port polarization contrast imaging technique, which we use in our exper-
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Figure 5.6: General setup used for dispersive imaging. The unscattered light will be focused onto
the Fourier plane between the two lenses (L) while the scattered light is not. An optical element P
is used in the Fourier plane to modify the unscattered light. A camera captures the image. P can
be a phase-plate, a polarizer, a light block or a polarizing beam-splitter.

iments and which is presented in the last paragraph of this section. The analysis is based
on the simple model presented in Sec. 3.1.

5.2.1 Dispersive Imaging Techniques Overview

Phase-Contrast Imaging In this technique [MRK+10, HSI+05] the element P which
sits in the Fourier plane of the imaging system (Fig. 5.6), is a transparent plate with a
phase dimple in the middle, which shifts only the unscattered light by a phase of ±π/2.
Phase-contrast imaging is similar to homodyne detection.
Following the simple model presented in Sec. 3.1, the field after the interaction including
polarization rotation is ~Eout = E0eiΦ (cos θF~ex − sin θF~ey) with ~Ein = E0~ex. After phase
shifting the unscattered light, the intensity reaching the camera is

Icam
pha−c =

cε0

2

∣∣∣∣~Eine±iπ/2 +
(
~Eout − ~Ein

)∣∣∣∣2 = I0

(
3 ± 2

√
2 cos θF sin

(
Φ ∓

π

4

))
(5.18)

= I0 (3 ± 2 cos (θF) (sin (Φ) ∓ cos (Φ))) (5.19)

≈ I0 (1 ± 2 sinΦ) . (Φ and θF small)

This shows that one is mainly sensitive to the total phase shift Φ which corresponds to the
scalar part of the polarizability.

In Stokes language this corresponds to measuring S 0 =
√

S 2
1 + S 2

2 + S 2
3. Since the

Stokes parameters describe the intensity of light instead of fields, they are not very helpful
in describing the total phase shift, which is necessary in this technique.

Dark Ground Imaging In this technique [AMvD+96] the element P in fig. 5.6 is a
transparent plate with a small absorptive element in the middle, filtering out the unscat-
tered light, such that only the scattered light reaches the camera:

Icam
dg =

cε0

2

∣∣∣∣~Eout − ~Ein
∣∣∣∣2 (5.20)

= I0

∣∣∣∣(eiΦ cos θF − 1
)
~ex − eiΦ sin θF~ey

∣∣∣∣2 (5.21)

= 2I0 (1 − cos θF cosΦ) (5.22)

= 2I0

(
sin

(
θF −Φ

2

)2
+ sin

(
θF +Φ

2

)2)
(5.23)

= 4I0 sin
(
Φ

2

)2
. (θF = 0)

There is no favoring of one of the angles due to sensitivity. One measures the total phase
shift and the rotation angle simultaneously. One only recovers the formula of [KDSK99]
if one sets the Faraday angle to zero, which occurs only for distinct detunings.
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Figure 5.7: In Faraday imaging the main element is a polarizing beam splitter. A camera captures
both output ports.

Single-Port Polarization-Contrast Imaging The element P in fig. 5.6 is now a linear
polarizer [BSH97]. If the polarizer is oriented perpendicular to the polarization of the
probe light one gets a dark-ground image of the Faraday angle. If the polarizer is oriented
at 45◦ relative to the incoming polarization the Faraday angle is accessible from a bright
image.
Mapping into the polarizer basis we get the intensity on the camera

Icam
pol−c =

cε0

2

∣∣∣∣~Eout ·~epol

∣∣∣∣2 =

 I0 (sin θF)
2 if ~epol = ~ey

1
2 I0 (1 − sin 2θF) if ~epol = ~e+45

. (5.24)

Since Stokes vectors are well suited to describe polarization we can rephrase this result
using the Stokes formalism. For an input polarization along +45◦, we have S in

1 = S in
3 =

0. If we neglect terms proportional to Raman coherences T (2)
2− and T (2)

2+ in Eq. 3.65 to 3.67
we obtain after the interaction

Ŝ out
1 = Ŝ in

2 sin (2θF) (5.25)

Ŝ out
2 = Ŝ in

2 cos (2θF) (5.26)

Ŝ out
3 = 0, (5.27)

with the definition

θF =
1
√

2
CL〈T̃

(1)
0 〉 =

1
2

CLα
(1)〈F̂z〉. (5.28)

Here we assumed that the atomic state populations, parametrized in 〈T̃ (1)
0 〉, do not change

during the interaction.
Depending on the orientation of the polarizer we can measure either of the quadratures
Ŝ out

1 , Ŝ out
2 or a combination of both.

The accessible physical quantity is the phase difference or the vector part of the polariz-
ability, α(1), at least if we assume the effect of α(2) to be negligible.

5.2.2 Faraday Imaging - Dual-Port Polarization Contrast Imaging

This technique is very similar to polarization contrast imaging, but instead of using a po-
larizer (single port) we use a polarizing beam splitter (dual-port). This enables us to have
access to the total amount of scattered light.
For a x polarized probe field the field after the interaction is again ~Eout = E0eiΦ (cos θF~ex − sin θF~ey)
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after the interaction. Since we probe with 45◦ polarization in our experimental setup, let’s
write this case down as well.
In the circular basis a +45◦ linear polarization reads~e+45 = ~e−(1+ i)/2+~e+(−1+ i)/2
and the field after the interaction is

~Eout = E0
1
2

(
(1 + i)eiφ−~e− + (−1 + i)eiφ+~e+

)
(5.29)

The analyzing beam splitter P/PBS will map into both bases ~eH = cos(γ)~ex − sin(γ)~ey

and ~eV = sin(γ)~ex + cos(γ)~ey, the two arms after the cube, where γ gives the orientation
of the detection basis such that γ = 0 is the x-y basis:

IH =
cε0

2

∣∣∣∣~Eout ·~eH

∣∣∣∣2 =
1
2

I0 (1 + sin (2γ+ φ+ − φ−)) (5.30)

IV =
cε0

2

∣∣∣∣~Eout ·~eV

∣∣∣∣2 =
1
2

I0 (1 − sin (2γ+ φ+ − φ−)) . (5.31)

The sum and difference of the intensities are

IH + IV = I0 (5.32)

IH − IV = I0 sin (2γ+ φ+ − φ−) (5.33)

and therefore we can deduce the Faraday angle to be

θF =
1
2

[
asin

(
IH − IV

IH + IV

)
− 2γ

]
. (5.34)

This shows us the experimental strategy to use in order to deduce the Faraday angle. It is
also apparent that we will be most sensitive to small Faraday angles, where the derivative
of the sine is largest, i.e. at γ = 0.

S1

S2
S

2θF

Figure 5.8: The definition of
the Faraday angle in terms of
Stokes parameters.

In Stokes parameters the x-y measurement basis is repre-
sented by S 1 and the probe light is prepared in the 45◦ basis,
i.e. S 2 = S in

0 . From the definition of the Stokes parameters,
Eq. B.78 to B.80, we see that S 1 = IH − IV and as described
earlier the Faraday angle is

θF =
1
2

atan
(
S out

1

S out
2

)
− atan

S in
1

S in
2

 , (5.35)

where the second term is equivalent to the 2γ term in
Eq. 5.34 and corrects the detection imbalance. An illus-
tration of the Faraday angle in the Poincaré sphere (S 1,S 2)
plane is shown in Fig. 5.2.2. Equally we can write

θF =
1
2

asin
(
S out

1

S out
0

)
− asin

S in
1

S in
0

 . (5.36)

Note that if there is any circular polarization after the interaction, we need to use a mod-
ified S 0, namely the projection into the S 1-S 2 plane. Experimentally this is not easily
accessible. Therefore it is only possible to deduce meaningful Faraday angles if we can
neglect contributions of S 3 or equivalently the α(2) part of the polarizability.
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5.3 Fluorescence Imaging

In fluorescence imaging spontaneously scattered photons are detected with a photodetec-
tor or camera. Since atoms scatter spontaneously emitted photons into an arbitrary spatial
direction one can only detect a small fraction of the total number of scattered photons.
Therefore this is a rather inaccurate method. It is still useful as a rough estimate or as a
triggering signal, to start an experimental run. We use it in our science MOT to decide
when to start the evaporation sequence.



Six

Light-Assisted Cold Collisions

In chapter 3 the theory of light-atom interaction under the assumption of non-interacting
atoms was presented. This chapter will introduce atom-atom interactions under the influ-
ence of probe light and discuss the effect on dispersive measurements. While the theory
of light-assisted cold collisions is well established [WBZJ99, JTLJ06], the application
to dispersive measurements became crucial in the interpretation of the Faraday rotation
experiments presented in chapter 11.

The section closely follows 1.

6.1 Introduction

Section 2.3.1 described the interaction of two atoms in their ground states. At very low
temperatures only s-waves contribute to the wavefunction and a collision is said to be cold.
In a light-assisted collision one of the two atoms is in an electronic excited state and the
typical potentials are V ∝ c3/R3 and extend to far bigger relative atomic distances than the
c6 ground state collisional potentials. For the relatively small detunings (less than 10GHz)
used in all our experiments, only the long-range Movre-Pichler potentials [MP77] are of
interest (App. C.1). They are plotted in Fig. 6.1 for the D1 and D2 line of Rubidium 87.
These potentials can be well approximated with V = cn/Rn potentials at large enough

1F. Kaminski, N. Kampel, A. Griesmaier, E. Polzik, and Jörg H. Müller, to be published
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Figure 6.1: Movre-Pichler long-range potentials of the interaction energy of a Rubidium 87
ground/excited-state dimer. Shown are both D1 and D2 line potentials. The labels reflect the
symmetry properties of the dimer wavefunction [JTLJ06].
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Figure 6.2: Condon radii, stimulated emission rates, excitation probabilities and Franck-Condon
factors for D1 line molecular potentials of 87Rb. The hyperfine splitting of the D1 line is not taken
into account.

internuclear distances (App. C.1.2), where only n = 3 and n = 6 are relevant. The
interaction is repulsive for detunings on the blue side of an atomic resonance. Attractive
potentials lead to vibrational resonances and lie on the red side of the atomic resonance.

The main interest of the field of light-assisted collisions has been the study of trap loss
rates. Hence mainly absorption features have been studied. The extension to dispersive
interactions will require the calculation of off-resonance contributions of attractive and
repulsive potentials. This is easy for attractive potentials but less obvious for repulsive.
For our specific experimental situation of probing red detuned from the D1 line an easy
approximate calculation is possible.

6.2 Trap Loss Rates

A collision rate coefficient is given by averaging the collision probability Pe over collision
energies E for a given atomic detuning ∆A [Jul96]

Ke =

〈
πh̄
µkg

Pe(E,∆A)

〉
E

, (6.1)

where µ = M/2 is the reduced mass of the dimer and M the mass of a single atom,
kg = 2π/λdB is the ground state wave vector relating to the de Broglie wavelength λdB.
The probability for a light-assisted collision is related to the collision S-matrix elements

Pe(E,∆A) = |S eg(E,∆A)|
2 (6.2)
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and for small radiative coupling the radiative distorted wave approximation allows to
rewrite it as a Fermi golden rule type transition strength using the coupling strength Veg

and the ground and excited state wave functions Ψg/e

S eg(E,∆A) = −2πi〈Ψe(E + h̄∆A)|Veg(R)|Ψg(E)〉. (6.3)

Approximating the coupling strength as constant or slowly varying with atomic distance
R, it can be taken out of the integral

Pe(E,∆A) = 4π2V2
CFeg(E,∆A), (6.4)

where the overlap of the excited and ground state wave functions is defined as the Franck-
Condon factor

Feg(E,∆A) = |〈Ψe(E + h̄∆A)|Ψg(E)〉|2 ≈
1

DC
|Ψg(RC , E)|2. (6.5)

The reflection approximation was used in the second step to further simplify. It approx-
imates the excited state wavefunction with the help of the slope of the excited state DC

evaluated at the Condon point, DC = d
dR |Ve(R) − Vg(R)|R=RC .

The Condon radii are given by the resonance condition h̄∆A = cn/Rn
C . We introduce

absorption by setting ∆A → ∆A − iγA/2 to limit the interaction strength close to atomic
resonances. The Condon radius is then defined by

|RC | →

 cn

h̄
√
∆2

A + (γA/2)2


1/n

(6.6)

and shown in Fig. 6.2. There occurs a maximum Condon radius R∞ = (2cn/h̄γ)1/n
≈

2000a0 = 0.13λ, with a0 being the Bohr radius. The Condon radii are continuous for re-
pulsive but discrete for attractive potentials, due to the vibrational resonances. An atomic
density of ρ = 3 1019m−3 corresponds to an inter-particle distance of 6500a0. Most atoms
are therefore independent, only if they approach closer than the maximum Condon-radius
do they interact.
The ground state wave function of the dimer for intermediate range atomic distances R
can be approximately derived from the Milne equation [Jul96],

Ψg(R, E) = eiηg

(
2µ

πh̄2k∞

)1/2

a(R) sin(k∞Υ(R)). (6.7)

Intermediate range is defined by R >> RB = (µC6/πh̄2)1/4 and RB = 77a0 for Rubidium.
C6 is the ground state potential Eg = C6/R6 interaction strength. The temperature T
defines the wave vector k∞ = (2µkBT /h̄2)1/2, a(R) = 1 − (RB/R)4 and Υ(R) = R[1 −
As/R − (RB/R)2/3], with the scattering length As and the phase ηg.

The approximate form of the collision rate coefficient is then found by combining the
above approximations. Assuming that the atoms are cold enough to disregard the thermal
averaging one arrives at

Ke =

(
2 − x

2

)
4π3h̄
µkg

V2
C

DC
|Ψg(RC , E)|2 ≈

(
2 − x

2

)
16π3V2

C

hDC
a2

CΥ
2
C . (6.8)
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Additionally the effect of quantum statistics for the condensate was introduced via the
correlation function g(2)(0) = (2 − x)/2, where x is the condensate fraction (see App.
C.3 for a discussion).
The explicit expression for the slope is DC(∆A) ≈ −ncn|RC |

−(n+1), for the coupling
strength it is VC = h̄bCΩA, where ΩA = (2I/ε0c)1/2dA/2h̄ is the atomic Rabi frequency
with I the light intensity and dA the atomic dipole moment and bC = Ω(RC)/ΩA =
f mol
osc / f D1

osc , the ratio between the molecular and atomic Rabi frequencies or oscillator
strengths (see App. C.1.1). The atomic scattering rate is ΓA(∆A) = γAΩ

2
A/(∆2

A +
(γA/2)2) and γA is the full atomic linewidth.
An alternative way of writing Ke using nicely scaled variables is ([BJS96, Jul96]):

Ke(∆A) =

(
2 − x

2

)
8π2b2

C f ′n
3

o3gCΓA. (6.9)

We defined gC(∆A) = a2
CΥ

2
C/R2

C , f ′n = −(3/n)(cn/o3h̄γA)|RC |
3−n and used o = λ/2π.

The two definitions were used to cross-check our numerical results.

To obtain the trap loss rate the collision rate coefficient needs to be multiplied with the
atomic density and a factor of two, accounting for the loss of 2 atoms on a scattering event.
For repulsive potentials, which have continuous resonances, one obtains [BJS96, Jul96]

γ
(blue)
binary = 2Ke(∆A)ρ(r). (6.10)

For attractive potentials the Condon points are determined by the position of the vibra-
tional levels v, which are determined with the LeRoy-Bernstein Formula (App. C.2). The
binary rate is then ([BJS96, Jul96])

γ
(red)
binary = 2

∑
v

Ke(v)
νvγv

∆2
v + (γv/2)2

ρ(r). (6.11)

The rate coefficient Ke(v) is discrete for attractive potentials because of the resonance
condition ∆A = ELeRoy(v)/h̄ for the Condon points. The laser detuning relative to the
resonance v is ∆v(v,∆A) = ∆A − ELeRoy(v)/h̄, the linewidth of a dimer resonance is
γv = γp + γs, where γp = b2

CγA is the decay rate back to the initial state and γs = Pegνv

is the stimulated decay rate, which is much smaller than γp. The frequency spacing of
LeRoy resonances is νv(v) = ∂ELeRoy/∂v/h =

(
2n

n−2

)
En
h (vD − v)

2n
n−2−1, where vD is the

dissociation limit and can be approximated to zero, since the vibrational levels are very
dense at the dissociation limit (see Fig. C.2).
In Fig. 6.2 we plot Condon-radii, stimulated emission rates γs, excitation probabilities
Peg and Franck-Condon factors Feg for all D1 line molecular potentials of 87Rb. The
hyperfine splitting of the excited state is not yet accounted for.

Off-Resonant Contributions of Repulsive Potentials Dispersive line profiles have sig-
nificant contribution to the interaction strength for much larger detunings than absorptive
profiles. For attractive potentials it is obvious how to treat off resonant contributions, since
each LeRoy resonance has a Lorentz frequency profile. The wings of the Lorentz profiles
also extend towards blue detunings, where the repulsive potentials are.
On the other hand, the repulsive potentials have a fixed resonance condition h̄(∆2

A +
(γA/2)2)1/2 = cn/Rn, such that there is no contribution of those potentials on the red
detuning side. This does not appear to make sense. The issue can be addressed by a proce-
dure, that only works for the specific situation of red detunings. In that case all repulsive
potentials are far off-resonant and we can introduce an approximation, that introduces ar-
tificial resonances and Lorentz profiles.
The repulsive potentials can then be treated by assigning LeRoy resonances and Lorentz
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Figure 6.3: Normalized molecular binary rates for the detunings relevant in our experiment and
ρ = 2.64 1019m−1. The off resonant contributions of repulsive potentials 0+g and 1u is taken into
account. The blue dots on red potentials indicate the rate coefficient Ke at the vibrational LeRoy
resonances. There is no hyperfine structure included.
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profiles to them, using the Cn coefficients of the repulsive potentials. This is permissible
if the total interaction strength is conserved (shown in App. C.4). If the detuning is far
away from the repulsive potentials, the artificially introduced discrete resonances average
out.
In Fig. 6.3 the normalized binary trap loss rates for the relevant potentials of the D1 line
are plotted. The blue dots indicate the loss coefficient Ke at the Condon points. Attractive
potentials (0−g , 0+u and 1g) show in the plotted red detuning range the vibrational resonance
lines. The repulsive potentials (0+g and 1u) have non-vanishing off-resonant contributions.
Figure 6.4 shows the sum of these rates, which is the resulting total binary rate. For
detunings that hit a vibrational resonance the enhancement can be larger than 10.

6.3 Dispersive Interactions

The trap loss rates can be reformulated into susceptibilities via the scattering cross sec-
tion. The susceptibility can then be used to calculate the phase shift due to light-assisted
collisions.
The scattering cross section [BW05] is given by the scattered photon flux Φscat and the
incident light intensity Iinc as σscat = h̄ωΦscat/Iinc, where

Φscat =
I scatdA

h̄ω
=

Nph

Tp
= ΓA (6.12)

is identical to the number of scattered photons, Nph, per pulse length Tp and therefore to
the scattering rate ΓA.
The molecular scattering rate is Γpa

A = γbinary/2, where the factor of a half results from
the fact that while 2 atoms are lost only one photon is scattered. The molecular scattering
cross section can then be noted as

σpa =
γbinary

2
h̄ω
Iinc (6.13)

and depends on density.
The atomic scattering cross section of a two-level system can be extended to a multilevel
system by introducing the interaction strength scaling ξ that scales the dipole moment dA

with the fine structure transition strength 〈J||d||J′〉: dA = ξ〈J||d||J′〉. The scattering cross
section is then

σA(∆A) = ξ2 3λ2

2π
2J′ + 1
2J + 1

1
1 + ∆̃2

A

, (6.14)

where the normalized detuning ∆̃A = 2∆A/γA was introduced. The phase shift of the
light acquired by passing through the sample is φ =

∫
kndz. In a two-level system the

refractive index n is defined through the susceptibility χ = χ′ + iχ′′ [SZ97] and can be
approximated for small absorption as n ≈ 1 + χ′/2, while

χ = 3 · 2π · ρo3ξ2 2J′ + 1
2J + 1

(
∆̃ − i

1 + ∆̃2

)
(6.15)

= ρo ·σ(∆) · (∆̃ − i). (6.16)

Finally the refractive index is obtained as

n ≈ 1 +
1
2
ρo ·σ(∆) · ∆̃ (6.17)
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F'=2
F'=1

F=1
σ- σ+

ΔA

-1 10 mF

Figure 6.5: Level scheme of the D1 line of 87Rb. Atoms are prepared in |F = 1, mF = −1〉
and we probe with linear light which translates to equal amounts of circular polarizations in the
quantization axis.

and the optical depth is

D =

∫
σ(∆)ρ(~r)dr. (6.18)

In the molecular scattering cross section, the transition dipole moments are scaled by
bC , such that the two atomic dipole moments are spread out over the molecular potentials.
They are also scaled via the relative transition strength ξ to account for hyperfine structure
and Zeeman sublevels.

6.4 Extension to Faraday Rotation in a Multilevel System

In this section the model is completed by applying it to our specific experimental situation
6.5, measuring the polarization rotation of light.

The atomic ensemble is assumed to have a Gaussian density distribution ρ(r, z) = ρ0 exp
(
− r2

2w2
r
− z2

2w2
z

)
,

with waists wr and wz. The sample is spin polarized in the |F = 1, mF = −1〉 state in
the quantization axis defined by the magnetic field, which is aligned with the propaga-
tion direction of the probe light. The probe light is linearly polarized and is mapped into
the atomic reference frame as equal amounts of circular left and right hand polarizations,
driving the atomic σ+ and σ− transitions. A polarization rotation is observed if there is a
difference in the phase shift of the two light polarizations. The Faraday angle is then half
of the phase shift difference of the circular polarizations:

θF =
1
2
(φL − φR) . (6.19)

Here φL/R are the sums of the phase shift of all involved excited state levels for the left or
right hand circularly polarized light. We can then write the Faraday angle for independent
atoms as

θA
F(∆A) =

1
4

∑
i

p(i)∆̃Aσ
(i)
A (∆A)

∫
ρ(r)dz, (6.20)

where p(i) is +1 for σ+ transitions and −1 for σ−, ρ̃(r) = ρ0wz
√

2π exp
(
−r2/2w2

r

)
is

the column density.
Analogously, the molecular Faraday angle is

θ
pa
F (∆A) =

1
4

∑
i,v

p(i)∆̃v

∫
σ
(i)
pa(v,∆A, r, z)ρ(r)dz, (6.21)
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Figure 6.6: Left: Spatially resolved Faraday angle for a Gaussian density distribution at the
∆A = −600MHz detuning for a peak density of ρ0 = 2.64 1019m−3. The molecular Faraday
angle has a

√
2 reduced waist compared to the atomic angle. Right: Peak Faraday angle of non-

interacting atoms and total angle including interactions as a function of detuning for a peak density
of ρ0 = 2.64 1019m−3.

where the normalized detuning ∆̃v = 2∆v
γv

was introduced.
In the expression for the angle, only the density is dependent on the position z along the
light path. The density appears squared in the molecular expression, such that

∫ ∞

−∞

ρ(r, z)2dz = ρ2
0wz
√
π exp

(
−

r2

w2
r

)
, (6.22)

and the radial shape of the molecular Faraday angle has Gaussian shape with a
√

2 reduced
waist compared to the atomic density distribution (Fig. 6.6 left panel). This means that
the total angle θF = θA

F + θ
pa
F is spatially a sum of two Gaussians with different widths.

While the atomic Faraday angle increases linearly with density, the molecular increases
quadratic (Fig. 6.7 left panel) leading to an enhancement (θA

F + θ
pa
F )/θA

F (Fig. 6.7 right
panel) that is linear in density.

The detuning dependence of the atomic and total angles is plotted in the right panel of
Fig. 6.6. The vibrational resonances appear as small spikes on top of the total angle. The
enhancement is due to the inclusion of the off-resonant effect of the repulsive potentials.
The refractive index deviation from the vacuum value, (n-1), is shown in Fig. 6.8, as well
as the enhancement due to light-assisted collisions. The typical dispersive line shapes of
the two hyperfine states is recovered and the enhancement plot shows again the vibrational
resonance spikes. Finally, Fig. 6.9 shows in the top panel the enhancement of absorptivity
by comparing the total optical depth to the atomic optical depth, which is shown in the
inset. The bottom panel shows the enhancement of the Faraday angle for a peak density
of ρ0 = 2.64 1019m−3. The absorptivity is increased by 25% in between resonances and
up to a factor of 10 on resonances. The Faraday angle enhancement is almost constant
with detuning with a factor 1.46 and small corrections due to vibrational resonance fea-
tures. The bigger features around the -200MHz detuning appear since the Faraday angle
vanishes at this point.

All the presented figures in this chapter use the following parameters. The atomic ensem-
ble has widths wr = 7.71µm and wz = 70.52µm, the peak density is ρ0 = 2.64 · 1019m−3

and the incident light intensity is Iinc = 3.3 · 10−3W/m2.

6.5 Limitations

The presented model is to my knowledge the only model that predicts an increase of a dis-
persive signal. Similar models were devised for absorptive signals [RYG+10], but show
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atomic optical depth, which is also plotted in the inset. Bottom: Enhancement of Faraday rotation
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a signal reduction. This implies that the oscillator strength is redistributed from the line
center into the wings.
The light-assisted collision model uses many approximations. The reflection approxi-
mation requires the vibrational resonance lines to be treated as non-overlapping. This
requirement breaks down for the resonances closest to the atomic line. Even though they
are not addressed resonantly they do contribute off-resonantly. The introduced atomic
decay rate into the Condon radii limits, on the other hand, the influence of resonances
close to the dissociation limit (see Fig. 6.2). The usual picture is that the Condon radii are
very large close to the dissociation limit. The assumption of having only dimers is then
incorrect and atoms form larger clusters.
The model does not include the effect of hyperfine structure on the molecular potentials.
The hyperfine structure is only accounted for in the assignment of detunings to the rele-
vant Zeeman sublevels.
A more fundamental limitation might be the assumption that the light-assisted collision
signals are a small perturbation to the independent atom result and may therefore be
summed. A more realistic treatment should, pictorially, have a weighting function for
the two terms, since an atom that contributes to the independent atom result can not at the
same time contribute to the dimer term. This problem could be addressed by an appropri-
ate normalization of the involved wavefunction.

Overall the model hints towards a mechanism that allows for increased Faraday rotation
angles as compared to the independent atom assumption.



Seven

Superradiant Rayleigh Scattering

7.1 Introduction

Superradiance is a four-wave mixing process. Coherent emission by the atomic ensemble
is generated as a collective process. It was first studied in electronically inverted systems
[Dic54] and works in a similar way as a laser. A fully inverted system will start to emit a
photon spontaneously, which populates a first photonic mode. After this first event stimu-
lated emission sets in and the system is said to become superradiant as all excitations are
released phase-coherent into the same mode. This phenomenon is also referred to as su-
perfluorescence. Since there is a limited number of excitations in the inverted system, the
light is emitted in a short pulse with characteristic time τsp/N, where τsp is the excited
state lifetime and N is the number of emitters present. This is illustrated in Fig. 7.1. If the
sample is elongated, two so called endfire modes can appear. Since the emission direction
is given by the interference of all dipoles in the sample, scattering occurs predominantly

t i me

e
m
i
s
s
i
o
n
i
n
t
e
n
s
i
t
y

t i me

e
m
i
s
s
i
o
n
i
n
t
e
n
s
i
t
y

tsp

tsp/N

Figure 7.1: Illustration of typical averaged signals obtained from single atom emission (left) and
superradiant emission from N atoms (right). The superradiant emission occurs on a timescale
which is N times smaller than the spontaneous emission time τsp.

Figure 7.2: After the first spontaneous emission events (top), a density grating forms (bottom) and
coherent emission into the backward endfire mode occurs.
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Figure 7.3: Left panel: Recoil frequency of a Rubidium 87 atom as a function of scattering angle
between incident and scattered light. The blue lines correspond to the energy of a typical chemical
potential and signify the range of small angle scattering, where Bogoliubov excitations occur and
the Rayleigh scattering rate is reduced. The orange line is the recoil energy of a single D1 line
photon. Right: The number of photon recoils transferred to an atom.

along the long axis of the sample, as is illustrated in Fig. 7.2.
Superradiance has been first observed in a BEC in 1999 [ICSK+99]. When a probe beam
with sufficient intensity interacts with an ultracold ensemble of atoms momentum is trans-
ferred to the atoms, which can be resolved on absorption images after a time of flight. The
process does not involve an electronic inversion, but can be understood as an inversion in
momentum space. Initially all atoms are in the zero momentum mode. As the light in-
teracts with the atoms higher order momentum modes can be populated. This process is
accompanied by coherent emission of light into the endfire modes. The initial experiments
[ICSK+99], where performed in a side-pumped geometry. The light is applied perpen-
dicular to the cigar-shaped sample. The endfire modes then exit the sample perpendicular
to the incoming light and atomic higher momentum modes are ejected in a fan shaped
pattern. In our experimental geometry the probe light is applied along the long axis of the
condensate, which leads to ejection of atoms along a line shaped pattern.

Recoil Momentum and Density Grating The momentum of the recoiling atoms Kr

is defined by the wave vector of the probe light kin and the wave vector of the endfire
mode kout as Kr = kin − kout. The recoil energy is h̄ωr = h̄2|Kr |

2/2M and is plotted
in the left panel of Fig. 7.3 as a function of the angle α = arccos(kin · kout/(|kin||kout|))
between the incident light and the scattered light. The right hand side of Fig. 7.3 shows
the atomic recoil momenta normalized to the photon recoil of k0 = 2π/λ. In a geometry
where the sample is probed along its long axis, there is a forward and a backward mode,
corresponding to α = 0 and α = 180◦ respectively. There is no momentum transferred
to atoms if light is forward scattered, but two photon recoils are transferred for backward
scattering.
As momentum is transferred to some of the atoms their wave function Ψ acquires an extra
phase exp(iKr x) and interferes with the atoms inside the condensate mode to form a den-
sity grating |Ψtot|

2 = |(1− ε)Ψ0 + εΨ0 exp(−iKr x)|2 which becomesΨtot|
2 = |Ψ2

0 | cos2(Kr x/2)
for maximal contrast, ε = 0.5. Once a grating is established, the probe light is scattered
from this grating, coherently building up the endfire modes.

Rayleigh Versus Raman Superradiance In Rayleigh superradiance the electronic state
of the atoms is not changed. In Raman superradiance the final electronic state is differ-
ent from the initial state and Stokes or Anti-Stokes light can become the superradiant
mode. The earlier discussed density grating does then not appear, but rather a polarization
grating. In this thesis only Rayleigh superradiance is discussed.
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and photon numbers with a value of 4. In contrast, the two-mode squeezed state achieves ξN = 0.

Kapitza-Dirac Scattering The backfire-mode-photons can in turn interact with the
atoms. The photons scattered in this way are emitted back into the probe light. This
results in atoms that are ejected into the backwards direction, against the propagation di-
rection of the probe beam. This process is energetically forbidden, since the scattered
photons have a smaller energy than the probe photons. This barrier can be overcome for
short pulse durations, for which the photon energy has a bigger spread due to the Heisen-
berg uncertainty principle or for high light intensities [STB+03].

7.2 Parametric Gain and Two-Mode Squeezing

Superradiance is a four-wave mixing process. The Hamiltonian can be reduced to a para-
metric down-conversion Hamiltonian when the light probe mode and the atomic zero
momentum mode are not significantly depleted:

H =
(
gâ†b̂† + g∗âb̂

)
. (7.1)

Atoms and photons are created or annihilated in pairs. This Hamiltonian generates two-
mode squeezed states [GK05]

|ξ〉2 =
1

cosh r

∞∑
n−0

(−1)neinθ (tanh r)n
|n, n〉, (7.2)

where |n, n〉 is the Fock basis, r is the squeezing parameter and θ is a phase. The atom
and photon pairs created in this way are entangled. The state |ξ〉2 is an eigenstate of the
number difference operator n̂A − n̂P with vanishing eigenvalue and therefore

Var (n̂A − n̂P) = 0. (7.3)

The number operator mean values are 〈n̂A〉 = 〈n̂P〉 = sinh2 r and the variances are
Var(n̂A) = Var(n̂P) = sinh2 r cosh2 r. Since Var(n̂A)/〈n̂A〉 > 1 the atom and photon
statistics are super-Poissonian.

A criterion for number squeezing is [EGW+08]
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ξN = N
Var (n̂A − n̂P)

〈n̂A〉〈n̂P〉
, (7.4)

where N = 〈n̂A〉 + 〈n̂P〉, the total number of atoms and photons. For the two-mode
squeezed state ξN = 0, since the variance of the number difference vanishes. If atoms and
photons in independent coherent states ξN = N2/(〈n̂A〉〈n̂P〉) and this can be simplified by
assuming that 〈n̂P〉 = c〈n̂A〉, such that ξN = (1 + c2)/c for independent coherent states.
This is plotted in Fig. 7.4.

The relevant squeezing parameter for metrology is ξS = ξN/ cos φ [WBIH94] and a
measurement precision below the quantum noise limit is achieved for ξS < 1. Since
| cos φ| < 1 two independent coherent states can not reach this limit. Only if ξN < cos φ <
1 is achieved can metrologically relevant squeezing be present.
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Eight

Atom Trapping and Cooling

The experimental setup is described in great detail in Andrew Hilliard’s [Hil08] and
Christina Olausson’s [Ola07] theses and their figures of the experimental apparatus are
reproduced here. This chapter emphasizes the parts of the apparatus that are of greatest
relevance to the experiments described in this thesis.

At the heart of the experimental setup is a two chamber vacuum system. We use two
different magneto-optical traps (MOT) for atom trapping and cooling. The final cooling
step is performed by evaporative cooling in a purely magnetic trap. The following sections
will describe the different parts in detail.

8.1 Vacuum System

The vacuum system is shown in Fig. 8.1. There are two chambers, the loading MOT
chamber and the science MOT chamber. They are connected by a tube (graphite, 5mm
inner diameter, 85mm length), which acts as a differential pumping stage. Attached to
the loading MOT chamber are the Rubidium dispensers, which we use in continuous

Figure 8.1: Top view of the two chamber vacuum system with ion pumps, dispensers, the differen-
tial pumping stage, and the coils for MOTs and magnetic trap. Indicated are also the laser beams
for the MOT operation.
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operation, and a 20 l/s ion pump. We estimate the pressure to be 10−9mbar. On the
science MOT side of the differential pumping stage there is a 20 l/s ion pump and a non-
evaporable getter pump. An ion gauge determines the pressure in the science MOT part
of the system. The pressure there is about 10−11mbar. The science MOT is obtained in a
glass cell (science chamber) which is AR coated on the outer walls.

8.2 Magneto-Optical Traps

Magneto-optical traps (MOTs) are formed by combining a magnetic quadrupole field,
which gives linear field gradients, with slightly detuned laser beams. A pair of counter-
propagating beams is needed for each spatial direction with the same circular polarization
(for a σ+-σ− configuration). The detuning of the laser beams is responsible for the slow-
down and hence cooling of the atoms. The magnetic field gradients shift the atomic
resonances, and therefore regulate which of the excited states interact strongest. The
magnetic field is consequently responsible for trapping the atoms at a fixed point in space.

Loading MOT Our loading MOT is in fact an ’open’ MOT, since it is missing one beam,
which allows the atoms to be transferred to the science MOT. We use two large retro-
reflected beams and a push beam, that transfers the atoms to the science MOT through the
differential pumping stage. The configuration of the beams and the quadrupole coils can
be seen in Fig. 8.1. The light is detuned by -24.4MHz with respect to the F=2 to F’=3 D2
line transition. We mix a repump beam into the MOT beams to pump atoms from the F=1
ground state back into the F=2 state using the F’=2 excited state.

Science MOT The science MOT has six independent beams originating from one laser.
The main MOT beam is mixed with a repump beam and then split into the six individual
beams, which are then enlarged by lenses in a telescope configuration. Four of the beams
enter in a plane parallel to the optical table as indicated in Fig. 8.1. The other two beams
come from the top and bottom. The light is detuned by -12.2MHz from the F=2 to F’=3
D2 line transition. The quadrupole field is provided by coils sitting above and below the
glass cell with a gradient of about 17G/cm.

The loading of the science MOT is one of the most critical parts of the experimental
procedure. It takes about 30 seconds if optimized well, but degrades during the day to
much longer times.

8.3 The Laser System

We need light close to the D2 line of Rubidium 87 for trapping, cooling and absorption
imaging. Light closely resonant to the D1 line is needed for probing (Faraday imaging
and superradiance). We use various saturated absorption locking techniques on the setup
in combination with room temperature gas cells filled with Rubidium of natural abun-
dance. The lasers are locked to the lines of the more abundant Rubidium 85. This has the
advantage that there is no danger of creating any unwanted stray light which is resonant to
the pure Rubidium 87 of the fragile condensate. We only use home-built lasers essentially
following the Hänsch design [RWE+95], in a Littrow configuration.

Trapping, Cooling and Absorption Imaging The D2 line laser setup is shown in
Fig. 8.2. It comprises one laser for all the repump light needed at the different places
and during various stages of the experimental cycle, a master laser that injects four slave
lasers, of which two can be frequency shifted by an AOM in double pass configuration,
relatively to the master laser.
The repumper is locked by current modulation to the F=1 to F’=1/2 cross-over peak, -
78.5MHz to the red of the Rubidium 87 F=1 to F’=2 transition and hereafter frequency
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Figure 8.2: Setup of the lasers operating on the D2 line used for trapping and cooling the atoms as
well as absorption imaging. Each laser is protected from back-reflected light by Faraday isolators
(FI). There is one repump laser and a master laser which injects four slave lasers.

Figure 8.3: Beatnote signal between the two D1 line lasers. The sharper side peaks are 1.3MHz
away from the center, the smoother side bumps are 770kHz away. The full width of the main peak
is about 2kHz (limited by the resolution bandwidth) and the noise reduction around the peak is
-30dBm.

shifted to resonance by AOMs. The AOMs are used in combination with mechanical shut-
ters to switch between the beams for either the loading and science MOT or for absorption
imaging.
The master laser, injecting the slaves, is locked to the Rubidium 85 F=1 to F’=2/3 cross-
over peak by frequency modulating the saturating beam of a saturated absorption setup
with an AOM. This results in a detuning of -133.3MHz, towards the red of the Rubidium
87 F=2 to F’=3 transition. The light is then distributed to the four slave lasers. RbS1 and
RbS2 generate the light for the loading MOT. RbS3 is used for the science MOT light and
RbS4 for absorption imaging and the loading MOT push beam. There are various AOMs
involved in getting to the final frequencies.

Light For Probing and Faraday Rotation Imaging To generate the D1 line probe light
we use two lasers. The first one is locked by standard saturated absorption spectroscopy
to the Rubidium 85 F=2 to F’=3 transition by means of current modulating the laser at
10MHz. The second laser is then locked to the first by a beatnote setup in combination
with a digital phase-lock [Al09]. This allows us to lock the two lasers up to about 10GHz
apart from one another and gives us the ability to probe the atoms at a wide range of
detunings.
A typical beatnote signal is shown in Fig. 8.3 (from the video output of the spectrum
analyzer, therefore no scales).
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Figure 8.4: QUIC trap setup. The quadrupole coils sit above and below the rectangular glass cell,
which contains the atoms. The Ioffe coil is on its left side. The atoms are indicated at their QUIC
trap position, 8mm horizontally offset from their quadrupole position. Shown in light grey is the
position of the atoms during absorption imaging. The quarter wave plates of the MOT are above
and below the quadrupole coils. Also shown is the probe beam coming from the right, which is
the configuration for the superradiance experiments.

ωr 2π · 115.4 ± 0.5s−1

ωz 2π · 11.75 ± 0.25s−1

B0 880mG
xsag 18µm

Table 8.1: Parameters of our QUIC trap. The radial and axial trap frequencies ωr and ωz are
experimentally determined as well as the trap bottom B0. The sag xsag is calculated.

8.4 Magnetic Trap

Our magnetic trap has a Ioffe-Pritchard type field geometry realized by a Quadrupole-
Ioffe configuration (QUIC) [EBH98]. Consequently our setup consists of two coils in
an anti-Helmholtz configuration, which produce a quadrupole field, and a smaller Ioffe
coil, which is perpendicular to the symmetry axis of the quadrupole coils. This is shown
in Fig. 8.4. The extra coil introduces a non-zero magnetic field minimum and therefore
avoids atom losses due to Majorana spin-flops. The field geometry is a harmonic field
with an offset B0 and has a symmetry axis which is aligned with the Ioffe coil axis (z). It
is further described in App. B.6. The atoms, however, do not sit at the minimum position
of the magnetic field. They are dragged by gravity to a lower position by the amount
xsag = −g/ω2, where g is the gravitational constant and ω the trap frequency. The trap
parameters are listed in table 8.1.

In the experimental sequence we start by transferring the atoms from the science MOT
via a molasses phase into a pure quadrupole magnetic field. This is necessary, since the
additional Ioffe coil moves the center position by about 8mm towards the coil, making
a direct transfer impossible. The Ioffe coil is slowly switched on in order to avoid any
sloshing caused by transferring the atoms into the Ioffe-Pritchard configuration.
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The QUIC trap is run at 25A, dissipating 600W of power. Therefore it requires water
cooling. To avoid accidental overheating of the coils, we redesigned our water flow con-
trol circuitry (App. D.1). The water cooling is provided by a chiller in combination with
a large buffer tank.
The coils are driven by the same supply to avoid movements of the trap minimum due to
current noise.
The disadvantage of the QUIC trap is that optical access from the Ioffe coil side is ob-
structed. We therefore designed the Ioffe coil with a hole of 4mm diameter, giving us the
possibility to probe along the long axis of the sample. Since there is hardly any space
between the Ioffe coil and the glass cell, the closest distance of a collimation lens to the
atoms is restricted to the length of the coil. This limits the focus of the probe beam to a
radius of about 20µm at the atoms.

8.4.1 Radio-Frequency Dressing and Evaporative Cooling

The last part of the cooling process of the atoms has to be performed without any light
present. This is done by evaporative cooling inside the magnetic trap [KV96]. Cooling is
performed by removing the atoms with the highest temperature from the trap and leaving
enough time for the remaining atoms to thermalize. By slowly cutting deeper into the
thermal distribution of the atoms one reaches colder temperatures while increasing the
phase-space density.
The process of cutting into the thermal distribution is realized by radio-frequency (rf)
fields, which can be used to dress the atomic resonances inside a magnetic field, effec-
tively opening the magnetic trap according to the resonance condition µ|B(r)| = h̄ωr f .
Atoms with larger energies can escape.
We have two rf coils. One centered on the position of the quadrupole trap and one cen-
tered on the QUIC trap position. They are driven by an rf synthesizer which is computer
controlled.
Figure 8.5 shows absorption images taken during an evaporation sequence. The images
are taken inside the trap. The imaging system is out of focus at this point, but one can still
see how the atomic cloud becomes smaller and more dense during the evaporation pro-
cess. The first image is taken just after transfer of the cloud into the QUIC trap, where the
atoms are in the reach of absorption imaging. The other images after further evaporation
steps.

After transfer to QUIC trap 4 evaporation steps3 evaporation steps

Figure 8.5: Absorption images of the atomic cloud during the evaporation sequence. The images
are taken when the atomic cloud is inside the trap (no time of flight).





Nine

Experimental Control

Almost all elements of the experiment are computer controlled for precise timing and
automation. A reliable control program is irreplaceable in achieving this.
This chapter will first explain which parts are controlled and in which way and will then
go on in explaining the experimental sequence in more detail.

9.1 Experiment-Computer Interface

Our control system (Fig. 9.1) is based on four computers which communicate over the lo-
cal network by TCP/IP. BECmain is the main control computer, AtomCam and DrMueller
host the cameras and Attic is used for data storage and data analysis while acquiring data.
The main control computer, BECmain, hosts our LabView based control program, which
has at its heart a time-slice array. This array can be filled with the various time-slice log
files, containing all the information on when to switch a device or alter its supplied signal
strength. The control program connects to the LabView program that handles the DTA
camera (CHROMA C3, KAF3200ME, absorption imaging) on the computer AtomCam,
to the rf synthesizer, and the oscilloscope called Robbie. BECmain connects to devices of
the experimental setup via two analog boards (National Instruments NI6713 with 8 chan-
nels, ±10V, 12bit, 4.9mV amplitude resolution and National Instruments NI6723 with 32
channels, ±10V, 13bit, 2.4mV amplitude resolution - limiting time resolution is 2µs), and
a digital board (Viewpoint Systems PCI DIO-64, 64 I/O channels, 20MHz clock - 50ns
time resolution). One port of the digital board is defined as an input. This is for the trigger
signal which starts the experimental sequence. It is generated by comparing a set-value to
a photodiode that monitors the science MOT fluorescence.
Our second camera (ANDOR iKON-M DU934N-BRD) is hosted by the computer called
DrMueller and is controlled by the ANDOR acquisition program. The ANDOR and DTA
images as well as the oscilloscope traces are stored on the computer named Attic, which
is also used for the MATLAB analysis of the data.
Computer controlled are all the shutters, one VCO (voltage controlled oscillator) fre-
quency, several rf attenuators and switches for AOMs, the magnetic field amplitude and
switching of the QUIC coils, the amplitude of rf fields for evaporation and the switch be-
tween the two available coils, triggers for the scope and the cameras as well as the light
pulse for absorption imaging. Controls that are constant throughout any experimental run
are not computer controlled. These are the water cooling of the QUIC coils, the laser
stabilization locks, the set-point of the beatnote lock of the probe laser, the bias B-fields
of the loading MOT, most VCOs for AOMs, any alignment of optical elements, power
control of laser beams and the image pulse generator settings.
Most of the mentioned manual tasks are either unnecessary to control by computers or
computer control is difficult and even unfeasible. For a real ’controlling-experiment-from-
home’ experience it would be at least necessary to have online logs of the water cooling
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Figure 9.1: Schematic of the computer control of the experiment. Four computers (left) control
the devices used in the experiment (right). Digital controls are blue, analog controls red and data
storage is green.

and of the laser powers. In practice the laser locks limit the time the experiment can run
independently.

9.2 Experimental Sequence

A standard experimental sequence comprises of a MOT loading phase, which is followed
by a compression, an optical molasses phase and optical pumping. Then the quadrupole
magnetic trap is turned on and the evaporation begins. Then the atoms are transferred to
the QUIC trap, where the evaporation continues until a condensate forms. The sequence
is finished by probing and imaging the atomic ensemble.
Initially the loading MOT and the science MOT are running, while the push beam con-
nects the two. The sequence starts when the fluorescence of the science MOT reaches
the trigger level. What happens next is shown in the left panel of Fig. 9.3: the MOT is
expanded by reducing the current in the quadrupole coils during 50ms (see Fig. 9.2 for
a schematic drawing of the switching and current control of the coils). Then the main
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Figure 9.2: Schematic drawing of the QUIC coil switchbox.

current is stepped to zero and held for 20ms. The response of the coils to a current step
has a time constant of 60ms. This means the magnetic field strength slowly reduces. Si-
multaneously the VCO controlling the frequency of the science MOT beams is ramped to
larger detunings (from -12MHz to -46MHz) and the repumper intensity is reduced. This
leads to a compression and further cooling of the MOT (CMOT stage). Next the magnetic
field is switched off completely. The coil response to this is a 200µs linear ramp. This
leaves the atoms for 2ms in an optical molasses. After this the repumper is turned off for
3ms, such that the atoms are optically pumped by the science MOT beams into the F=1
ground state.
Now the quadrupole coils are turned on for pure magnetic trapping. This phase is illus-
trated in the right panel of Fig. 9.3. There is a short coil switching phase that is not shown,
then the QUIC trap main switch is turned back on and the current is ramped to its maximal
value. The Ioffe switch remains off and the Ioffe shunt is completely open, shunting any
current from the coils. The atoms are therefore trapped in a quadrupole magnetic field.
At the same time the rf evaporation begins using the top rf coil. During 10s the frequency
is linearly decreased from 40MHz down to 20MHz. Then the Ioffe switch is released and
the current running through the Ioffe coil increases for 700ms until the shunt is closed and
the full current passes through the Ioffe coil. During this period the cloud is transferred
from the quadrupole field geometry to the QUIC geometry. The atoms move 8mm in real
space towards the Ioffe coil. The evaporation is continued with the lower rf coil down to
a rf frequency of about 1MHz. At this point the increased density leads to a significant
amount of trap losses via three-body collisions. In order to avoid these losses the QUIC
trap current is reduced, decompressing the trap and therefore decreasing the density. The
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Figure 9.3: Left: Schematic of the beginning of the experimental sequence. Shown are selected
digital and analog channels plotted against time as reproduced from our time-slice log files. The
channels are the QUIC trap main switch, total current and quadrupole bypass switch, the rf at-
tenuator of the repumper AOM and the VCO regulating the detuning of the science MOT beams.
Right: Schematic of the magnetic trapping part of the experimental sequence.
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evaporation is continued down to quantum degeneracy (about 570kHz) or slightly above
(650kHz or higher). This finalizes the sample preparation and leaves the atoms ready for
interrogation.
Depending on the specific experimental aim the atoms are probed inside the magnetic trap
or after a time of flight. The probing can be either dispersive imaging or detection with a
differential photodiode. The atoms are released from the trap by closing the main switch
of the magnetic trap. Consequently the atoms fall freely under the influence of gravity for
a time of flight of usually 45ms when we perform absorption imaging (see Sec. 10.1.1).



Ten

Imaging Techniques

This chapter introduces in the first section the experimental imaging setups. The sec-
ond section describes how the camera calibrations were performed. The chapter rather
concentrates on experimental procedures than on theoretical descriptions.

10.1 Imaging Setups

There are two imaging systems on the experimental setup. In each experimental cycle
resonant absorption imaging (Sec. 5.1) is employed to gain information on sample pa-
rameters. It is performed after a time of flight (TOF) to reduce the interaction strength
with the ensemble.
The Faraday rotation experiments are performed with a second imaging system. The
atoms are probed inside the trap with a far detuned laser, such that the light-matter inter-
action is dispersive (Sec. 5.2.1).

10.1.1 Absorption Imaging

Setup

The absorption imaging setup is sketched in Fig. 10.1. The probe beam passes through the
same optics as used for the MOT (PBS, wave plates), which is blocked during imaging.
The probe beam is prepared in a circular polarization by the first quarter wave plate.
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Figure 10.1: Left: Absorption imaging setup and D2 line level scheme. The probe beam is shown
in red and the repumper in green.
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Figure 10.2: Setup for the determination of the magnification of the absorption imaging setup
(left) and the magnification as a function of time of flight (right). The lines indicate our standard
time of flight setting of 45 ms.

Inside the magnetic trap the atoms reside in the F=1, mF = −1 state in the quantization
axis defined by the local magnetic field, which is mainly oriented along the z direction.
For imaging, however, we apply a magnetic field oriented along gravity. It is switched on
shortly after releasing the atoms from the trap. During time of flight the atoms expand
according to their in trap velocities. This reduces the density of the ensemble and there-
fore also the light absorption. This is crucial for ultracold atoms, since the light signal
transmitted by the atoms is otherwise lower than the sensitivity of the camera and cannot
be detected.
The atoms fall freely due to gravity after turning off the magnetic trap. We use a 2µs
repump pulse on the F=1 to F’=2 D2 line transition which drives simultaneously σ+

and σ− transitions and transfers the atoms into the F=2 ground state manifold. The line
strength S 12 from F=1 to F’=2 is S 12 = 5/12, while the line strength from F=2 to F’=2
is S 22 = 3/12. This means that the atoms are more likely to fall back to the F=1 manifold
after being excited, but since the light is far detuned once atoms are in F=2, eventually all
atoms will end there. After 10 scattering events a single atom will be with nearly 100%
probability in the F=2 state. To repump the full ensemble a number of photons which is
10 times the number of atoms is required.
The resonant probe (F=2 to F’=3) is turned on immediately after the repumper for 50µs.
It’s polarization is circular, driving the σ− transition. If the sample is fully polarized in
the F = 2 mF = −2 state, the cycling transition is driven by the probe laser. It has an
on-resonant absorption cross section of σ0 = 3λ2

D2/2π, neglecting saturation effects.
We use a gradium lens (L) with a focal length of 100mm to image the atomic cloud onto
a CCD camera. The camera is mounted on a translation stage (TS) that allows to keep the
atoms in focus for different time of flights.
Diode lasers are known to have a broad background spectrum of incoherent light. The
probe light is therefore filtered by a 0.3nm spectral width interference filter to clean part
of the non-resonant contributions.

Magnification

In order to determine the magnification, Mi = si/so, we need to image an object of known
size so and then compare it to the image size si on the camera. Since the vacuum cell
prevents us from placing an object at the position of the atoms, we redirect the imaging
path with a mirror (Fig. 10.2) to perform the calibration. As the imaging object we
use a razor blade in order to have a sharp edge that makes it easier to determine if the
image is focused. It is crucial to use light at the same wavelength as for imaging, to
avoid focal shifts due to chromatic aberrations, which introduce errors in the magnification
determination. The blade is mounted on a translation stage (TS), which allows to bring it
into focus.
For our standard time of flight of 45ms the magnification is MDT A = 1.577 ± 0.0021 for
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Figure 10.3: Measured (blue dots) and fitted (blue, dashed) absorption imaging line shape com-
pared to natural linewidth of the D2 line (red).

the object being in focus within ±0.1mm.
The right panel of Fig. 10.2 shows the variation of the magnification with time of flight.
In order to stay in focus with the falling atoms the camera is moved using a translation
stage, which also leads to a change in magnification.

Absorption Imaging Line Shape

We record absorption imaging lineshapes by varying the detuning of the probe beam over
the resonance with a double passed AOM and recording the deduced atom number using
the saturation corrected on-resonant scattering cross section. This is a good way to ac-
count for variations in the resonance frequency and we can use the determined linewidth
to check for saturation broadening or other broadening effects. Ideally we recover the
natural linewidth of the D2 line.
Fig. 10.3 shows a typical line shape. Plotted is the determined atom number versus the
VCO voltage setting (calibration is 2 · 5.1MHz/V) of the double passed AOM together
with a Lorentzian fit (blue) and the natural line shape (red). The determined half linewidth
of γ = 2.99 ± 0.123s−1 is identical to the natural linewidth γD2 = 3.03s−1 to within the
measurement accuracy. The ratio γ/γD2 = 0.986 shows that the determined line shape is
less than 2% smaller than the natural linewidth.

High Saturation Imaging

We performed high saturation imaging as a test for the accuracy of atom number deter-
mination (see Sec. 5.1.5) on identically prepared Bose condensed samples. Figure 10.4
shows a plot of different atom number estimators as a function of saturation parameter
I/Is, where I is the probe light intensity and Is the saturation intensity of the transition.
Each point is the mean of about 10 realizations.
The first estimator obtains atom numbers by summing over pixels of the optical depth
image:

N(1) =
∑

pixel (i, j)

Apix

M2σ(I)
OD(i, j) (10.1)

and the optical depth is obtained as described in Sec. 5.1.2. The second estimator is
obtained from a fit to the Thomas-Fermi optical depth profile. This is done by first
summing the image along the x direction and then performing a 1D fit with OD(1D) =

OD(1D)
0 max

(
1 − y2

w2
y
, 0

)2
, and we find
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N(2) = OD(1D)
0

16
15

r0. (10.2)

The third estimator makes use of the thermodynamics of the condensate and the fact that
the dimensions of the cloud are directly related to the number of atoms, since the mean
field energy is in time of flight converted to kinetic energy. This allows for an estimator
that is independent of the probe light

N(3) =

(
r0

√
1 +ωrtTOF

)5 ω3
r

ωx

M2

15ah̄2 , (10.3)

where a is the scattering length, M the atomic mass, h̄ is Planck’s constant, tTOF is the
time of flight and ωi are the trap frequencies.
We find the pixel count N(1) and fit N(2) estimator in good agreement for all employed sat-
uration parameters, strengthening the hypothesis that the density distribution is Thomas-
Fermi. For small saturation parameters we find a large discrepancy between N(3) and
the other two estimators, while they approach the same atom number estimate for large
saturation. The estimator N(3) is constant within measurement accuracy, while the others
increase with higher saturation. This might indicate problems with the probe light detun-
ing during imaging.
Note that there is approximately a factor of two difference between the low and high sat-
uration fit result, which we use as our standard method for atom number determination.

10.1.2 Dispersive Imaging

Dual-Port Polarization Contrast Setup

The dispersive imaging setup is shown in Fig. 10.5. We prepare the polarization with a
polarizing beam splitter (PBS) rotated by 45◦ in the S 2 Stokes basis. The light has a beam
radius of 140µm at the position of the atoms inside the trap. The scattered light is colli-
mated with a 60mm focal length achromatic lens doublet (L1) and split with a PBS into
the horizontal/vertical Stokes basis S 1. Each arm of the cube has a lens (L2,H and L2,V )
with a focal length of 750mm which produce images on the CCD camera.
The adjustment of the two arms in the setup, Fig. 10.5, is critical. In order to obtain Fara-
day angles the two images need to be subtracted and therefore they require the identical
magnifications and foci.
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Figure 10.4: High saturation imaging. Deduced atom number for three different estimators vs.
saturation parameter.
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Magnification Calibration

We perform the magnification calibration with a BEC. The general idea is to image the
atoms resonantly on the D1 line F=1, mF = −1 to F’=2, mF′ = −2, σ− transition. Then
there will be rings due to diffraction close to resonance and due to the misalignment of
the imaging system, which we try to correct. First we therefore need to find the resonance
point and afterwards we can proceed to minimize the amount of rings due to the imaging.
This procedure was inspired by reference [Mar03]. The idea is that by varying the detun-
ing of the light from red to blue the atoms act as a focusing or defocusing lens. Exactly on
resonance the light is only absorbed and the diffraction effects are minimized. Changing
the focus of the imaging system has a similar effect. The ring structures one observes are
different on either side of the lens position for optimal focus.
The two lenses in each arm are chosen to give a magnification of Mi = f2/ f1 = 750/60 =
12.5. In this setup the second lenses L2 are not critical, while the first lens L1 is very crit-
ical for accurate focusing. We adjust the lenses by first placing the left second lens, L2,L,
at its nominal position of 750mm away from the camera and proceed with fine tuning the
position of the first lens L1, using a translation stage (TS).
Fig. 10.6 shows the recorded optical depth map. A symmetry center of the ring structures
is found in row (r) 2, column (c) 4, corresponding to a detuning of -14MHz and a stage po-
sition of 880. This point lies in the center of the identical images r1c1/r7c3 and r3c1/r1c7.
The apparent shift in detuning remains unexplained and is probably not a density effect as
further discussed in Chap. 13.
For the fine tuning of the lens position we take another set of images around the perceived
optimal position, column four on the map. In order to quantify the quality of the focusing
we choose the diameter of the first diffraction ring and minimize its size. With this pro-
cedure we deduce a lens position of 872.5 (translation stage markings, 10µm graduation)
from a fit.
With the first lens fixed we proceed to adjust the lens position in the right arm with the
help of another translation stage (TS, L2,R) such that the two images on the camera are as
similar as possible. This was verified by numerically minimizing the difference of the two
images while varying the stage position. The final stage position was at 32.5 turns.
To test how similar the magnifications in the two arms are, we take absorption images
of the cloud at various time of flights and fit for the fallen distance, Fig. 10.7. The
fallen distance is d(tTOF) = −g

2 t2
TOF . Since we know the gravitational constant g and

the time of flight tTOF we obtain the magnification Mi from the detected fallen distance
dcam(tTOF) = −gMi/2 on the camera by a fit.
The resulting magnifications for each arm with 95% confidence bounds are:
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Figure 10.5: Faraday/dual-port polarization contrast imaging setup for dispersive probing inside
the magnetic trap. Shown is the 45◦ PBS preparing the probe light after the Fiber (F), the place-
ment of lenses L1, L2,R and L2,L, mirrors (M) and analyzing cube H/V PBS as well as the CCD
camera.
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Figure 10.6: Plot of the optical depth for the adjustment of the critical lens L1. Since the right
arm is not yet aligned we plot the images of the left arm only. Along the vertical axis the detuning
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the extreme positions of the stage, but vary less with detuning. The number of atoms in the
BEC is Nat = 6.7 105 and the total atom number is Nat = 9.9 105, the peak BEC density is
ρ = 1.64 1020m−3 and the probe light intensity is I = 1.56W/m2.
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10.2 Camera Calibrations

This section presents the determination of the camera gain and the quantum efficiency.
While the quantum efficiency is based on the photoelectric effect and therefore is an in-
herently quantum statistical effect, the gain is due to a classical amplification process of
the photoelectrons. The amplified signal is then converted to a digital signal with an arbi-
trary unit of counts.
The number of electrons Ne obtained by the photoelectric effect is related to the impinging
photon number Nph by the quantum efficiency η via:

Ne = ηNph (10.4)

and the number of analog-digital (A/D) counts Nc is related to the number of electrons by
the gain G = 1/S , defined as the inverse of the sensitivity S:

Nc = GNe, (10.5)

such that the overall conversion from photons to counts is Nc = ηGNph.
The quantum efficiency can be inferred from flat field images, i.e. images with a homo-
geneous illumination.
For this purpose one needs to do a noise analysis of the images. The variance has various
contributions:

• Dark noise: thermal noise of the chip that accumulates with time

• Read-out noise: noise that is added on each read-out event

• Signal noise: noise that is related to the impinging photons (i.e shot noise)

If the camera is cooled, dark-noise is negligible. Read-out noise is independent of the
illumination and exposure time and therefore adds approximately the same amount of
noise on each image. Assuming a coherent state of the light impinging on the camera and
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negligible classical noise we can assume the variance of the signal to be proportional to
the number of photons. Note that, while the gain enters the count variance quadratically
the quantum efficiency enters linearly. This can be illustrated by calculating the effect of
beam-splitter type losses (quantum efficiency) on a photo signal (â†â).
The variance of the camera counts is

Var(Nc) = G2Var(Ne) = G2(δ2
Dark + δ2

read−out + δ2
signal) = G2δ2

read−out + ηG2〈Nph〉.
(10.6)

If each pixel sees the same number of photons (flat illumination) we can normalize the
variance by the mean value:

Var(Nc)

〈Nc〉
=

G2δ2
read−out + ηG2〈Nph〉

ηG〈Nph〉
≈ G (10.7)

where the last approximation is valid if the photon shot noise is much bigger than the
read-out noise.
There is another important noise term entering this analysis. This is noise due to the
inhomogeneity of the camera chip, i.e. response variations from pixel to pixel. These
stay fixed from shot to shot, but enter in the analysis of many pixels on a single image.
This is referred to as flat field noise and is quadratic in the number of counts

σ2
f lat = k2〈Nc〉

2. (10.8)

This quadratic contribution can spoil the gain determination, but can be avoided by
subtracting either two images to cancel this effect or by taking many images and looking
at a single pixel 1.
Once the gain is known one can obtain the quantum efficiency by calibrating the total
camera counts with respect to a power meter. When Nc is plotted against Nph the slope
will be ηG, from which one obtains η.

10.2.1 DTA Camera

Since we do not use the DTA camera for direct photon counting, but only to determine
atom numbers using several images, the actual quantum efficiency and gain are not
needed. We therefore did not do a full calibration, but used the data sheet values for the
noise analysis of Chap. 5.1.

10.2.2 Andor Camera

Photon to Image Count Conversion Calibration

50kHz Read-Out Rate The calibration is used for the superradiance experiments and
uses our standard settings of the Andor camera (see Table D.1). The calibration was
performed with respect to a photodiode, which was calibrated to a power meter. We take
any losses between photodiode and camera into account.

Results with 95% confidence bounds
Slope [photons/count] 1.0807 ± 0.0006
Offset Total [106 photons] 1.6 ± 0.2
Offset/pixel [photons/pixel] 8 ± 1

1Mirametrics homepage: http://www.mirametrics.com/tech_note_ccdgain.htm

http://www.mirametrics.com/tech_note_ccdgain.htm
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1 MHz Read-Out Rate The calibration is used for all the Faraday experiments and
uses our standard settings for the Andor camera (see Table D.2). The calibration was
performed with respect to a photodiode, which was calibrated to a power meter. We take
any losses between photodiode and camera into account.

Results with 95% confidence bounds
Slope [photons/count] 1.056 ± 0.005
Offset Total [107 photons] 1.32 ± 0.06
Offset/pixel [photons/pixel] 12.55 ± 0.57
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Figure 10.8: Dark-noise of Andor camera. Mean count and standard deviation of full chip images
over a time span of almost 10 hours.

We tested the Andor camera for the manufacturer specified dark-noise values. This was
done by taking a 12ms exposure picture (our standard setting) with 1MHz read-out rate
every 50 seconds for almost 10 hours. The camera was cooled to -60◦C. The camera
shutter was permanently closed and the camera was completely shielded from any
ambient light.
We calculate the mean value and standard deviation f counts for each full chip image
(Fig. 10.8). While the mean value drops to a minimum after about an hour (by only 5
counts out of 3500) it then starts to increase steadily. The standard deviation is constant
over the whole time span with a mean value of 5.85 counts, which fits to the specified
value of 5.4 counts.

Quantum Efficiency and Gain Calibration

We did a flat field analysis for the 2.5MHz A/D read-out rate, with 4x gain, 100ms
exposure time, −60◦C and 1.575µs shift speed. The measurement was performed by
placing a white cardboard directly in front of the camera with an indirect illumination.
For the analysis we choose a ROI with as homogeneous intensity as possible. To cancel
pixel specific noise sources, we subtract two images and then determine the variance and
mean to obtain the gain. With the photon to count conversion we then determine the
quantum efficiency.
The experimentally determined values need to be compared to the manufacturer
specifications which are Gspec = 0.83 for the gain and ηspec ≈ 0.95 for the quantum
efficiency. As can be seen from the following table, the agreement is reasonable.
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Results
Slope @ 2.5MHz [photons/count] 1.241 ±0.002
Offset Total @ 2.5MHz [107 photons] 0.30 ±0.06
Gain G @ 2.5MHz [Nc/Ne] 0.81 ±0.01
Quantum Efficiency η [%] 98.2 ±0.8
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Faraday Rotation Imaging

In this chapter the previously described dual-port polarization contrast imaging setup is
used to obtain spatially-resolved Faraday rotation angles. The main difficulty in
determining Faraday angles in an inhomogeneous sample is to distinguish between
diffraction and Faraday signal. The dual-port imaging setup allows us to distinguish
between these effects. There is diffraction associated with the imaging system and
diffraction due to the atomic ensemble itself. With the help of numerical simulations
these effects can be separated.
The first three sections deal with Faraday rotation in the thermal cloud. The first section
closely follows our publication1. The second section estimates errors in the
determination of Faraday angles due to residual defocusing. The third section compares
the data presented in the first section with a diffraction model. Finally, in section four,
Faraday rotation data in Bose-condensed samples is presented.

11.1 Faraday Rotation in Ultracold Thermal Atomic
Ensembles

Cold thermal ensembles are prepared by evaporative cooling as described in Sec. 9.2.
The temperature of the gas is close to, but still above, the condensation temperature. This
makes the ensemble optically thick, while diffraction is still small. Under these
conditions the numerical aperture of our imaging system is big enough to neglect
diffraction due to the imaging system.

11.1.1 Introduction

The storage and retrieval of single photons [DLCZ01] and continuous variable quantum
states [JSC+04] in quantum memories [ZGH09, SAA+10] has become a major endeavor
for the realization of quantum networks [Kim08]. While single-qubit memories are
sufficient to establish a secure communication channel, being able to store more qubits
increases the capacity of the channel. It has been shown that not only the fidelity of
storage and read-out but also the multimode capacity of an ensemble scales favorably
with the on-resonant optical depth (OD) [ZGGS11].
Spatially resolved detection is a requirement for multimode memories [VSP10] that store
each polarization qubit in an independent spatial light mode.
Polarization rotation, also called Faraday rotation, is well known as a means to measure
the OD of atomic ensembles [KKN+09, THT+99], spin dynamics [SCJ03, LJM+09]
and magnetic fields [TBF08].
When applying the Faraday technique to dense, inhomogeneous, high OD samples new

1Franziska Kaminski, Nir S. Kampel, Mads P. H. Steenstrup, Axel Griesmaier, Eugene S. Polzik, and
Jörg H. Müller, to be published in HIDEAS topical issue of EPJ D

89
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Figure 11.1: Optical setup showing the 45◦ PBS preparing the probe light after the Fiber (F), the
placement of lenses L1, L2,H and L2,V , mirrors (M) and analyzing cube H/V PBS as well as the
CCD camera. The B-field direction is mainly along z. The inset shows the 87Rb D1 line level
scheme and the linear probe light in the z quantization axis.

challenges arise. A large OD, together with the sample inhomogeneity, leads to stronger
refraction or lensing, distorting images. A small transverse size leads to diffraction,
posing stringent constraints on the properties of the imaging system. A large density
leads to effects beyond the independent atom hypothesis commonly applied in quantum
optics [RYG+10].
We present an imaging method that reduces distortions due to refraction and we
introduce a model that treats the influence of light assisted cold collisions on dispersive
interactions.
There are already several dispersive imaging techniques available (see Sec. 5.2.1).
Phase-contrast imaging [MRK+10, HSI+05] uses a spatially selective phase plate and is
hardly polarization sensitive. Therefore it mainly measures the scalar part of the
polarizability, α(0), or scalar refractive index (Fig. 3.3). Single-port polarization-contrast
imaging [BSH97] uses absorptive polarizers and detects the vector part, α(1), or
refractive index differences but does not cancel diffraction. Dark-ground imaging
[AMvD+96] uses a spatially selective block and is sensitive to both α(0) and α(1).
Another technique records directly the diffracted wave of an object and the image is
reconstructed numerically [TDS05].
We employ a polarization-contrast imaging method (Sec. 5.2.2 and Sec. 10.1.2) which
uses a polarizing beam splitter (PBS) instead of an absorptive polarizer, enabling us to
record the full light intensity (dual-port). This gives us access to the scalar and vector
components of the polarizability simultaneously and distinguishably. It enables us to
cancel diffraction in the same way common-mode noise is canceled on a differential
photodiode and leaves us sensitive to the spatial profile of the Faraday rotation signal.
All the described methods are weakly sensitive to the tensor part of the polarizability,
α(2), leading to changes in the coherences and populations of the atoms during the
interaction. This manifests in an excess ellipticity of the light. A high sensitivity to the
tensor components can be obtained in our setup if circular polarizers are introduced.
A Raman/beam splitter-type memory [HSP10] is based on the α(2) part of the
polarizability making use of Raman population transfers and coherences. In our specific
case of 87Rb it can be realized using the mF = ±1 states of the F=1 manifold (Fig. 11.1).
To avoid unwanted differential phase imprints it is advantageous to minimize the α(1)

part of the polarizability. On the D1 line α(1) is expected to vanish at a detuning
∆0/(2π) = −204MHz (Fig. 3.3). A local maximum of α(1) is expected for red detunings
at ∆max/(2π) = −660MHz.
Scalar diffraction is due to the α(0) part of the polarizability that is dominant over the
whole range of explored detunings. An imaging method that can address these
distortions is therefore desirable.
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Dual-port polarization contrast imaging, also referred to as Faraday imaging in this
thesis, can be more generally employed for spatially resolved detection of the atomic
magnetization and the study of quantum coherence in degenerate gases and solid state
systems [HSI+05, VGL+10].

11.1.2 Setup

The atoms are spin polarized in the |F = 1, mF = −1〉 state in the quantization axis
defined by the local magnetic field. The main B-field component is oriented along the
propagation direction of light (z). The gravitational sag of 18µm leaves the B-field at an
angle between the z and gravity axis (-y) of about 15◦ in the center of the trap. There is a
5◦ variation within wr and a 0.25◦ variation within wz.
The first element in the optical assembly, Fig. 11.1 (calibrations are shown in
Sec. 10.1.2), is a polarizing beam splitter oriented at 45◦ to prepare a clean linear
polarization. The probe beam enters the ensemble with an exp(−2) beam radius of
140µm with a flux of 1100 photons/µs/µm2 which corresponds to a spontaneous
emission probability of 0.03 given at a detuning of ∆A/(2π) = −200MHz and with a
pulse duration of 10µs. To average over shot-to-shot atom number fluctuations we repeat
each experimental run five times under identical conditions.
After the atomic ensemble an achromatic lens doublet (L1) collimates the scattered light,
which is then split into horizontal (H) and vertical (V) polarization components by
another PBS and imaged with identical lenses L2,V/H onto a CCD camera (calibrations
shown in Sec. 10.2). We take images IV and IH with atoms present, images Iref

V and Iref
H

without atoms present and bias images to correct for any stray light and electronic offset.
We balance the detection in order to split the unscattered light equally into both output
arms, Iref

V = Iref
H . Any small remaining imbalance is corrected for during

post-processing. This allows us to detect the difference IH − IV and the sum IH + IV

simultaneously with optimal sensitivity.
The Faraday angle θF is the rotation angle of linearly polarized light (Sec. 3.3), which we
infer by:

θF =
1
2

arcsin
(

IH − IV

IH + IV

)
. (11.1)

This gives an accurate polarization rotation angle, if the presence of any circular
polarizations after the interaction can be neglected. For the accurate determination of
Faraday angles it is critical to centering the images on top of each other. Using a fitting
algorithm we achieve sub-pixel resolution for the centering. The sensitivity of our
method is illustrated by our ability to detect the small rotation angle of 0.038◦, produced
by the cell windows that are subject to large magnetic fields due to the magnetic trap.
The data is corrected for this artifact.
We adjust L1 to image the plane at the end of the ensemble. The diffraction limited
imaging resolution is 3.6µm (Sec. 4.1.1). The magnification with 95% confidence bound
in each arm of our imaging system is 12.83 ± 0.08 and 12.87 ± 0.08, respectively, i.e.
identical within our measurement accuracy. Images of clouds falling freely under the
influence of gravity are used to determine the magnification. The acceptance full opening
angle of the system is 15.2◦.
For quantitative imaging the opening angle of the imaging system needs to be sufficiently
large compared to the diffraction angles of the ensemble. We estimate the full geometric
diffraction angle of the ensemble as αG ≈ λ/4d < 1◦, where λ is the wavelength and d
the radial extent of the ensemble. The angle due to refraction or lensing can be
approximated by comparing the phase shift φ in the center to the one at the edge of the
sample αL = 2(φ(r = 0) − φ(r = d))λ/(πd) [AMvD+96], which reaches
αL(∆0) ≈ 0.3◦ at a detuning of ∆A/(2π) = −200MHz (Sec. 3.1.2). Both theses angles
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are sufficiently small, such that light loss at the apertures of the imaging system can be
neglected. We compared these estimates to more elaborate diffraction simulations
[MPO+05, ZGGS11] (Sec. 4.2.1 and Sec. 4.2.2) including a model of the full imaging
system, which confirmed the conclusions of the simple diffraction estimates.

11.1.3 Absorption Imaging Parameters

As an independent sample characterization we perform standard absorption imaging on
the D2 line (Sec. 10.1.1) after a time of flight (TOF) of 45 ms. Using a magnification of
1.577 ± 0.002 (Sec. 10.1.2) and independently measured trap frequencies we can specify

the waists of the in-trap density distribution ρ(r, z) = ρ0 exp
(
− r2

2w2
r
− z2

2w2
z

)
as

wr = 7.7µm and wz = 70.5µm, leading to a Fresnel number of F = w2
r /(2wzλ) = 0.5.

From these parameters we determine the temperature kBTi = Mw2
i ω

2
i and

T = (T 2
r Tz)1/3 = 300nK, where M is the atomic mass.

By using the D2 line scattering cross section for the cycling transition σD2 = 3λ2
D2/2π

we determine a peak density of ρabs
0 = 1.2 · 1019m−3 and an atom number of

Nabs
at = 8.1 · 105 as an average over all data points.

Both absorption imaging and Faraday measurements allows us to deduce the number of
atoms using models for the optical cross sections. By comparing the atom numbers
deduced by different measurement methods, systematic errors in either method can be
identified. While absorption imaging is a standard method, it is well known that it is
difficult to estimate the precise effective scattering cross section due to uncertainties in
the magnetic field alignment, light polarization quality and repump efficiency2

[GTR+04]. Since the cycling transition allows for the maximal cross section σD2 our
measured Nabs

at and ρabs
0 are hard lower bounds. We estimate a hard upper bound by

noting that we do not observe condensed atoms on the absorption images and hence
T /Tc > 1. The condensation temperature of an ideal gas is kBTc = h̄ω̄(Nat/ζ(3))1/3,
with ω̄ = (ω2

rωz)1/3 and ζ(3) is the Riemann zeta-function. We correct Tc for the effects
of finite size and mean field interactions (Sec. 2.3.2). Both effects reduce Tc for our
parameters by maximal 1.2% and 5.5% respectively [GTR+04, DGPS99]. Corrections to
the determined ensemble temperature T arise from the use of a Gaussian instead of a
Bose distribution in the fit model (see Sec. 2.2.2). We estimate this systematic correction
by fitting Gaussian profiles to analytically Bose enhanced densities and find a systematic
underestimation of the temperature by about 10%.
Taking all these corrections into account we reach T /Tc = 1 for several single-run data
points at an atom number scaling factor f = Nat/Nabs

at of maximal fmax = 2.7, defining a
hard upper bound for the real atom number Nat. We will show below that this upper
bound is still too low to allow the Faraday rotation data to be fitted with an independent
atom model and we conclude that line shape corrections due to light assisted collision
become relevant.

11.1.4 Experimental Results

Figure 11.2 shows the detuning dependence of the observed peak Faraday angles (black
squares) together with the light assisted cold collision model (red line, Chap. 6) and the
coupled Maxwell-Bloch model that assumes independent atoms (grey area, Sec. 3.2).
Both use input parameters deduced from absorption imaging, i.e. the sample radii wr and
wz and the atom number f Nabs

at , averaged over all detunings. We infer an optimal atom
number scaling f , by matching the light assisted cold collision model to the experimental
data and obtain fopt = 2.13 (3). The grey shaded area indicates the atom number scaling
range 1 < f < 2.7, defined in Sec. 11.1.3. Experimental peak angles are determined by

2In later control experiments we found a systematic undercount of atoms by a factor of two in absorption
imaging due to insufficient repumping.

3This corresponds to a temperature ratio of T /Tc = 1.27.
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Figure 11.2: Detuning dependence of peak Faraday angle. Experimental data (black squares)
is best reproduced by a model including light assisted cold collisions (red solid line). The grey
area shows the prediction of a coupled Maxwell-Bloch model assuming independent atoms for
the permissible range of the atom number scaling factor f (see text). The inset shows the relative
atomic density variation with detuning.
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Figure 11.3: Cut through Faraday angle images for various detunings ∆A. Colored areas repre-
sent the standard deviation of 5 experimental realizations. Coupled Maxwell-Bloch simulations
assuming independent atoms (squares, circles) underestimate the angle by a factor 1.46, compared
to a model including light assisted cold collisions (dashed, dot-dashed).

averaging over 3x3 pixels around the determined center positions of the density
distribution and the error bars are the standard deviation of 5 experimental runs. The
small structure on the red line is due to vibrational molecular resonances, discussed
further below. The figure inset shows the variation of densities for different data points
normalized to the averaged density entering the models. The discrepancy between the
data point at ∆A/(2π) = −1340MHz and the models might be explained by the low
density for this data point.

Figure 11.3 shows the spatially resolved Faraday angle as deduced from the camera
images for the detunings ∆A/(2π) = −{1000, 230, 200}MHz averaged over five
realizations together with the two model predictions for input atom number
foptNabs

at = 1.73 · 106. The good reproducibility of sample preparation is evidenced by
the small standard deviation encoded in the colored areas around the averaged profiles.
The spatial shape of the Faraday angle profile at ∆A/(2π) = −1000MHz (red) fits the
expected shape from the light assisted cold collision model when the finite imaging
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Figure 11.5: Raw images (left panel) and deduced Faraday image (right panel) for a detuning
of ∆A/(2π) = −400MHz. V/H refers to images with atoms present, while V/H Ref to images
without atoms. The color scale indicates the Faraday angle in degrees. Diffraction rings in the raw
images V/H disappear in the Faraday image.

resolution is taken into account. The experimental profile at ∆A/(2π) = −200MHz
deviates significantly from the shape of the atomic density distribution. We observe
minimal Faraday rotation at ∆A/(2π) = −230MHz, shifted by about 30MHz from the
expected detuning ∆0. This shift is outside possible systematic errors in the frequency
scale.

Figure 11.4 shows a three pixel averaged cut through the transmission
T = (IH + IV)/(Iref

H + Iref
V ), where we normalize with the reference images. This allows

us to visualize the effect of intensity redistribution across the image due to refraction and
diffraction. To indicate the expected photon loss we plot an estimated transmission
profile for ∆A/(2π) = −200MHz using a naive column density model neglecting
diffraction effects. The expected photon loss is hardly distinguishable from the detection
noise. From the spatial transmission curves it is apparent that data is dominated by
refraction rather than absorption for all detuning values shown. We emphasize that due
to the dual-port detection the distortion effects of diffraction are largely canceled in
Faraday angle profiles.

This compensation of refraction effects is illustrated in Fig. 11.5, where raw images IH ,
IV , Iref

H and Iref
V are shown together with the 2-D reconstruction of Faraday rotation

angles measured at a detuning of ∆A/(2π) = −400MHz.
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11.1.5 Models

Our first model accounts for the collective response of all atoms, while treating each
atom as an independent scatterer. The model is based on coupled Maxwell-Bloch (MB)
equations [KMS+05, GSM06, HSP10] with excited states eliminated adiabatically, using
continuous variables and including absorption. The probe light is propagated spatially
through the ensemble while simultaneously evolving the ground state F=1 manifold
populations and coherences in time. To incorporate the spatial inhomogeneity of sample
density, initial atomic state and magnetic field, we extend the 1+1 dimensional geometry
to 3+1 dimensions, following [KM09]. In this model, light is assumed to propagate
along straight lines and atomic motion is neglected.

The model HamiltonianH = H
(0)
int +H

(1)
int +H

(2)
int +HB contains the atom-light

interaction decomposed into its irreducible tensor componentsH ( j)
int (Sec. 3.2.2) and the

effect of the external magnetic field (Sec. 3.2.7)HB = ~Ω(r) · ~F. Here ~Ω(r) is the the
vector of Larmor frequencies and ~F is the total atomic angular momentum vector. To
compare the simulation results to our image data we plot the Faraday angle, time
averaged over the probe pulse duration, at the output end of the atomic sample (Fig. 11.2
and 11.3).
We can use the full MB model to quantify the combined effects of tensor polarizability
and B-field inhomogeneity by comparing it to a much simpler, idealized Faraday model,
which is also used as the basis for the light-assisted collision model and is discussed in
Sec. 6.4. Comparing this simpler model to the full Hamiltonian dynamics we find that
the effects of the inhomogeneous magnetic field and the tensor dynamics lead to a
reduction of the Faraday angle by a constant factor βB = 0.86 for the range of detunings
∆A/(2π) = −1340MHz to −400MHz.
Our second model addresses the effect of light assisted cold collisions (Sec. 6). At high
atomic densities atoms can no longer be treated as independent scatterers. Electronic
energy levels for close pairs of atoms split and shift. The light scattering properties of a
pair are modified compared to isolated atoms. This effect of the dipole-dipole interaction
can be described by established methods from molecular physics [MP80, MP77]. We
consider repulsive and attractive molecular potentials for ground-excited state Rb∗2 atom
pairs, neglecting hyperfine recoupling [KMN+04], and calculate the allowed energy
levels. For the attractive molecular potentials the position of photoassociation resonances
are calculated using the LeRoy-Bernstein formula [LeR70]. For repulsive potentials
atom pairs can be excited to a continuum of states. We are interested in the dispersive
effects of all these shifted optical resonances.
We calculate the total Faraday rotation angle by using equations 6.20 and 6.21. To
correct for magnetic field inhomogeneities and tensor evolution we multiply the result by
the above defined βB, such that

θF = βB(θ
A
F + θ

pa
F ). (11.2)

The total optical depth OD(∆A), defined via the intensity attenuation
I/I0 = exp (−OD(∆A)) is given by the product of the atomic density and the scattering
cross section integrated along the propagation direction of the light:

OD(~r⊥,∆A) =

∫
ρ(~r)

∑
i,v

(
σ
(i)
A (~r,∆A) + σ

(i,v)
pa (~r,∆A)

)
dz

= ODA(~r⊥,∆A) + ODpa(~r⊥,∆A). (11.3)

From the determined atom number foptNabs
at and ensemble size wz we calculate the

independent atom on-resonant OD for the |1,−1〉 to |2,−2〉 D1 transition with ξ2
i = 1/2.

We find a peak optical depth ODA = ξ2
i (3λ

2
D1/2π)ρ0

√
2πwz = 680.
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11.1.6 Discussion

The data presented in Fig. 11.3, 11.4 and 11.5 show that the influence of diffraction on
the Faraday images is reduced. Common-mode diffraction on both images, IV and IH , is
canceled when calculating the difference IH − IV . The common-mode diffraction stems
from the scalar polarizability α(0), which is the largest contribution to the polarizability
as shown in Fig. 3.3. This compensation is, however, not perfect and we discuss in the
following the effect of uncompensated diffraction and refraction on the detected Faraday
angle. In geometric optics, the trajectories of light rays are curved due to the
inhomogeneous density of the sample. Strong refraction leads to a breakdown of the
column density approximation, which implicitly assumes a straight line ray path.
Eventually this leads to noticeable differences between the column density and the
spatial profile of the Faraday angle. For red detunings the extended atomic cloud acts as
a thick collimating lens, such that ray trajectories are bent towards the center of the
cloud, leading to a reduced Faraday angle in the center.
Differential diffraction and lensing is associated with the α(1) part of the polarizability. It
leads to a mismatch in the wavefronts of the left- and right-handed circular polarization
modes at the exit plane of the atomic ensemble. This introduces locally ellipticity to the
initially pure linear polarization. Since detection in the H/V basis is insensitive to
circular polarization this lowers the Faraday angle by a second order correction.
While residual diffraction and refraction reduces the Faraday angle, Fig. 11.2 shows
measured peak Faraday angles significantly above the prediction given by the
Maxwell-Bloch simulation, which assumes the atoms to be independent scatterers and
does not include diffraction. We match our light assisted collision model to the data by
choosing fopt = 2.13 < fmax, scaling our inferred atom number from absorption imaging
to foptNabs

at = 1.73 106. Comparing the cold collision model for this input atom number
to the corresponding Maxwell-Bloch simulation we find an increase of the Faraday angle
of 1.46 as indicated in Fig. 11.3. Trying to fit the data directly with the Maxwell-Bloch
model would require an atom number scaling of 1.46 fopt = 3.1. This lies 15% above the
conservative upper bound of fmax = 2.7, discussed at the end of Sec. 11.1.3 and strongly
suggests that the independent scatterer assumption breaks down.
Our strategy to correct the optical response of the gas by considering atom-atom
interactions of molecular potentials and the corresponding redistribution of oscillator
strength in frequency space can be contrasted to other approaches that describe the
optical properties of a dense gas. Instead of calculating the collective response by a
systematic expansion in terms of the atomic density [MCD95] or by a configuration
average over many randomly placed interacting point dipoles [SKKH09], we focus on
the contribution of close pairs for which big resonance shifts occur which in turn lead to
significant modifications in the wing of the atomic line. The number of close pairs is
determined by using the quantum mechanical scattering wave function for atom pairs
interacting in the ground state molecular potential, hence particle correlations are
accounted for. Very close to the unperturbed atomic resonance we expect our approach
to fail, because the internuclear distances of the pairs become large and therefore the
pairs can no longer be considered isolated and the collective response of ever bigger
clusters of atoms should be calculated instead. Our model predicts a surprisingly large
modification of the Faraday rotation angle even for the modest particle density
ρabs

0 fopto
3 = 0.05 used in our experiment. The model neglects hyperfine recoupling on

molecular potentials and does not explain the observed shift in the position of ∆0.
Interestingly, in a recent experiment, which employs resonant absorption imaging as a
detection method for high density 2-D quantum gases [RYG+10], a decrease of
absorptivity with increasing density has been observed. This is consistent with our
simple picture of the redistribution of the oscillator strength from the line center into the
wings due to the resonant dipole-dipole interaction.
We now turn to the suitability of our atomic samples for multimode quantum memories.
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Figure 11.6: Transmission images (top) and Faraday images (bottom) of a thermal sample for
various positions of the first imaging lens (L1), effectively changing the object plane relative to the
sample position. The data was taken at a detuning of ∆A = −1GHz for a sample with a Fresnel
number F = 0.61.

With the favorable optical depth and Fresnel number a mode capacity in the hundreds is
predicted in forward read-out [GGZS11]. In experimental implementations this number
will likely be limited by the finite resolution of the imaging system.
While the increased Faraday angle signals a higher coupling between atoms and light
future experiments are necessary to determine the extend of which the decoherence is
increased by the resonant dipole-dipole interaction. For this, the presented weakly
destructive dual-port detection method will be an invaluable tool since details of the
radial spin density distribution can be examined repeatedly despite of strong refraction
and diffraction effects.

11.2 Estimation of Imaging System Misalignment On
Thermal Cloud Faraday Rotation Angles

The focusing of the dual-port imaging system was done using a BEC, as presented in
Sec. 10.1.2. The BEC acts as a lens with a focal length of about 300µm. This suggests
that when the focus position was determined a 300µm misalignment could have been
introduced. In the preceding section results for thermal samples were presented together
with a model that explains an increase of the Faraday angle. In this section errors in the
determination of Faraday angles due to any remaining defocusing are estimated.
Defocusing occurs if the object plane of the imaging system is offset from an optimal
position. Ideally one should image the plane at the end of the atomic ensemble, such that
the imaged light field corresponds to the field after the interaction with the whole
ensemble. The object plane position can be altered by changing the position of the lens



98 Faraday Rotation Imaging

−600 −400 −200 0 200 400 600
0.5

1

1.5

Object Plane Offset from Optimum [µm]

T
ra

n
s
m

is
s
io

n

∆
A
[MHz] = −1000

 

 

F=0.26

F=0.53

F=2.6

Exp F=0.61

Figure 11.7: Comparison of the measured peak transmission of Fig. 11.6 to a numerical simulation
for three Fresnel numbers as a function of the object plane offset. The numerical simulation uses an
optical depth of D = 562 on the σ− transition, which is approximately equal to our experimental
optical depth.
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Figure 11.8: Comparison of measured peak Faraday angles of Fig. 11.6 to a numerical simulation
for three Fresnel numbers as a function of the object plane offset. The numerical simulation uses an
optical depth of D = 562 on the σ− transition, which is approximately equal to our experimental
optical depth.

L1 in Fig. 11.1, the first lens after the atoms.
In order to estimate the effect of object plane misalignment we take a series of images of
thermal clouds for several positions of the lens L1 and compare the results to numerical
simulations. The position of the lens is adjusted with a micrometer precision translation
stage.
In the top panel of Figure 11.6 the transmission T = (IH + IV)/(I

re f
H + Ire f

V ) is shown,
i.e. the sum of the horizontal and vertical images with the atoms present, IH and IV ,
normalized to the sum of the corresponding images without atoms present, Ire f

H and Ire f
V .

These images directly show the effect of diffraction. The images were taken at a detuning
of −1GHz. The associated focal length of the thermal cloud is larger than 5mm. The
stage position is given relative to the experimentally determined optimal position, as
determined in Sec. 10.1.2. The lower panel of Fig. 11.6 presents the corresponding
Faraday rotation images.
One naturally assumes that the image with the smallest amount of visible diffraction
corresponds to the optimal lens position. This turns out to be a bad criterion. A
benchmark test for our imaging system is to deduce the same Faraday angle from images
on the camera plane, as the Faraday angle that occurs at the end of the sample, after the
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interaction.
Figure 11.7 shows the 3x3 pixel averaged peak transmission (black diamonds) together
with a numerical simulation. The simulation uses the 3D field propagation model
described in Sec. 4.2.2 for the propagation within the sample and the model of Sec. 4.1.2
to propagate the field from the end of the sample to the camera including all lenses and
apertures. It is important to keep in mind that the propagation inside the sample models
the atomic density distribution as Gaussian in the transverse direction and as
homogeneous along the propagation direction of the probe light. We then determine the
Fresnel number, F = w2

r /λL, where wr is the Gaussian radius of the sample, λ is the
wavelength of light and L is the homogeneous length of the sample, with the length to be
chosen as twice the Gaussian sample radius along the propagation of light, L = 2wz. It is
not obvious if this is a good choice or if the inhomogeneity of the sample along z
changes the Fresnel number. For this reason we plot the resulting peak Faraday angles as
deduced from the simulation for three different Fresnel numbers. The Fresnel number of
the experimental results is F = 0.61. The simulation is run for F = {0.26, 0.53, 2.6} at a
detuning of ∆A = −1GHz.
The simulation results indicate that the smallest amount of diffraction, corresponding to a
transmission of T = 1, occurs only for large Fresnel numbers at the optimal object plane
position. For smaller Fresnel numbers a shift occurs. For example for F = 0.53 (green)
this shift is ∆z = −100µm. The experimental data (black squares) does not match any of
the curves given by the simulation. If we assume F = 0.53 to match the experimental
Fresnel number this indicates an experimental object plane shift of ∆zexp = 200µm.
Figure 11.8 shows the 3x3 pixel averaged peak Faraday angles (black diamonds)
together with the simulation results. The colored, dashed horizontal lines indicate the
angle at the end of the sample. They are reproduced on the camera plane at the optimal
position of the first lens ∆z = 0. The largest observable angle coincides with the object
plane position for minimal diffraction. Only for F = 2.6 does the largest angle on the
camera coincide with the peak angle at the end of the sample.
The experimental data (black diamonds) is peaked at the independently determined
optimal stage position. As Fig. 11.7 indicated, we expect an offset of 200µm to the
simulation results. The increase of the Faraday angle measured on the camera for an
object plane offset of ∆z = −100µm for the F = 0.53 result relative to the angle at the
end of the sample is then 2.5%, which is significantly smaller than the observed 15%
increase relative to the maximally permitted atom number scaling. We can therefore trust
our imaging system to be able to determine Faraday angles of thermal ensembles
faithfully.

11.3 Effect of Diffraction On Faraday Rotation Angles

We will complete the thermal cloud analysis by comparing the data presented in
Sec. 11.1.4 to the diffraction simulations.
The experimentally obtained Faraday angle trace at the detuning of ∆A = −1GHz is
shown in Fig. 11.9 (replotted from Fig. 11.3) together with simulation results for two
different optical depths (left panel D = 562, right panel D = 1026) at a Fresnel number
of F=0.53 for two different object plane positions. The experimentally determined
optical depth was D = 680. The effect of light-assisted collisions was to increase the
angle by a factor of 1.46. This would correspond to an optical depth of D = 993 if a
model without light-assisted collisions is assumed. It is clear from the two figures that
the Faraday traces do change in height for the two ODs but their shape remains the same,
even if the object plane is slightly misaligned. In this regard the cold collision model
appears plausible.
The same simulations are compared in Fig. 11.10 with the experimental transmission
data, as in Fig. 11.4, but for a detuning of ∆A = −400MHz. The experimental
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Figure 11.9: Comparison of experimentally obtained thermal cloud Faraday angle traces (black,
dashed) to simulations. The left panel shows numerical simulations with an OD of D = 562 and
the right panel for D = 1026. Each curve represents a different object plane offset.
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Figure 11.10: Comparison of experimentally obtained thermal cloud transmission traces (black,
dashed) to numerical simulations. The detuning is ∆A = −400MHz. The left panel shows numer-
ical simulations with an OD of D = 562 and the right panel for D = 1026. Each curve represents
a different object plane offset.

transmission data (black, dashed) has a quite different shape from the simulation results.
According to the last section the most plausible offset of the imaging plane would be
∆z = −100µm, for which at least the experimental transmission matches the simulation
results, even if the shape does not. The reason for this mismatch might be the
homogeneity of the density distribution along the propagation direction of light in the
simulation. An eikonal model, as mentioned in Sec. 4.2.3, can include the additional
inhomogeneity.

11.4 Faraday Rotation in Bose-Einstein Condensates

11.4.1 Introduction

In a BEC all atoms occupy the lowest energy state in the trapping potential and the phase
space density is therefore larger than for a thermal sample. This implies that the
condensates are dense and their de Broglie wavelength is large. The geometrical size of
the clouds is smaller compared to a thermal sample and the Thomas-Fermi density
distribution has contrary to the Gaussian distribution a well-defined edge. For these
reasons in-trap imaging is especially challenging.
In our experimental setup the Faraday imaging is performed along the long axis of the
condensate, additionally increasing lensing effects.
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Figure 11.11: Top panel: BEC in-trap transmission images for several detunings. Lower panel:
corresponding Faraday rotation images.
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Figure 11.12: Left panel: peak Faraday angle determined from the BEC in-trap images presented
in Fig. 11.11. Right panel: spatially resolved Faraday angle for two detunings ∆A = −4GHz and
∆A = −1GHz. The width of the curves represents one standard deviation.

11.4.2 Experimental Data

We determine the following sample parameters from absorption imaging. The
Thomas-Fermi radii are r0 = 6.2µm and z0 = 60.7µm. The atom number in the
condensate as estimated from a Thomas-Fermi fit is NBEC

at = 2.9 · 105, while the atom
number estimated by using the radii is Nat = 1 · 106. The density as estimated from the
fit is ρ0 = 7.4 · 1019m−3 and the temperature is T = 105nK. The condensation
temperature is Tc = 160nK, giving T /Tc = 0.66 and there is no discernible thermal
fraction on the absorption images. The light intensity is I = 1.7W/m2. The resulting
optical depth D = ξ2

i (3λ
2/2π)ρ0z04/3 is D = 904 on the σ− transition with ξi = 1/2

and the Fresnel number can be estimated by approximating the Thomas-Fermi atomic
density with a Gaussian (wr/r0 = wz/z0 = 0.435) which gives F = 0.17.

Figure 11.11 shows the in-trap transmission and Faraday angle images as recorded with
the dual-port imaging system for several detunings. Both Faraday and transmission
images are strongly distorted due to refraction. Even at a detuning of −4GHz the
diffraction rings are comparable in magnitude to the central peak. Additionally the
central peak changes position as the detuning is varied, which makes it difficult to
determine the peak angles. In the left panel of Fig. 11.12 the 3x3 pixel averaged peak
angle is plotted. Despite the strong diffraction the angles follow roughly a typical D1 line
Faraday curve, though we will see in the next section that the determined peak angles are



102 Faraday Rotation Imaging

−400 −200 0 200 400 600
−5

0

5

10

15

20

Object Plane Offset from Optimum [µm]

F
a

ra
d

a
y
 A

n
g

le
 [

D
e

g
]

Detuning[MHz] = −1000

 

 

F=0.069

F=0.14

F=0.27

Figure 11.13: Simulation of the peak Faraday angle on the camera plane for an optical depth of
D = 1894 as a function of object plane offset. Plotted are curves for three Fresnel numbers. The
horizontal lines indicate the Faraday angle at the end of the sample.

too small. The right panel of the Figure shows the spatial Faraday angle trace. The width
of the curve represents the standard deviation of about 5 experimental runs.

11.4.3 Comparison with Diffraction Models

The simple diffraction model of Sec. 3.1.2 that treats the sample as a thin lens predicts a
fairly small diffraction angle of less than 5◦ for detunings that are farther than
∆A = −200MHz away from the atomic resonance. Considering the full opening angle of
the imaging system of 15.2◦ perfect imaging should be possible. This model neglects the
propagation of the field inside the sample. Using again the propagation model of
Sec. 4.2.2 with an input optical depth of D = 1894 which roughly corresponds to the
experimental OD multiplied by fopt = 2.13, the correction for absorption imaging errors,
as determined for the thermal cloud. Figure 11.13 shows the peak Faraday angle as a
function of the object plane position for the Fresnel numbers F = {0.069, 0.14, 0.27},
with F = 0.14 roughly fitting the experimental conditions. The detuning is
∆A = −1GHz. The colored horizontal lines correspond to the peak Faraday angle at the
end of the sample, before the light is propagated through the imaging system. It is
obvious that these values are never reached on the camera plane and that the imaging
system therefore introduces significant distortion to the Faraday profiles. The simulation
results do not reproduce the experimental peak value of 18◦.

11.4.4 Conclusion

In order to be able to reproduce the Faraday angle on the camera plane an imaging
system with larger numerical aperture is necessary. This can be achieved by using a large
NA objective [BPM+09] and decreasing the working distance of the objective
[KFC+09, NLW07] or even by using a lens inside the vacuum system [BGP+09]. In this
way a resolution of only hundreds of nanometers can be achieved.

11.5 Faraday Rotation Experiments Conclusions

We presented experimental Faraday rotation and transmission data of ultracold thermal
ensembles and Bose condensed ensembles. Thermal ensembles show moderate
diffraction, such that their Faraday rotation profiles can be quantitatively analyzed. Bose
condensed samples strongly diffract light and we have seen that our current imaging
setup is not sufficient to faithfully image these samples.
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In the analysis of our absorption images we used the thermal properties of Bose gases to
infer a solid upper bound for any errors in determined atom numbers. This allowed us to
estimate a maximal 15% increase of the determined in-situ Faraday angle with respect to
a Maxwell-Bloch simulation. The increased angle was attributed to the presence of
light-assisted cold-collisions and a model that estimates the dispersive properties of these
collisions has been introduced in an earlier chapter.

Calibrating two imaging systems with respect to one another is a delicate task, since
either method can be subject to flaws. We have estimated errors for both methods. The
estimated defocusing errors of the dispersive imaging system proved to be small. We are
therefore able to do faithful imaging of the thermal ensembles. The accurate
determination of Faraday angles does only depend on the proper focusing of the imaging
system and the overlap of the images obtained in the two arms of the imaging system.
The determination of atom numbers from absorption images requires the knowledge of
the atomic scattering cross section and efficient repumping of atoms, which can easily
lead to errors in atom number determination.

The presented diffraction simulation is a model for a cylindrical atomic density
distribution, of which the radial distribution is Gaussian and the axial distribution
homogeneous. We found a discrepancy between the shape of experimentally determined
transmission profiles and the simulation results. This discrepancy might be explained by
the inhomogeneity of our samples along the axial direction.

To further investigate the light-assisted collision model presented in this thesis a density
dependent measurement of this effect should be done. In our setup it is not possible to
change the density independent of the shape of the atomic ensemble, which would be the
optimal configuration for such an experiment.

Our imaging method has to our knowledge not been used in this way in other
experiments. While the alignment of the system is somewhat harder than for an imaging
system with just a single arm, there are many advantages to the method. It is possible to
distinguish between diffraction and Faraday rotation signal, since we can always analyze
the sum and the difference of the two ports of the beamsplitter simultaneously. The
imaging system can also be used for spatial homodyne detection, which is of interest for
the realization of a multimode memory.
A general rule of thumb for the calibration of an imaging system with inhomogeneous
atomic ensembles and Faraday rotation signals, is to increase the Fresnel number to a
large value. This suggests to use short ensembles with large radial extend, effectively
bringing the ensemble closer to a homogeneous density distribution. Once the centering
of the two images is established, such that meaningful difference images can be obtained,
one can adjust the focusing of the imaging system by finding a maximum in the Faraday
rotation angle.
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Superradiance

While in Faraday rotation measurements forward scattered light is investigated, in our
superradiance experiments light is scattered into the backward direction in our
experimental configuration. We have investigated the timing statistics of the endfire
modes as documented in [Hil08]. We also studied the backscattered photon flux as a
function of detuning [HKLT+08] and the effect of light-assisted collisions on the
superradiance threshold [? ]. In this chapter i will present our efforts on resolving
correlations between the backscattered photons and the simultaneously ejected atoms. In
a further extension of our superradiance experimental series we looked at the slow down
of the ejected atoms due to interactions with the zero momentum condensate mode.

12.1 Atom-Photon Correlations

Superradiance can be described with a parametric gain Hamiltonian that produces
two-mode squeezed states if the depletion of the probe light and of the condensate mode
can be neglected. Atoms and photon are created in pairs and therefore in a measurement
the variance of the number difference operator to found to vanish.
We probe condensed samples along their long axis. The measurement setup is shown in
Fig. 12.1. The probe light is detuned by ∆A = −2.73GHz with respect to the F=1
mF = −1 to F’=2 mF′ = −2 D1 line transition, with a probe pulse duration of 100µs.

Atom Camera Photon Camera

Absorption
Imaging
Beam

PBSλ/4lens

R=80%

F'=2
F'=1

F=1
σ-

ΔA

-1 10 mF

Figure 12.1: Experimental Setup for Atom-Photon correlation measurements. The probe light
enters through a polarizing beam splitter (PBS) and is then prepared by a quarter wave plate (λ/4)
in the polarization that drives the σ− transition on the D1 line. A lens focuses the light onto the
atoms. Backward scattered light is again collected by the lens and is then reflected from the cube
onto the photon counting camera. Absorption images of the atoms are obtained after a time of
flight of 15ms.
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Figure 12.2: Single shot superradiance realizations of camera images. Left: absorption image of
the atoms after 15ms TOF showing the optical depth. Right: Image of the superradiant endfire
mode. The black areas on both images indicate the regions used for atom/photon counting.

The light enters through a beam splitter (PBS) and a quarter wave plate (λ/4) prepares a
circular polarization. The light is then focused onto the atoms by a f = 60mm focal
length achromatic doublet lens to a waist of 13µm. The photons that are backwards
scattered into the endfire mode are collected by the lens and are then reflected by the
cube onto our Andor camera for photon counting. The probe beam enters the atoms at a
small angle with respect to the cell window that ensures that the endfire mode and stray
reflections of the probe beam do not overlap on the camera. The reflectivity of the cube
for the endfire mode is R = 80%. The endfire mode is spread over only a few pixels in
order to leave the signal well above the camera noise even for small photon numbers.
The camera was set to use its slowest read-out rate of 50kHz. A count of seven photons
per pixel corresponds at this setting to the shot-noise limit. We take absorption images
after a time of flight of 15ms. This time was chosen such that the atomic recoil mode has
an optical depth close to a value of one on a typical superradiance picture. The noise in
atom counting is lowest at this optical depth. The total number of atoms in the
condensate is Nat = 9 · 104 with a normalized standard deviation of σN = 0.15 and
T /Tc = 0.65. The condensate axes are z0 = 49µm and r0 = 5µm.

Typical images are shown in Fig. 12.2. On the left an absorption image showing the
optical depth in a single realization of superradiance scattering is presented. The
superradiance probe light entered from the right and the scattered atoms are the smaller
feature on the left side of the image. Since the superradiant process is started
spontaneously there is a large variation in the scattered atom and photon images from
shot to shot. The image shows a realization with a rather large number of recoiled atoms.
The atoms are surrounded by a halo of atoms. A halo can occur either for spontaneously
scattered photons or for atom-atom scattering. Spontaneous scattering is small at the
chosen detuning. The second process is therefore more probable. The recoiling atoms
with momentum 2h̄k0, where k0 is the wave vector of the light, collide with the
condensate atoms that populate the zero momentum mode. In this way a halo of radius
h̄k0 is created. This halo is problematic for the determination of atom numbers in the
recoil mode. About half the atoms in the halo originally populated the recoil mode and
should therefore be accounted for. The image shows four regions used for atom counting.
The right image of Fig. 12.2 shows the endfire mode and the region used to determine
photon numbers.

A correlation plot of the atoms counted in region 2 against the number of endfire mode
photons is presented in Fig. 12.3. The determined slope with 95% confidence bounds is
1.08 [1.00, 1.17] and the intercept is 0.38 [0.31, 0.46]104 atoms. The determined values
depend on the chosen counting region. The slopes in the four regions are
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Figure 12.3: Correlation plot between atoms and photons for the atom counting region labeled as
’region 2’ in Fig. 12.2. The slope of a linear fit is given with 95% confidence bounds.
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Figure 12.4: Simulation of the relative velocity of superradiantly scattered atoms as a function
of the starting point within the cloud x0 normalized to the long condensate axis z0 and the total
atom number within the condensate. The velocity is given in units of mm/s. The recoil velocity
vr = 11.55mm/s, corresponding to the velocity with no interactions present between the atoms,
is indicated by a thick contour line.

[0.80, 1.08, 1.34, 1.62] and the intercepts are [0.21, 0.38, 0.65, 1.12] atoms. A slope equal
to 1 indicates that the same amount of atoms and photos were deduced from the images.
A positive intercept indicates an offset in atom counting.
The halo of scattered atoms is unavoidable when using dense atomic clouds. A way to
reduce the number of atoms in the halo is to probe after a short time of flight, such that
the density is reduced. Additionally the calibrations of both cameras need to be well
determined in order to see a perfect correlation. For the absorption imaging system the
value of the scattering cross section needs to be well known to faithfully determine atom
numbers.
Comparing the variance of the number difference to the number difference variance of
two independent coherent states, we find Var(NA − NP)/(NA + NP) = 370, indicating
that we are far away from the quantum limit as discussed in Sec. 7.2.

12.2 Mean-Field Slow-Down of Superradiantly Scattered
Atoms

When light enters the BEC and superradiant scattering sets in, it is the atoms at the front
end of the cloud that scatter photons first. This has been observed in Maxwell-Bloch
simulations [Hil08]. As the atoms scatter the light into the backward direction, they
recoil into the forward direction and need to cross a large part of the condensate. Since
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Figure 12.5: Absorption images showing the optical depth for several time of flight. Left column:
condensate expansion. Right column: The atoms were probe inside the trap and scattered superra-
diantly. During the time of flight image series the scattered atoms move away from the condensate.
The images are not magnification corrected.
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Figure 12.6: Plot of the distance between superradiantly scattered atoms and condensate atoms as
determined from Fig. 12.5. Error bars indicate the standard deviation of 3 experimental runs. The
determined velocity with the 95% confidence bounds was deduced from a linear fit.

the scattered atoms interact with the condensate atoms, the recoiling atoms need to cross
an effective potential

U = 2ρ(r, t)U0, (12.1)

where ρ is the atomic density and U0 = 4πh̄2a/M is the atomic interaction energy. This
means that the scattered atoms first loose energy as they climb the potential hill and are
then accelerated after passing the peak of the density distribution. Depending on where
the atoms started within the cloud a slow-down or speed-up of the scattered atoms
compared to the initially transferred momentum by light scattering, p = 2h̄k = Mvr,
where k is the wave vector of light and vr = 11.54mm/s is two times the recoil velocity
on the D1 line.
If the magnetic trapping potential is switched off immediately after the probe pulse, the
scattered atoms cross an expanding density distribution. We can therefore solve the
classical equations of motion

−
dU(r, t)

dz
= M

d2z
dt2 (12.2)

for the velocity v = ż, taking into account the expansion of the density distribution and
the time-dependent trap switch-off as a linear function max(1 − t/τ, 0), with the
experimentally determined time constant τ = 200µs. The trap switch-off alters the
expansion of the Thomas-Fermi radii [CD96]. The resulting relative velocity of the
superradiantly scattered atoms is plotted in Fig. 12.4 as a function of the normalized
starting position x0/z0 along the long axis of the condensate and of the atom number
inside the condensate. The recoil velocity vr is marked as a thick contour line. A
slow-down occurs for starting positions in the beginning of the condensate (x0/z0 < 0)
and for high atom numbers. While the atoms are accelerated or decelerated as they
interact with the condensate, their velocity is constant after they passed the condensate.
The longest transit time occurs for the largest atom number and the starting point at the
very beginning of the cloud. This time is 15ms.

In our experiments we determine the velocity of scattered atoms by probing the atoms
inside the trap and then take absorption images after several time of flights as the
scattered atoms move away from the main cloud. The shortest time of flight is 15ms and
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is equal to the longest determined transit time. We probe the atoms on the F=1, mF = −1
to F’=2, mF′ = −2, σ−, D1 line transition with a detuning of ∆A = −2.73GHz. The
absorption image series is shown in Fig. 12.5 for non-probed atoms (left column) and
probed atoms (right column). The BEC contains Nat,c = 2.9 · 105 condensed atoms
(determined from a bimodal fit) with a relative standard deviation over the full data set of
σN = 45%. The total atom number is Nat = 4.7 · 105. The Thomas-Fermi radii were
z0 = 55µm with σz = 4.8% and r0 = 5.6µm. The peak density is ρc = 1 · 1020m−3. An
interaction time of 100µs was used.
We use a numerical algorithm to determine the distance of the main cloud to the
scattered atoms from absorption images, which is plotted in Fig. 12.6 and we use a linear
fit to determine the relative velocity. We obtain a velocity of v = 10.6 [9.47, 11.7]mm/s,
with 95% confidence bounds and a starting point x0 = −77.8 [−113,−42.2]µm. While
we do observe a reduction of the velocity mean value of 8% relative to vr, the large
statistical significance bounds of 10% do not allow for a definite claim of an observation
of mean-field slow-down. We have additionally determined the distances by visually
finding the center positions of resting to accelerated atoms, which led to a similar result.
Since the determined atom numbers varied by 45% during the sequence the variation
might explain the insufficient confidence bounds.
While the simple model presented above does predict a slow-down of atoms, it only
reaches the velocity v = 11mm/s for atoms that start at the very edge of the condensate
(x0/z0 = −1) in combination with very large atom numbers of Nat = 3 · 106, which is
much higher than the atom numbers observed in the experiment. If we determine atom
numbers by using the Thomas-Fermi radii and trap frequencies we obtain
Nat,cr = 6.8 · 105. This value is still too low to account for the slow-down.
The relative velocity is also modified by magnetic fields. The force that a magnetic field
exerts on the atoms is Fx = µBgFmF∇Bx. For a field Bx = B0 + B1x + B2x2 it is only
the quadratic part that can alter the relative velocity. A velocity reduction of 0.5mm/s
after 45ms of TOF can be obtained with a field curvature of B2 = 18G/m2. The QUIC
trap field curvature is BQUIC

2 = ω2
z

M
µBgFmF

= 154G/m2, but the field is switched-off in
200µs and should therefore have no influence. The bias coils produce a field curvature of
about Bbias

2 = 28G/m2 and are set up to compensate stray fields from the close by ion
pumps at the position of the quadrupole field minimum. It is therefore possible that they
have an influence on the motion of the atoms during time of flight.

The simple model presented above does not take into account the depletion of the
condensate during superradiance. To account for this atom loss the coupled
Maxwell-Bloch equations for the atomic density and the electric fields need to be solved
[HKLT+08, ZN06, ZN05].



Thirteen

Atom Loss Spectra

In this chapter the loss spectra of Bose condensed atomic ensembles are measured by
monitoring the loss of atoms caused by a near resonant probe beam. The loss
measurement is performed by absorption imaging after a time of flight of 45ms, while
the probe beam is applied either while the atoms are inside the magnetic trap or after a
short time of flight. In this way the influence of the atomic density on atom loss from the
ensemble can be investigated.
The atoms are probed on the F=1, mF = −1 to F’=2, mF′ = −2 transition on the D1 line,
as indicated in the level scheme of Fig. 13.1. and the detuning is given relative to the
F’=2 excited state manifold. The atoms are prepared in the F=1, mF = −1 ground state.
In order to investigate the influence of the density on line shapes we make use of the fact
that the atomic cloud is expanding during a time of flight (TOF) after the trap is switched
off. This leads to a decrease in density, which is plotted in the right panel of Fig. 13.1 as
a function of time of flight. In the experiment the TOF duration is limited by the size of
the probe beam, since the atoms fall perpendicular to the probe direction. The atoms are
falling 90µm during 4.3ms of TOF, while the density reduces to 9% of the in-trap value.
The light intensity reduces by a factor of about 4 as the atoms traverse the probe beam.

13.1 Atom-Loss Spectra for Various Densities

The measured atom loss spectra are shown in Fig. 13.2. We perform probe light detuning
scans for atoms that are still inside the trap and for atoms that were freely falling for
1ms, 2ms and 4.3ms. The total atom number in the BEC is Nat = 9.6 · 105 for the data
sets with TOF of 1, 2 and 4.3ms, but lies 25% lower for the in-trap data set, with
Nat = 7.4cdot105 (see figure caption). Therefore the spectra do not reach the same atom
number at large detunings.
It is apparent that the width of the spectrum is largest for in-trap probing and reduces for
the samples with lower density. The spectra are asymmetric and the observed resonance
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Figure 13.1: Left panel: D1 line level scheme with the σ− probe light and the detuning relative to
the F’=2 excited state. Right: Atomic density reduction as a function of time of flight (TOF).
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Figure 13.2: Atom loss spectrum of a BEC as determined from absorption images after 45ms
TOF. The loss is induced by a probe beam, which is applied after various TOF with an intensity
of I = 0.42W/m2. The BEC has an in-trap density of ρ = 1.4 · 1020m−3. The atom number
without probe in the BEC is Nat = 6.1 105, the total atom number is Nat = 9.6 · 105. The data set
with 0ms TOF has slightly different parameters, The density is ρ = 1.3 · 1020m−3, the BEC atom
number is Nat = 4.9 105 and the total atom number is Nat = 7.4 · 105.
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Figure 13.3: Detuning shift of the loss feature in Fig. 13.2 as a function of TOF, which is related
to the atomic density.
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Figure 13.4: Absorption images taken after 45ms of TOF corresponding to the experiment of
Fig. 13.2. Shown are three TOF scans. The probe light has a detuning of -5MHz for the first set,
-25MHz for the second set and -45MHz for the third set. The OD is clipped at 0.6 to enhance low
OD features on the images.
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Figure 13.5: Atom number counts corresponding to the images of Fig. 13.4.
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position shifts as plotted in Fig. 13.3. The in-trap data set also shows a loss feature at the
+200MHz detuning.

In Fig. 13.4 the corresponding absorption images, taken after 45ms of TOF are shown.
The upper set shows the ∆A = −5MHz probe detuning, the middle set shows the
∆A = −25MHz detuning and the bottom set the ∆A = −45MHz detuning. Each set
shows several probe beam timings, corresponding to a reduced atomic density
(0.5ms-4.3ms TOF).
It is striking that there is a halo for the detunings ∆A = −25MHz and ∆A = −45MHz, but
not so for the ∆A = −5MHz detuning. The atom numbers on the ∆A = −5MHz images
are low and stay constant with TOF, while they increase with TOF for the other two
detunings. The atom number counts on these absorption images are shown in
Figure 13.5.

A halo on the absorption images can be caused by several processes. Scattering photons
from atoms transfers momentum to the atoms, which can be maximal 2h̄k in a single
scattering event, where k is the photon wave vector. Since absorption images are similar
to the momentum distribution of the atoms, this process leads to a halo of radius h̄k on
the images. If there is any superradiant scattering which leads to atoms with momentum
2h̄k, these atoms can in turn scatter from zero momentum atoms in the condensate mode,
which leads to a similar halo. None of these processes leads to atom loss from the
absorption image, since the atoms are still detectable as long as they are not hidden in the
camera noise.
As is shown in Sec. 4.3, the refractive index in the self-consistent approach vanishes
close to resonance for a density of ρ = 1 · 1020m−3, which is comparable to the
experimental in-trap density of ρ = 1.4 · 1020m−3. This implies that the atoms at this
density behave similar to a metal and light can not enter the high density center of the
condensate for this detuning. A corresponding photon loss could not be extracted from
the images taken with the dual-port imaging setup, since the probe beam is large and
diffraction forces us to do photon counting over large areas.
The only mechanism that would remove atoms from the absorption images is an increase
in kinetic energy, which would allow the atoms to leave the imaged area. An energy of
E ≈ h̄2π 50kHz is sufficient for the atoms to leave the imaging region. A process that
could provide this kinetic energy is the light-assisted collision model presented in Sec. 6.
The positions of the resonances in this model do not depend on the density. The density
only scales the strength of the interaction. Therefore an increase of the width of the loss
spectrum after integrating the trap-loss rate over the whole cloud can not be obtained
with this model. The loss rate also depends on light intensity. The intensity variation at
the various TOF does not alter the lineshape appreciably.
At detunings close to the atomic resonance the Condon-radii become very large. When
the Condon-radii become significantly larger than the mean particle distance it is likely
that several atoms interact simultaneously forming trimers or bigger clusters of atoms.
This might be a possible explanation for the loss features.
Especially for the ∆A = −45MHz detuning a halo in the backward direction is
discernible. This is associated with Kapitza-Dirac scattering [STB+03], which becomes
energetically allowed for pulse durations shorter than 70µm.

13.2 Test of Polarization Mapping

The loss spectrum technique can also be used to analyze the degree of polarization of the
light and of the atoms.
Since the atoms sag below the magnetic trap center, the atoms can be expected to be
distributed over the F=1 ground state manifold if we choose the quantization axis along
the propagation direction of the light. For the B-field angle of approximately 15◦ with
respect to the propagation direction of light the F = 1, mF = −1 population is reduced
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Figure 13.6: Atom loss from a BEC measured after 45ms of TOF. The probe beam drives the σ−

transition and was applied after 3ms of TOF. The detuning is given relative to the F’=2 manifold.
The probe intensity is I = 0.5W/m2, the atomic density inside the trap is ρ = 1.1 · 1020m−3 and
the atom number in the BEC is Nat = 4.7 · 105 and the total atom number is Nat = 8.1 · 105.
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Figure 13.7: Atom loss as determined from absorption images after 45ms of TOF plotted against
the setting of the quarter wave plate used to prepare the probe light polarization state. The atoms
wered probed after 3ms TOF at a detuning of -817.5MHz (relative to F’=2). The BEC contained
Nat = 4.0 · 105 atoms and had an in-trap peak density of ρ = 1.2 · 1020m−3, the total atom number
was Nat = 7.1 · 105. The light intensity is I = 0.45W/m2.

to 96.63%, while the mF = 0 state has a population of 3.34% and the mF = +1 state
contains 0.03% of the population. Moreover the quality of the polarization after a quarter
wave plate, which is needed to prepare the circular polarized light that drives the σ−

transition, is not expected to be very good.
If the probe beam polarization is perfectly circular and the atomic ensemble is perfectly
polarized in the mF = −1 ground state no atomic loss should be observed when detuning
the light by ∆A = −814MHz to be resonant with the F’=1 excited state manifold, since
there is no resonant state for the probe light. The experimental result is shown in
Fig. 13.6. The atoms were probed after a time of flight of 3ms to avoid line broadening
and shifting. The atom loss is again deduced from absorption images after 45ms of TOF.
There is a clear loss feature at the F’=1 resonance position which suggests that the
polarizations are not ideal. About 30% of the atoms are lost at the F’=1 detuning.
In order to test if the polarization did indeed drive the σ− transition we performed a wave
plate scan at the F’=1 resonance position, ∆A = −817.5MHz, again probing after 3ms
TOF. The result is shown in Fig. 13.7. The plot shows that losses are smallest at the 100
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and 280 positions of the wave plate. The initial wave plate setting was 103, suggesting
that the polarization has been chosen correctly. The waveplate positions 10 and 190
correspond to σ+ transitions and the losses are larger, since there is a resonant level. The
largest losses, though, are observed for intermediate settings.

13.3 Conclusion

We have found a density dependent atom loss mechanism that produces asymmetric loss
spectra around the atomic optical resonance. The width of these loss spectra increases as
the density increases. While a light-assisted collision model can provide the kinetic
energy to explain the atom loss, it can not explain the variation in the width of the
spectra.
A loss spectrum as a function of light polarization revealed imperfections in either the
quality of the polarization or the polarization of the atomic spins.



Fourteen

Conclusion

The motivation for this thesis was the prospect of using the large optical depth of
ultracold atomic ensembles for the realization of high fidelity quantum memories that
allow to store more than just a single light mode. The work presented in this thesis takes
the first steps towards this goal.

Faraday rotation experiments were used to determine the atom-light interaction strength,
which is the optical depth, and an extremely large peak optical depth of OD = 680 was
determined for an ultracold thermal ensemble. This is about a factor of five higher than
optical depths encountered in laser-cooled and room-temperature atomic ensembles. In
Bose-condensed ensembles the optical depth is expected to be even larger. While the
extreme coupling strength is desirable, it comes along with diffraction effects due to the
inhomogeneity of the atomic density distribution, and with an increased atom-atom
interaction, both van der Waals and light-mediated, because of the high density of
evaporatively cooled samples.

The presented atom loss experiments showed that a rich set of physical effects are
encountered when working with ultracold ensembles and there is much room for further
investigation of these effects in order to get a better understanding of the underlying
physical processes. In general, these effects tend to complicate experiments that aim at
the investigation of spin properties at the quantum limit. An example for this is the recoil
halo, observed in superradiant scattering. The effects of light-assisted collisions are
expected to be introduce dephasing of the atomic collective excitations [? ] and therefore
decrease the lifetime of an atomic spinwave used for storage. The observed diffraction in
the Faraday rotation experiments is not necessarily a limitation for a quantum memory,
as diffraction has been recently included in quantum memory models [ZGGS11], as long
as the imaging system does not distort the light mode and can resolve the finest
structures of a given higher order light mode, for example a higher order Bessel mode.
All the presented experiments are performed in a magnetic trap. Inhomogeneous
magnetic fields also introduce dephasing of the atomic spins within the ensemble. For a
quantum memory with long storage times a dipole trap is therefore essential.

A new dual-port polarization-contrast imaging technique was introduced in this thesis.
While the alignment of this setup is more challenging than for standard
polarization-contrast techniques, it has unique advantages. As has been shown in this
thesis it has the ability to distinguish between diffraction and Faraday rotation. In
ongoing work this imaging system is employed for spatially-resolved homodyne
detection and it is a key component for a spatially-multimode quantum memory.

A model for the dispersive part of the interaction between two atoms and a photon,
so-called light-assisted collisions, has been proposed in this thesis. The model predicts
an enhancement of the interaction strength if the off-resonant contribution of the
repulsive potentials is taken into account. This model can explain the enhancement of the
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determined Faraday angles as compared to a Maxwell-Bloch model. Any change in
polarization of the atoms, i.e due to magnetic fields or light polarization imbalance, only
leads to a decrease of rotation angles in our experimental configuration. A lensing effect
of the atomic ensemble also leads to a reduction of the Faraday angle at the peak atomic
density of the sample. Further insights to the validity of this collisional model could be
gained with Faraday rotation experiments for various atomic densities, as this would
scale the strength of this interaction.

The results of this thesis apply for any high density sample and could therefore also be
observed in erbium doped crystals or nitrogen-vacancy centers in diamond. Diffraction
effects can be avoided with atoms in an optical lattice or room-temperature gas cells, at
the cost of a reduced interaction strength.
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One

Atomic Density Distributions

The theory of how to determine density distributions of ultracold gases was presented in
Chap. 2. This appendix is focusing on the practical issues of how to deduce sample
parameters from images and how to calculate optical depths. We use two different
probing directions. In absorption imaging the samples are probed along the radial trap
frequency direction. For in-trap images and probing the light travels along the axial trap
direction.
To deduce parameters from absorption images we apply a fitting routine on the optical
depth images. In order to determine the in-trap parameters the cloud radii need to be
scaled accordingly.
When optical depth values are stated in this thesis, they are peak values. When Faraday
rotation signals are obtained with a time-resolving detector, they are integrated over the
density distribution. To make comparison of peak to mean optical depth values easily
accessible, the ratios are given in this appendix.

A.1 BEC Density in Thomas-Fermi Approximation

The Thomas-Fermi density distribution in a cigar shaped harmonic oscillator trapping
potential is [KDSK99]:

ρ(r, z) =
15
8π

Nat

z0r2
0

max

1 − r2

r2
0

−
z2

z2
0

, 0

. (A.1)
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Figure A.1: Comparison of density distributions in a cigar shaped harmonic trap. The density
distributions have identical radii indicated by black vertical lines, while the peak values are nor-
malized. Yellow: Thomas-Fermi distribution of a condensed cloud normalized to its peak value.
Red: Gaussian density distribution of a classical gas normalized to its peak value. Blue: Bose
enhanced density distribution of a thermal gas with fugacity ζ = 0.6 normalized to the Gaussian
peak.
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A plot can be seen in Fig. A.1. The column integrated density is for light propagating
along the axial direction z (this is the case for our in-trap probing and imaging)

ρ̃(r) =
5

2π
Nat

r2
0

max

1 − r2

r2
0

, 0


3/2

. (A.2)

The ratio of peak column density to peak density is

ρ̃0

ρ0
=

4
3

z0. (A.3)

The optical depth is then (assuming σ0 is independent of position) OD = σ0ρ̃ and the
peak value is

ODpeak = σ0
5

2π
Nat

r2
0

. (A.4)

The mean optical depth is found by integrating over the profile and normalizing by the
integration area A

ODA =
1!

A rdrdφ

"
A

OD(r)rdrdφ = σ0
Nat

πr2
0

= σ0
Nat

A
. (A.5)

Comparing this result to the peak optical depth gives a factor of

OD
ODpeak =

2
5

. (A.6)

A.1.1 Deduction of Sample Parameters from Time-Of-Flight Images

This is an overview of the deduced parameters from absorption imaging. In absorption
imaging the integration to obtain the optical depth is performed along one of the radial
directions. The camera pixel area is Apix and the imaging magnification is Mi.
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k
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A.2 Thermal Cloud - Classical Limit

The density distribution of a thermal cloud in a cigar shaped harmonic oscillator trapping
potential is a Gaussian

ρ(r, z) = ρG
0 exp

(
−

r2

2w2
r
−

z2

2w2
z

)
, (A.7)

where the peak density is

ρG
0 =

Nat

(2π)3/2wzw2
r

. (A.8)

A plot of the density can be seen in Fig. A.1. Then integrating along the z direction one
obtains the column density along the axial in-trap axis

ρ̃(r) =
∫ ∞

−∞

ρ(r, z)dz = ρ̃G
0 exp

 − r2

2w2
r

. (A.9)

The ratio of peak column density ρ̃G
0 to peak density ρG

0 is

ρ̃G
0

ρG
0

=
√

2πwz
0. (A.10)

The mean column density, which is proportional to the optical depth, is found by
integrating the column density over an area A = πw′2 and normalizing by A

̂̃ρG
w′ =

(
πw′2

)−1
∫ 2π

0

∫ w′

0
ρ̃G(r, θ)rdrdθ (A.11)

= 2
(wr

w′

)2
ρ̃G

0

1 − exp

−1
2

(
w′

wr

)2 . (A.12)

Note that only 63.2% of the atoms are contained within the waist wr, compared to 86.5%
for integrating over two times the waist.
In order to compare optical depth peak values to optical depth values that are calculated
by averaging over the atomic cloud the following relations are useful

̂̃ρG
2w0

ρ̃G
0

=
1
2
(1 − exp(−2)) = 0.43 (A.13)

̂̃ρG
wr

ρ̃G
0

= 2 (1 − exp (−0.5)) = 0.79. (A.14)

A.2.1 Deduction of Sample Parameters from Time-Of-Flight Images

This is an overview of how to deduce parameters of thermal samples from absorption
imaging. In absorption imaging the integration to obtain the optical depth is along one of
the radial directions. The camera pixel area is Apix and the imaging magnification is Mi.
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Figure A.2: Optical depth enhancement due to Bose statistics as compared to a classical gas,
plotted against fugacity ζ. The critical point of the gas is reached at ζ = 1.
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A.3 Thermal Cloud - Bose Enhanced Density Distribution

The Bose enhanced density distribution is given by the equation of state of a Bose gas
(Sec. 2.2.1) and becomes relevant for temperatures close to Tc. In the case of a cigar
shaped harmonic oscillator potential it is

ρ(r) =
∞∑

n=1

ζn 1
n3/2λ3

dB

exp
(
−n

(
r2

2w2
r
+

z2

2w2
z

))
, (A.15)

where the fugacity ζ is determined by the chemical potential. The Bose-enhanced
column density is found in the same way as for the Gaussian density distribution, since it
is a sum of Gaussians. Integrating along the y direction as in absorption imaging gives

ρ̃(x, z) =

√
2πwr

λ3
dB

∞∑
n=1

ζn

n2 exp
(
−n

(
x2

2w2
r
+

z2

2w2
z

))
. (A.16)

The Bose enhanced density distribution looks very similar to the simple Gaussian
distribution and it is hard to decide on an absorption image if a thermal cloud is already
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in the Bose enhanced regime. Using a fitting routine that incorporates Bose enhancement
failed, because compared to the Gaussian fit one has an additional fitting parameter, the
fugacity. Therefore there are two fitting parameters, fugacity and (

√
2πwr)/(λ3

dB),
which form a product and fitting becomes infeasible at small fugacities, i.e. closer to the
classical gas situation.
Figure A.2 shows the effect of the Bose enhancement on the optical depth plotted against
fugacity ζ. Bose enhancement can be as large as 1.6 at the critical point. In Fig. A.1 a
comparison of the Bose enhanced density and the Gaussian density for identical
parameters and a fugacity of ζ = 0.6 is presented.
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Light-Matter Interface

B.1 Spherical Basis

We define circular polarizations in terms of Cartesian polarization vectors [GSM06]

~e+ = −
~ex + i~ey
√

2
(B.1)

~e− =
~ex − i~ey
√

2
(B.2)

~e0 = ~ez. (B.3)

We find the relations

~e∗q = (−1)q~e−q (B.4)

~eq~e∗q′ = δqq′ (B.5)

q ∈ {−1, 0, 1} ≡ {−, 0,+} (B.6)

where ()∗ denotes complex conjugation and δ is the Kronecker delta.

To write a vector ~A in the spherical basis one needs Aq = ~eq ~A and then any vector can be
expressed in terms of its polarization components

~A =
∑

q

Aq~e∗q =
∑

q

~eq ~A~e∗q =
∑

q

(−1)qAq~e−q. (B.7)

B.2 Collective Continuous Variables

Continuous variables describe the atomic and light operators as continuous in space
instead of summing over single atom or photon contributions. While the continuous
description is again discretized when implemented in a computational grid, the
continuous description is interesting from a conceptual point of view. The section closely
follows [Jul07], another good reference is [BLPS90].

B.2.1 Light

In SI units the electric field is

Ê =
∑
λ

√
h̄ωλ
2ε0V

(
~ελâλeikλz +~ε∗λâ†λe−ikλz

)
(B.8)
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with V the quantization volume of the mode λ, ω0 the frequency, ~ελ the polarization
vector and kλ the wave vector. The creation/annihilation operators depend implicitly on
time via ȧ = iωλa.

Now we define ∆k = 2π/L and let the length of the quantization domain diverge as for
free space, L→ ∞, such that we can write

∑
∆k →

∫
dk, i.e. the mode spacing becomes

small. We define a new destruction operator

â(k) =
â
√
∆k

with units [â(k)] =
√

m and can then rewrite the electric field as

Êλ =
∑

∆k

√
h̄ωλ

4πε0A

(
~ελâ(k)eikλz +~ε∗λâ†(k)e−ikλz

)
(B.9)

→

∫
dk

√
h̄ωλ

4πε0A

(
~ελâ(k)eikλz + ~ε∗λâ†(k)e−ikλz

)
. (B.10)

Using a Fourier transform we can now get to the spatial domain

â(z, t) =
1
√

2π

∫ ∞

−∞

â(k, t)eikzdk (B.11)

â†(z, t) =
1
√

2π

∫ ∞

−∞

â†(k, t)e−ikzdk (B.12)

where [â(z, t)] = 1/
√

m and we have explicitly introduced the time dependence,
therefore

Êλ(z, t) =

√
h̄ωλ
2ε0A

(
~ελâ(z, t) +~ε∗λâ†(z, t)

)
. (B.13)

Note that A is the area of the mode perpendicular to the propagation direction z and is
here assumed to have a flat profile. For i.e. Hermite-Gauss mode profiles corresponding
mode functions need to be introduced [HSP10].

B.2.2 Atoms

In order to derive a collective representation of the atoms we need to sum single atom
Hamiltonians over all atoms in the system. This is done by starting with the effective
interaction Hamiltonian derived in (App. B.3). Equivalently one could start by summing
the atomic Hamiltonians ĤA and then pull through the adiabatic elimination which
would give the same result.
Summing over all atoms N the collective Hamiltonian reads

Ĥ tot =
N∑

i=1

Ĥ
eff(i)
int =

N∑
i=1

∑
qq′

Ê(−)
q α̂

(i)
qq′(∆)Ê

(+)
q′ , (B.14)

where the collective polarizability is
∑

i α̂
(i)
qq′(∆).

Normalizing additionally to the number of atoms in a slab of thickness dz and density ρ
we get to the collective polarizability in continuous variables

α̂qq′(z, t,∆) =
1

ρAdz

N∑
i=1

α̂
(i)
qq′(∆). (B.15)
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The effective interaction Hamiltonian then reads

Ĥ =
∑
qq′

∫
ρAdz Ê(−)

q (z, t)α̂qq′(z, t,∆)Ê(+)
q′ (z, t). (B.16)

This is the final result, necessary for the light-atom dynamics.

B.2.3 Commutation Relations

The commutation relations in continuous variables read [HSP10, Kor09]

[
Ŝ i(z, t), Ŝ j(z′, t′)

]
= ih̄

∑
k

εi jkŜ k(z, t)δ(z − z′)δ(t − t′) (B.17)

[
f̂i(z, t), f̂ j(z′, t′)

]
=

ih̄
ρA

∑
k

εi jk f̂k(z, t)δ(z − z′)δ(t − t′), (B.18)

where εi jk is the Levi-Civita tensor. The relations allow to get rid of the integral in the
equations of motion.

B.3 Derivation of the Effective Interaction Hamiltonian

In the first part we will derive the equation of motion for the continuous light operators
in terms of the interaction Hamiltonian. We will see that finally we do not need the
Hamiltonian for the radiative field. In the second part we will derive the effective
interaction Hamiltonian between light and atoms. Here we will adiabatically eliminate
the excited states to simplify the dynamics and introduce the polarizability of the atoms.

B.3.1 Space-Time Evolution of Light Field Operators

We will derive the coupled time and space evolution of continuous variable creation and
annihilation operators. This section follows [Jul07].

We start by writing the time evolution:

∂â(z, t)
∂t

=
1
√

2π

∫
∂

∂t
â(k, t)eikzdk (B.19)

=
1
√

2π

∫ [
â(k, t), ĤR + ĤAR

]
eikzdk, (B.20)

where we have used the Fourier transform as above and have rewritten the time evolution
of â(k) with Heisenberg type equation of motion. The radiation field Hamiltonian is

ĤR =
∑
λ

h̄ωλ

(
â†λâλ +

1
2

)
, (B.21)

and we can write

[
â(k, t), ĤR

]
=

∫
dk′ h̄ck′

[
â(k, t), â†(k′, t)

]
â(k′, t) = h̄ckâ(k, t), (B.22)

where we used
[
â(k, t), â†(k′, t)

]
= δ(k − k′). The Fourier transform of this simplifies to

1
√

2π

∫ [
â(k, t), ĤR

]
eikzdk =

1
√

2π

∫
−ickeikzdk = −c

∂

∂z
â(z, t), (B.23)
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and this results in the space-time evolution of the annihilation operator

(
∂

∂t
+ c

∂

∂z

)
â(z, t) =

1
ih̄

[
â(z, t), ĤAR

]
. (B.24)

This means we can write the electric field evolution in terms of the interaction
Hamiltonian ĤAR only. The next section will simplify this Hamiltonian further.

B.3.2 Interaction Hamiltonian

In the following we will go through the steps to obtain the effective interaction
Hamiltonian relevant for all dynamics of the coupled atom-light system. The final
Hamiltonian will only include the ground states of the atoms, thereby simplifying
calculations. This section closely follows [Kor09].

The dipolar interaction energy is [Jac62]

ĤAR = −d̂ · Ê,

where

Ê =
∑
λ

√
h̄ωλ
2ε0V

(
~ελâeikλz +~ε∗λâ†e−ikλz

)
= Ê(+) + Ê(−) (B.25)

is the electric field and

d̂ = (Pg + Pe)d̂(Pg + Pe) = Ped̂Pg + Pgd̂Pe = d̂(+) + d̂(−) (B.26)

is the transition dipole operator with
(
d̂(−)

)†
= d̂(+). Here we introduced the projectors

Pg =
∑

F PF with PF =
∑

mF |FmF〉〈FmF | and accordingly for the excited states |F′m′〉
with Pg + Pe = 1.

With the rotating wave approximation (neglect fast rotating terms d̂(+)Ê(−) and
d̂(−)Ê(+)) the interaction Hamiltonian reads after inserting projectors for ground states
|Fimi〉 and excited states

ĤAR = −
∑

FiF′mim′
〈Fimi|d̂(−)|F′m′〉σ̂FimiF′m′Ê

(−) + 〈F′m′|d̂(+)|Fimi〉σ̂F′m′FimiÊ
(+)

(B.27)

and the atomic Hamiltonian is

ĤA =
∑
F′m′

h̄(∆FiF′ + iγ)σ̂F′m′F′m′ . (B.28)

The time evolution of the atomic density matrix elements is

dσ̂FimiF′m′

dt
= −

i
h̄
[σ̂FimiF′m′ , ĤAR + ĤA] (B.29)

= −
i
h̄

 ∑
F f m f

〈F′m′|d̂(+)|F f m f 〉Ê(+)σ̂FimiF f m f − h̄(∆FiF′ + iγ)σ̂FimiF′m′

 .

(B.30)
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|Fimi〉 indicate initial and |F f m f 〉 final ground states and |F′m′〉 are excited states.

The next step is to adiabatically eliminate excited states, i.e. assuming the excited state
populations change on a time scale which is slow with respect to the ground state
evolution and therefore the atomic dipoles follow the applied electric field adiabatically.
This is true for low saturation parameters. We set

dσF′m′F′m′

dt
= 0 (B.31)

and obtain an expression for the coherences

σFimiF′m′ =
1

h̄(∆FiF′ + iγ)

∑
F f m f

〈F′m′|d̂(+)|F f m f 〉Ê(+)σFimiF f m f , (B.32)

which we substitute in Eq. B.27 and B.28 for the interaction and atomic Hamiltonians to
obtain

ĤAR = −2
∑

F f F′Fi

Ê(−)
PF f d̂(−)PF′ d̂(+)PFi

h̄(∆FiF′ + iγ)
Ê(+) + h.c. = 2Ê(−)α̂Ê(+) (B.33)

and by substituting σF′m′F′m′ =
∑

Fgmg σF′m′FgmgσFgmgF′m′ and replacing the coherences

ĤA = Ê(−)

 ∑
F f F′Fim f m′mi

〈F f m f |d̂(−)|F′m′〉〈F′m′|d̂(+)|Fimi〉

h̄(∆FiF′ + iγ)
σ̂FimiF f m f

 Ê(+) (B.34)

= −Ê(−)α̂(∆)Ê(+). (B.35)

We defined the polarizability α̂(∆) as

α̂(∆) = −
∑

F f F′Fi

PF f d̂(−)PF′ d̂(+)PFi

h̄(∆FiF′ + iγ)
= −

∑
F f F′Fi

d̂(−)d̂(+)

h̄(∆FiF′ + iγ)
. (B.36)

Finally the effective interaction Hamiltonian is [Kor09]

Ĥeff
AR = ĤAR + ĤA = Ê(−)α̂(∆)Ê(+) =

∑
q f qi

Ê(−)
q f α̂q f qi(∆)Ê

(+)
qi , (B.37)

using the spherical polarization basis (App. B.1) in the last step

α̂q f qi(∆) = ~e∗q f
α̂(∆)~e−qi (B.38)

to map the polarizability onto the polarizations.

B.4 Atomic Electronic Structure

B.4.1 Angular Momentum

The total atomic angular momentum ~F = ( f̂x, f̂y, f̂z) is the sum of the electronic spin Ŝ,
the electrons orbital angular momentum L̂ and the nuclear spin Î

F̂ = Ŝ ⊗ 1L⊗I + 1S ⊗ L̂ ⊗ 1I + 1S⊗L ⊗ Î. (B.39)
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The total angular momentum fulfills (in discrete variables) the typical commutation
relations

[ f̂i, f̂ j] = ih̄
∑

k

εi jk f̂k (B.40)

where εi jk is the Levi-Civita tensor.

B.4.2 Transition Strengths

Projections of dipole operators d̂q onto atomic hyperfine states | f , m〉 can be performed
via the Wigner-Eckart theorem as

〈F, m|d̂q|F′, m′〉 = 〈F, m|1, q; F′, m − q〉〈F||d̂||F′〉 (B.41)

where 〈F, m|1, q; F′, m − q〉 is a Clebsch-Gordan Coefficient. The nuclear spin degrees of
freedom can be factored out, since they do not interact with the dipole operator

〈F||d̂||F′〉 = (−1)F′+J+I+1
√
(2F′ + 1)(2J + 1)

1 J J′

I F′ F

 〈J||d̂e||J′〉, (B.42)

with I the nuclear spin quantum number, J and J′ the ground and excited state fine
structure quantum numbers and the curly brackets note 6j-symbols. The Clebsch-Gordan
coefficients can be calculated via 3j-symbols and the Racah formula with the help of
triangle coefficients [SM68, Mes62] and similarly for 6j-symbols.

The Clebsch-Gordan coefficient is

〈J, M| j1, m1; j2, m2〉 = (−1)M+ j1− j2 √2J + 1

 j1 j2 J
m1 m2 −M

 (B.43)

where the 3j-symbol is defined as

a b c
A B C

 = (−1)a−b−C
√

D(a, b, c)√
(a + A)!(a − A)!(b + B)!(b − B)!(c +C)!(c −C)!S x(a, b, c, A, B, C).

(B.44)

The triangle coefficient is

D(a, b, c) =
(a + b − c)!(b + c − a)!(c + a − b)!

(a + b + c + 1)!
(B.45)

and

S x(a, b, c, A, B, C) =∑
t

(−1)t

t!(c − b + t + A)!(c − a + t − B)!(a + b − c − t)!(a − t − A)!(b − t + B)!
, (B.46)
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where t is chosen such that all factorials are non-negative. The 3j-symbols need to fulfill
the triangular relations (m1 + m2 −m) ≡ 0, | j1 − j2| ≤ j and j ≤ j1 + j2.

The 6j-symbols are given by

 j1 j2 j3
J1 J2 J3

 =
√

D( j1, j2, j3)D( j1, J2, J3)D(J1, j2, J3)D(J1, J2, j3)

S ( j1, j2, j3, J1, J2, J3) (B.47)

with

S ( j1, j2, j3, J1, J2, J3) =
∑

t

(−1)t (t + 1)!
F(t, j1, j2, j3, J1, J2, J3)

(B.48)

and

F(t, j1, j2, j3, J1, J2, J3) =(t − j1 − j2 − j3)!

(t − j1 − J2 − J3)!(t − J1 − j2 − J3)!

(t − J1 − J2 − j3)!( j1 + j2 + J1 + J2 − t)!

( j2 + j3 + J2 + J3 − t)!( j3 + j1 + J3 + J1 − t)!. (B.49)

The 6j-symbols need to fulfill the triangular relations | j1 − j2| ≤ j3, j3 ≤ j1 + j2,
| j1− J2| ≤ J3, J3 ≤ j1+ J2, |J1− j2| ≤ J3, J3 ≤ J1+ j2, |J1− J2| ≤ j3, j3 ≤ J1+ J2.

Some useful relations for Clebsch Gordan coefficients are

〈 j1, m1; j2, m2|J, M〉 = (−1) j1−m1

√
2J + 1
2 j2 + 1

〈 j1,−m1; J, M| j2, m2〉 (B.50)

〈 j1, m1; j2, m2|J, M〉 = 〈J, M| j1, m1; j2, m2〉 (B.51)

and for 6j-symbols

1 J J′

I F′ F

 =

1 J′ J
I F F′

 =

J′ J 1
F F′ I

 . (B.52)

B.4.3 Tensor Operators

Here we state the general form of the polarizability in terms of the tensor operator
matrices and the dependence on the polarization vectors [GSM06]:
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√
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+

)
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)
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α̂(2) = T̂ (2)
0

√2
3
~e∗0~e
∗
0 +

1
√

6
~e∗+~e

∗
− +

1
√

6
~e∗−~e

∗
+


+ T̂ (2)

+1

(
1
√

2
~e∗0~e
∗
+ +

1
√

2
~e∗+~e

∗
0

)
+ T̂ (2)

−1

(
1
√

2
~e∗0~e
∗
− +

1
√

2
~e∗−~e

∗
0

)
+ T̂ (2)

+2 (~e
∗
+~e
∗
+) + T̂ (2)

−2 (~e∗−~e
∗
−) . (B.55)

The tensors T̂ ( j)
m can be in general expressed in terms of dipole moment operators

making use of Clebsch-Gordan coefficients which we state here explicitly as well as in
terms of spin operators F̂, here shown for the specific case of F=1:

T̂ ( j)
m =

∑
q f qi

d̂q f d̂
†
qi
〈1, q f ; 1,−qi| j, m〉 (B.56)

T̂ (0)
0 = −

1
√

3

(
d̂0d̂†0 − d̂+d̂†− − d̂−d̂†+

)
= − α(0)1/

√
3 (B.57)

T̂ (1)
0 =

1
√

2

(
d̂+d̂†− − d̂−d̂†+

)
=+ α(1) f̂z/

√
2 (B.58)

T̂ (1)
+1 =

1
√

2

(
−d̂0d̂†+ + d̂+d̂†0

)
=+ α(1) f̂+/

√
2 (B.59)

T̂ (1)
−1 =

1
√

2

(
d̂0d̂†− − d̂−d̂†0

)
=+ α(1) f̂−/

√
2 (B.60)

T̂ (2)
0 =

1
√

6

(
d̂+d̂†− + 2d̂0d̂†0 − d̂−d̂†+

)
= − α(2)

[
3 f̂ 2

z − F(F + 1)1
]

/
√

6 (B.61)

T̂ (2)
1 =

1
√

2

(
d̂0d̂†+ + d̂+d̂†0

)
= − α(2)

√
2 f̂+

[
f̂z + 1/2

]
(B.62)

T̂ (2)
−1 =

1
√

2

(
d̂0d̂†− + d̂−d̂†0

)
= − α(2)

√
2 f̂−

[
f̂z − 1/2

]
(B.63)

T̂ (2)
+2 = d̂+d̂†+ = − α(2) f̂ 2

+ (B.64)

T̂ (2)
−2 = d̂−d̂†− = − α(2) f̂ 2

− . (B.65)

More specifically for F = 1/2 the spin operators are related to the Pauli matrices as
f̂i = h̄

2 σ̂i with i ∈ {x, y, z, 0} and for F = 1 the spin matrices f̂ are given by [VMK88]

f̂+1 = −h̄


0 1 0
0 0 1
0 0 0

 f̂0 = h̄


1 0 0
0 0 0
0 0 −1

 f̂−1 = h̄


0 0 0
1 0 0
0 1 0

 (B.66)
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f̂x =
1
√

2

(
f̂−1 − f̂+1

)
f̂y =

i
√

2

(
f̂−1 + f̂+1

)
f̂z = f̂0 (B.67)

f̂+ = −
1
√

2

(
f̂x + i f̂y

)
f̂− =

1
√

2

(
f̂x − i f̂y

)
. (B.68)

The commutation relation between discrete basis tensors and spin matrices is [VMK88]

[
f̂µ, T̂ ( j)

m (F)
]
= h̄ j( j + 1)〈 j, m + µ| j, m; 1, µ〉T̂ ( j)

m+µ(F), (B.69)

where µ ∈ {−1, 0, 1}.

The density operator can generally be decomposed into spin operators. In a two-level
system the density operator reads

σ̂F=1/2 =
1
2h̄

(
f̂0 + f̂x + f̂y + f̂z

)
=

1
2h̄

(
f̂0 + f̂z +

1
√

2

(
(1 + i) f̂− + (i − 1) f̂+

))
.

(B.70)

in a F=1 system it looks more complicated:

σ̂F=1 =
1
2h̄

(
f̂0 + f̂x + f̂y + f̂z +

(
f̂ 2
x − f̂ 2

y

)
+ f̂ 2

z +(
f̂x f̂y + f̂y f̂x

)
+

(
f̂x f̂z + f̂z f̂x

)
+

(
f̂y f̂z + f̂z f̂y

) )
. (B.71)

B.5 Light Stokes Operators

The quantized multimode light field [SZ97, GK05] in SI units and continuous variable
notation, Eq. B.13, is

Ê =
∑
λ

√
h̄ωλ
2ε0A

(
~ελâλ +~ε∗λâ†λ

)
= Ê(+) + Ê(−) (B.72)

and mapped on the spherical basis (App. B.1)

Ê(−)
q =

√
h̄ωλ
2ε0A

â†q(z, t) (B.73)

Ê(+)
q =

√
h̄ωλ
2ε0A

âq(z, t). (B.74)

The photon number in a mode λ is

Nλ
ph = 〈â†λâλ〉. (B.75)

In order to describe the polarization state of light we can define Stokes operators Ŝ i,
which follow canononical Schwinger-Boson type commutation relations [Sak94] in the
same way atomic angular momentum does. Written in discrete variables:

[Ŝ i, Ŝ j] = ih̄εi jkŜ k (B.76)
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and for the continuous variables:

[
Ŝ i(z, t), Ŝ j(z, t)

]
= ih̄εi jkŜ k(z, t)δ(z − z′)δ(t − t′). (B.77)

They are defined as [Col05, CG08]

Ŝ 1(z, t) =
h̄
2

(
â†+â− + â†−â+

)
=

h̄
2

(
â†xâx − â†y ây

)
(B.78)

Ŝ 2(z, t) =
ih̄
2

(
â†−â+ − â†+â−

)
=

h̄
2

(
â†xây + â†y âx

)
(B.79)

Ŝ 3(z, t) =
h̄
2

(
â†+â+ − â†−â−

)
=

h̄
2i

(
â†xây − â†y âx

)
(B.80)

and can be understood as the photon number differences in the x-y basis, the 45◦ basis
and the circular basis.
The total photon number is then given by

Ŝ 0(z, t) =
h̄
2

(
â†+â+ + â†−â−

)
=

h̄
2

(
â†xâx + â†y ây

)
(B.81)

Using the Stokes operators it is possible to define a second order coherence matrix for
the polarization state of the photons [CG08] analogous to the atomic density matrix.
Written in the circular basis:

p̂ =
1
h̄

(
Ŝ 0 + Ŝ 1 + Ŝ 2 + Ŝ 3

)
=

1
2
(S 0σ̂0 + S 1σ̂1 + S 2σ̂2 + S 3σ̂3) (B.82)

=
1
2

S 0 + S 3 S 1 − iS 2

S 1 + iS 2 S 0 − S 3

 , (B.83)

where the Stokes parameters [LL80] are the expectation values of the Pauli matrices for
the photonic polarization state p̂ and give the photon number differences as stated above

S3

S1

S2

Figure B.1: The Poincaré sphere, a representation of the polarization state of light. The S 1-S 2
plane contains all linear polarizations, where S 1 is the x-y basis and S 2 is the ±45◦ basis. The S 3
is the basis of the circular polarizations.
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Figure B.2: Ioffe-Pritchard magnetic field configuration at the sagged position of the atomic en-
semble xsag = −18µm. The top row figure in the middle column

〈Ŝ 0〉 = tr( p̂ · Ŝ 0) =
h̄
2

S 0 (B.84)

〈Ŝ 1〉 = tr( p̂ · Ŝ 1) =
h̄
2

S 1 (B.85)

〈Ŝ 2〉 = tr( p̂ · Ŝ 2) =
h̄
2

S 2 (B.86)

〈Ŝ 3〉 = tr( p̂ · Ŝ 3) =
h̄
2

S 3, (B.87)

where tr(·) stands for the trace operation. The Stokes parameters can be visualized as the
Poincaré sphere, which is shown in Fig. B.1. They have units
[S (z, t)] = [Nph/(cT )] = m−1 defined by the number of photons per time T and speed
of light c of per meter. They can be understood as components of a vector
S = (S 1, S 2, S 3)/S 0 defining the polarization state of light. Contrary to the Jones
formalism the Stokes formalism can also describe depolarized light. The light is
completely polarized if S 2

0 = S 2
1 + S 2

2 + S 2
3 and fully depolarized if S 1 = S 2 = S 3 = 0.

The degree of polarization is Π =
√

S 2
1 + S 2

2 + S 2
3/S 0.

To calculate the photon flux at a detector we define â(t) =
√

câ(z, t) and the photon flux
is Φ(t) = â†(t)â(t).

B.6 Magnetic Fields

B.6.1 Ioffe-Pritchard Magnetic Field

In the QUIC [EBH98] trap the magnetic field is of the Ioffe-Pritchard type [Pri83]

~B = B0


0
0
1

+ B′ρ


x
−y
0

+ B′′z
2


−xz
−yz

z2 − (x2 − y2)/2

 (B.88)
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and the absolute value is

B(~r) =

√(
B′ρx −

B′′z
2

xz
)2

+

(
B′ρy −

B′′z
2

yz
)2

+

(
B0 +

B′′z
2

z2 −
B′′z
4
(x2 + y2)

)2

. (B.89)

For very cold temperatures, kBT � µB0, when the atoms reside only at the very bottom
of the trap, the field is well approximated by a harmonic potential

V(~r) ≈
M
2

(
ω2

r r2 +ω2
z z2

)
+ µB0 (B.90)

with the frequencies given by

ω2
r =

µ

M

(
B
′2
r

B0z
−

B′′z
2

)
and (B.91)

ω2
z =

µB

M
B′′z . (B.92)

The atomic ensemble is dragged by gravity to a position below the trap center. The
resulting sag position is given by the gravitational constant g and the trap frequency
along the gravitation direction ω

xsag = −
g
ω2 . (B.93)

Figure B.2 shows the Ioffe-Pritchard magnetic field configuration at our sag position of
xsag = −18µm.

B.6.2 Time Evolution

For the time evolution of the density matrix we need the commutators of the magnetic
field Hamiltonian with the total angular momentum operators. These are

∂ f̂x

∂t
= [ĤB, f̂x] = gFµB( f̂yBz − f̂zBy) (B.94)

∂ f̂y
∂t

= [ĤB, f̂y] = gFµB( f̂zBx − f̂xBz) (B.95)

∂ f̂z
∂t

= [ĤB, f̂z] = gFµB( f̂xBy − f̂yBx). (B.96)

For the case of a F = 1 density matrix, Eq. B.71, also the following time evolutions are
needed
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ih̄
gFµB

∂ f̂ 2
z

∂t
=

(
( f̂y f̂z + f̂z f̂y)Bx − ( f̂x f̂z + f̂z f̂x)By

)
(B.97)

ih̄
gFµB

∂( f̂ 2
x − f̂ 2

y )

∂t
=

(
( f̂y f̂z + f̂z f̂y)Bx + ( f̂x f̂z + f̂z f̂x)By − 2( f̂x f̂y + f̂y f̂x)Bz

)
(B.98)

ih̄
gFµB

∂( f̂x f̂y + f̂y f̂x)

∂t
=

(
−( f̂x f̂z + f̂z f̂x)Bx + ( f̂y f̂z + f̂z f̂y)By + 2( f̂ 2

x − f̂ 2
y )Bz

)
(B.99)

ih̄
gFµB

∂( f̂x f̂z + f̂z f̂x)

∂t
=

(
( f̂x f̂y + f̂y f̂x)Bx + 2( f̂ 2

z − f̂ 2
x )By − ( f̂y f̂z + f̂z f̂y)Bz

)
(B.100)

ih̄
gFµB

∂( f̂y f̂z + f̂z f̂y)
∂t

=
(
2( f̂ 2

y − f̂ 2
z )Bx − ( f̂y f̂x + f̂x f̂y)By + ( f̂x f̂z + f̂z f̂x)Bz

)
. (B.101)

B.6.3 Wigner D-Matrix

In ZYZ Euler angle convention a rotation operator can be written in terms of angular
momentum operators Ĵk [VMK88]

R̂(α, β, γ) = e−iαĴze−iβĴye−iγĴz . (B.102)

Mapping the operator onto the states |J, m〉 we define the Wigner D-matrix

DJ
m′m(α, β, γ) = 〈J, m′|R̂(α, β, γ)|J, m〉 (B.103)

= e−im′αdJ
m′m(β)e

−imγ, (B.104)

where we used the Wigner small d matrices

dJ
m′m(β) =〈J, m′|e−iβĴy |J, m〉 (B.105)

=
√
(J + m′)!(J −m′)!(J + m)!(J −m)!×∑

s

(−1)m′−m+s

(J + m − s)!(s)!(m′ −m + s)!(J −m′ − s)!
×

(
cos

β

2

)2J−2s+m−m′ (
sin

β

2

)2s+m′−m
. (B.106)

Here s is chosen such that all factorials have non-negative arguments.

The rotation operators should be used on operators as A′ = R̂−1AR̂ and on states as
|b〉 = R̂|c〉.

Example For a J = F = 1, m = m′ = mF = −1 population of 100% and a B-field
angle of β = 30◦ with respect to the Hamiltonian quantization axis the D-matrix is

D1(0, β, 0) =


(
cos β

2

)2 √
2 cos β

2 sin β
2

(
sin β

2

)2

−
√

2 cos β
2 sin β

2

(
cos β

2

)2
−

(
sin β

2

)2 √
2 cos β

2 sin β
2(

sin β
2

)2
−
√

2 cos β
2 sin β

2

(
cos β

2

)2

 , (B.107)

resulting in a new density matrix σ̂QA = (D1(0, 30◦, 0))−1 σ̂B D1(0, 30◦, 0), with a
mF = −1 population reduced to 87.05%.
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B.6.4 Determining Euler Angles

Starting from the cartesian lab coordinate system in which the Hamiltonian quantization
axis is ~eQA = [0, 0, 1] we define a new system in which the B-field direction defines the z
axis and the Hamiltonian quantization axis is used as a help to define the other axes:

~e′z =
~B

|~B|
(B.108)

~e′y = ~e′z ×~eQA (B.109)

~e′x = ~e′y ×~e
′
z. (B.110)

The inverse of the Euler rotation matrix is then given by using the new coordinate vectors
as columns in it R−1 = [e′x, e′y,~e′z] and the Euler angles in ZYZ notation are then given by

α = atan2(R23,R13) (B.111)

β = acos(R33) (B.112)

γ = −atan2(R32,R31). (B.113)

The Euler matrix then transforms a vector from the old system to the new as ~x′ = R~x and
for example the density matrix known in the B-field coordinate system σB to the
quantization axis system σQA as σQA = R−1σBR.

B.6.5 Arbitrary Magnetic Field – Light-Atom Dynamics

The problem at hand is that if we choose the quantization axis along the propagation
direction of light, what we did when we derived the Hamiltonian, but the magnetic field
is not aligned with this axis, the density matrix will have a different form than the simple
form with only the |F = 1, mF = −1〉 state populated. There will be coherences and
populations among all the F = 1 states depending on the direction of the magnetic field.

By first calculating the Euler angles for the transformation from the B-field direction to
the Hamiltonian quantization axis and then using those to calculate Wigner D-matrices
which in turn can be used to transform the known density matrix with quantization axis
along the B-field to the one along the Hamiltonian quantization axis.



Three

Light-Assisted Cold Collisions

This appendix gives all the details for the calculation of binary collisional loss rates.
Additionally the topic of quantum statistics and the crucial step of including off-resonant
effects of repulsive potentials will be explained.

C.1 Movre-Pichler Potentials

This section follows the original paper by Movre and Pichler [MP77]. First normalized
variables are introduced

X =
C

9∆FS R3 and Y =
E − ED1

∆FS
, (C.1)

where ∆FS is the fine structure splitting, i.e. the energy difference between the D1 and
D2 line expressed as a frequency and ED1 is the energy of the D1 line. The coefficient C
is the square of the radial part of the dipole moment, where L is the orbital angular
momentum quantum number C = |〈L = 0||er||L′ = 1〉|2.
The relation to tabulated fine structure transition elements [Ste09] is

〈J||er||J′〉 =〈L||er||L′〉(−1)J′+L+S+1
√
(2J′ + 1)(2L + 1)

L L′ 1
J′ J S

 , (C.2)

which relates the interaction strength C to the D1 Line fine structure transition strength
via C = 3 ·C(D1) and in atomic units (a.u.):

C(D1) [a.u.] =
|〈J = 1/2|d|J′ = 1/2〉|2

(4πε0)(EHa3
0)

, (C.3)

where EH = 4.359 10−18J is the Hartree energy.

87Rb 23Na
C (D1) [a.u.] 8.949 6.222
C [a.u.] 26.847 18.666
|〈J = 1/2|d|J′ = 1/2〉|[10−29Cm] 2.5377 2.1130

This implies that the C coefficients stated in i.e. [TJL+05] and [JTLJ06] are for the D1
line and need to be multiplied by 3 to give the total dipole moment of both, D1 and D2
line, and reproduce specified maxima and minima of potential curves.
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Figure C.1: D1 line Movre-Pichler (solid) and approximated c3 or c6 (dashed) potentials. For the
relevant detunings the approximated potentials nicely match Movre-Pichler potentials.

The potential curves, parametrized as Y, are given by [MP77]:

Y(2σ) = 1 + 3σX (C.4)

Y(0+σ ) =
1
2
(1 + 9σX ±

√
1 + 2σX + 9X2) (C.5)

Y(0−σ) =
1
2
(1 − 3σX ±

√
1 − 6σX + 81X2), (C.6)

with σ = g/u, a symmetry property. For the 1σ states the following equation needs to be
solved, leading to somewhat longer expressions as solutions for Y:

Y3 + (−2 + σ6X)Y2 + (1 −σ8X − 9X2)Y+

(σ2X + 6X2 −σ54X3) = 0, (1σ)

and the secular equations for the 0±σ state solutions stated above are

Y2 − (1 + σ9X)Y + (σ4X + 18X2) = 0 (0+σ )

Y2 − (1 −σ3X)Y − 18X2 = 0. (0−σ)

Figure C.1 shows the Movre-Pichler potentials of the 87Rb D1 line for the detunings
relevant in our experiment.

C.1.1 Oscillator Strengths

This section follows Movre and Pichler [MP80]. The oscillator strength of a molecular
potential is given by

f mol
osc = F(Ω±σ) f D2

osc , (C.7)

where f D2
osc is the D2 line oscillator strength and the F(Ω±σ) coefficients for each

molecular potential Ω±σ are
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F(2g) =
1
2

(C.8)

F(2u) = 0 (C.9)

F(1g) =
(Ap + 3Bp + 2Cp)2 + 4(Ap −Cp)2

12(A2
p + 3B2

p + 2C2
p)

(C.10)

F(1u) =
(Am − 3Bm + 2Cm)2

12(A2
m + 3B2

m + 2C2
m)

(C.11)

F(0−g ) =
1
4

(C.12)

F(0−u ) = 0 (C.13)

F(0+g ) =
(Y − 6X)2

12(Y2 − 8XY + 18X2 (C.14)

F(0+u ) =
(Y + 3X)2

6(Y2 + 8XY + 18X2)
(C.15)

with

Ap = (Y − 1)(Y + 2X) − 6X2 (C.16)

Am = (Y − 1)(Y − 2X) − 6X2 (C.17)

Bp = 4X2 + X(Y + 2X) (C.18)

Bm = 4X2 − X(Y − 2X) (C.19)

Cp = 3X2 + 2X(Y − 1) (C.20)

Cm = 3X2 − 2X(Y − 1). (C.21)

The oscillator strengths can then be used to calculate the molecular potential interaction
strength Veg = h̄bCΩA, where ΩA is the atomic Rabi frequency and b2

C = f mol
osc / f D1

osc .

C.1.2 Approximated c3 Potentials

In order to approximate Movre-Pichler potentials [SUP78] as E = cn(Ω
(±)
σ )/Rn

potentials the expressions above need to be simplified by assuming X to be small (large
R), therefore neglecting powers of 2 and higher and choosing Z = Y or Z = Y − 1 for the
D1 and D2 lines respectively and then assuming Z to be small as well.

Assuming all potentials following n=3 type potentials we obtain c3 coefficients

c3(0+σ , D1) = σ
4
9

C (C.22)

c3(0+σ , D2) = σ
5
9

C (C.23)

c3(0−σ, D1) = −σ
1
6

C (C.24)

c3(0−σ, D2) = −σ
1
3

C (C.25)

c3(1σ, D1) = −σ
2
9

C (C.26)

c3(1σ, D2) =
−2σ ±

√
7

9
C (C.27)

c3(2σ, D2) = σ
1
3

C. (C.28)
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Figure C.2: LeRoy-Bernstein energies of the D1 line potentials relevant for our experiments. The
inset shows the energies close to the dissociation limit.

The 0−σ(D1) potentials, though, turn out to be better resembled by a n=6 type potential,
with E = c6/R6. The resulting c6 coefficient is

c6(0−σ, D1) = −
1
4

C2

∆FS
. (C.29)

The transition to the 0−u potential is a forbidden transition (oscillator strength is zero) and
therefore won’t play a role in our analysis. The approximated potentials are plotted in
Fig. C.1 as dotted lines together with the Movre-Pichler potentials.

C.2 LeRoy-Bernstein Formula

The LeRoy-Bernstein formula [LeR70, JTLJ06, WBZJ99] estimates the energies of
vibrational resonances ELeRoy(v) in a E = cn

Rn potential. With a scaling energy

En =

√ π

2µ
h̄(n − 2)

c1/n
n

Γ(1 + 1
n )

Γ( 1
2 +

1
n )


2n

n−2

(C.30)

where Γ(·) refers to the Gamma function one can write the LeRoy-Bernstein formula as

vD − v =

(
ELeRoy(v)

En

) n−2
2n

, (C.31)

where vD is the non-integer number ([0 1)) corresponding to the dissociation limit and v
is an integer number labeling the levels starting with ’1’ closest to the dissociation level
and counting up towards deeper bound states. The LeRoy-Bernstein energies are plotted
in Fig. C.2 for all the relevant D1 line potentials.

C.3 Discussion of Quantum Statistics

The prefactor of the loss rate coefficient Ke, introduced in Eq. 6.8, g(2)(0) = (2 − x)/2,
was taken from [BJS96], but originates from [SJKV89], where the second-order
correlation function is given as g(2)(0) = (2 − x2)/2. Since condensate fractions x of
either 0 or 1 are the only ones used in this thesis, the difference is unimportant. The
prefactor accounts for the coherence properties of the condensate and the resulting
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reduction in the g(2)(r) function [NG99]. What is not accounted for is the hard-core
potential of the mean-field by the Gross-Pitaevskii equation [NG99].
Corrections to the refractive index due to quantum statistics are treated in [MCD95] by
summing over all dipoles in a sample, truncating the induced dipole responses at
two-particle interactions. Their result contains the second-order correlation function,
taking into account the quantum mechanical statistical distribution of particle positions.
These statistical positions are included in the presented light-assisted collision model by
the ground state wavefunction. The model therefore contains the quantum statistical
particle position distribution. Since only dimers are accounted for the result should be
very similar to the on presented in [MCD95].

C.4 Argument for Introducing Discrete Resonances to
Repulsive Potentials

The aim is to show why it is feasible to assign artificial vibrational resonances to
repulsive potentials by comparing the resulting interaction strengths.
LeRoy resonances can be easily assigned to the repulsive potentials, by using the
corresponding Cn values. As long as the resulting total interaction strength is conserved,
this is at least formally justified.
To compare interaction strengths we start by integrating the attractive potential rate
coefficient over the full frequency space

∫ ∞

−∞

d∆vKe(v)
νvγv

∆2
v + (γv/2)2

= Ke(v)2πνv. (C.32)

This result needs to be compared with the integration of the rate coefficient of repulsive
potentials. The correct integration region should be chosen to lie around the LeRoy
energy of the attractive potential, covering half the distance to the next bound levels on
each side. The integral is then

∫ ∆A(v)+
Ev+1−Ev

2h̄

∆A(v)−
Ev−Ev−1

2h̄

Ke(∆A)d∆A ≈

Ke(v)
Ev+1 − Ev−1

2h̄
= Ke(v)2πνv. (C.33)

It is apparent that the same interaction strength is recovered. Therefore it is permissible
to formally use a resonance line description even for repulsive potentials. This does not
represent the actual structure of repulsive resonances, but if the detuning is chosen to be
far away from resonance with any repulsive potential, the treatment can be used to
introduce dispersive wings to these potentials.
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D.1 Water Flow Control

The quadrupole coils, the Ioffe coil and the magnetic field switch box are water cooled.
The water is stored in a large 180L tank and cooled by a chiller (Neslab M33 PD1,
5L/min), which also pumps the water into the system. We can manually stop the water
flow for each coil and the switch box individually. The coils are driven by a power
supply (Agilent E4356A, 0-30 A, 0-80 V, maximum power 2100 W).

There are two experimental situations: 1) normal operation - power supply is on, coils
have to be cooled and 2) flushing coils - this is done to remove bubbles inside the tubes
and coil holders by closing the flow through all but one coil, the power supply has to be
off to avoid overheating.

An emergency situation occurs when there is a water leak and water spills into the lab or
even onto the optical table. To account for this situation we only used to have a flow
wheel (McMillan 101) in the switch box arm. It gives an analog signal V f low

corresponding to the flow. If the flow was unusual a comparator circuit would turn off the
power supply and the chiller. This meant that we had to overrule the security circuit in
order to flush the coils. In that case it was possible to turn on the power supply while
water would flow through only one coil.

ORVflow

Vset,high
Vset,low

Vlevel

Magnetic Trap
Power Supply

Water Chiller
Interlock

0 in water

A
n
a
lo

g
D

ig
ita

l

Vset,high < Vflow  

OR
Vflow < Vset,low 

open if 1

Microcontroller

Flowwheel

Display

Level 
Sensor

open if 1

Figure D.1: Logic scheme of the water flow control system. A microcontroller gets the sensor
information on water tank level Vlevel (digital) and flow wheel signal V f low (analog) as well as set
values specified by the user via the display, Vset,high and Vset,low. Depending on the programmed
logic the magnetic trap power supply and the chiller can be switched off.
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Figure D.2: Pictures of the final device. Left: the display showing the low and high setting points,
the flow wheel signal and if there is a flow break or a problem with the water level. Right: the
water tank level sensor as mounted on the inner side of the water tank lid.

To avoid this situation we came up with a new security circuit (see Fig. D.1) with a
second sensor, an optical water level sensor (Honeywell LLE105000), that gives a digital
signal Vlevel depending on if it is being submerged in water or not (low in water). Now
the chiller can be switched off if the water level in the tank is reduced. The power supply
is switched off if either the water level is low or the flow is outside of set bounds Vset,high

and Vset,low. This means that in the case of coil flushing (2) the power supply is
automatically turned off, while the chiller keeps running. In the emergency case of a
water leak, both the chiller and the power supply are turned off.

The circuit was realized with a microcontroller (ATMEGA168PA). A digital display and
a rotateable knob (Fig. D.2) is used as an interface to set the upper and lower flow levels
and to reset the logic after a flow break or low level in the water tank. The programming
was done using a USB UART interface (FT232RL). The switches for the power supply
and the chiller are external as well as the sensors. The electronic circuit, Fig. D.3,
contains therefore mainly the microcontroller and the USB interface for programming.
There are also two LEDs indicating data transmission and flow break. The circuit was
designed in cooperation with Henrik Bertelsen from our electronic workshop.

D.2 Cameras

Andor Cam Superradiance Settings
Read-Out Rate 50kHz
Temperature -60◦C
Exposure Time 100ms
Shift Speed 0.875µs
Preamplifier Gain 4x

Table D.1
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Figure D.3: Schematic drawing of the electronic circuit containing the microcontroller for the
water flow control system.
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Andor Cam Faraday Settings
Read-Out Rate 1MHz
Temperature -60◦C
Exposure Time 12ms
Shift Speed 0.875µs
Preamplifier Gain 4x

Table D.2

DTA Cam Data Sheet Specifications
Pixel Size 6.8µm
Quantum Efficiency 0.6
Read-Out Noise 14.7 eles
Gain/Sensitivity 1.6 eles/ADU
Dark Current 0.06 eles/s/pix
Shot Noise Limit 360 photons

Table D.3

Andor Cam Data Sheet Specifications
Read-Out Rate 50kHz 1MHz
Pixel Size [µm] 13
Quantum Efficiency 0.95
Read-Out Noise [eles] 2.7 7
Gain/Sensitivity [eles/ADU] 1.4 1.3
Dark Current @ −60◦ [eles/s/pix] 1
Base Level [counts] 3751 3585
Shot Noise Limit [photons] 7 47

Table D.4
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