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ABSTRACT: Intensity-modulated photocurrent spectroscopy (IMPS) and intensity-
modulated photovoltage spectroscopy (IMVS) have proven to provide insights into
the charge carrier dynamics of perovskite solar cells (PSCs), though the interpretation
of measured spectra is not straightforward. Using a one-dimensional drift−diffusion
model, we investigate the effect of mobile ions on the small signal response of PSCs.
The IMPS and IMVS response is derived by sinusoidal steady-state analysis and
Fourier decomposition (FD) of the transient cell response to a light intensity step.
The FD method links the time and frequency domain, giving an additional
perspective for the interpretation of the results at the expense of numerical efficiency.
The simulated spectra are characterized by two separate arcs, where the high-frequency response is attributed to the transport
and recombination of electronic charges, while the low-frequency peak represents the transport of ions. We show that this
model is able to reproduce qualitatively the measurements reported in the literature. The concepts presented in this paper are
applicable for the analysis of the small signal response of any mixed ionic electronic conductor.

1. INTRODUCTION

Since their advent in 2009, halide perovskite solar cells (PSCs)
underwent a rapid development in terms of efficiency.1,2

Furthermore, their potential for low manufacturing costs, the
ideal absorption properties, and high open-circuit voltage make
them a promising candidate to be combined as a top cell with a
bottom silicon cell to form a tandem solar cell.
Numerical simulation of PSCs based on mathematical

models describing absorption, charge transport, and recombi-
nation of electrons, holes, and ions can contribute significantly
to further understand the physical processes in the cell.
Usually, the PSCs are modeled by coupling semiconductor
equations describing transport of electrons and holes (by
drift−diffusion) equipped with a recombination term to
equations for the ionic movement. Taking ion transport into
account, the model has given further evidence for compatibility
of hysteresis and mobile ions.3−7 The primary effect of the
mobile ions is screening of the internal electric field. A plethora
of slow transient effects exhibited by PSCs could be explained
and reproduced with this model.8−10 Owing to the mixed ionic
and electronic nature of charge transport, the models used in
the perovskite community are akin to the ones presented in
papers discussing light-emitting electrochemical cells (LECs)
and mixed ionic electronic conductors (MIECs).11,12

In refs 4 and 9, the drift−diffusion model is solved in two
steps. First, an asymptotic method is used to calculate the
electric potential caused by the mobile ions. Then, in the
second step, the drift−diffusion calculation for the electrons
and holes is performed. In ref 10, the electronic−ionic system
was fully computed without the simplification of the
asymptotic method4 or fixed accumulation layers.6 References
4 and 10 have in common that their modeling domain is

restricted to the perovskite layer, such that the electron
transport layer (ETL) and hole transport layer (HTL) are
treated as metal−semiconductor interfaces with a defined
barrier height and surface recombination velocities. References
3, 5, 6, 13 take ETL and HTL layers explicitly into account by
solving the drift−diffusion model for electrons and holes in the
ETL/HTL as well.
An important class of characterization techniques consists in

applying small perturbations to the cell’s stationary state and
analyzing its response. Examples of this kind of character-
ization techniques are impedance spectroscopy (IS), intensity-
modulated photocurrent spectroscopy (IMPS), and intensity-
modulated photovoltage spectroscopy (IMVS). Intensity-
modulated spectroscopy differs from IS by the type of
perturbation: while the cell is excited by a small electrical
voltage for IS, the cell is exposed to a small sinusoidal
monochromatic illumination for IMPS and IMVS. In all cases,
one measures the cell response either in current (IS and IMPS)
or voltage (IMVS).
Small-perturbation techniques have been applied to

elucidate transport and recombination mechanisms in
PSCs.14,15 Yet a comprehensive theory for the interpretation
of the IMPS and IMVS response of PSCs is still lacking. In this
work, we demonstrate how numerical simulations facilitate the
identification of the physical processes underlying each arc of
the spectra, without regressing to an equivalent circuit model
as discussed in ref 16.
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The present paper is organized as follows: In Section 2, we
describe our modeling approach in detail. In particular, we
explain how the transfer functions of IMPS and IMVS can
consistently be calculated directly from the model equations.
This is done using two standard methods [sinusoidal steady-
state analysis (S3A) and Fourier decomposition (FD)] for the
IS of semiconductor devices, which we adopt for IMPS and
IMVS. The simulations are then verified by comparing the two
methods. In Section 3, we apply our model to investigate the
influence of ion transport on IMPS and IMVS measurements.
We perform several parameter studies to reveal that the high-
frequency response is linked to transport and recombination of
electronic charges, while the low-frequency response of PSCs is
associated with mobile ions. Finally, in the last section, we
summarize our results.

2. METHODS
We consider a PSC with planar device structure. A perovskite
film of thickness d is sandwiched between an n-type ETL and a
p-type HTL. The interfaces are located at x = 0 (ETL) and x =
d (HTL). This compound forms an n−i−p junction, which is
sealed by a transparent conductive oxide and a metal contact.
We assume that the potential is approximately constant

across the ETL and HTL. This simplification is justified by
highly doped or, more generally, highly conductive adjacent
layers. The modeling domain is thus reduced to the perovskite
film x ∈ [0, d]. Peripheral losses are modeled by considering
the RC time constant in the derivation of the IMPS transfer
function.
2.1. Bulk Equations. The perovskite material is treated as

a homogeneous medium which conducts both electronic
charge carriers and ions (MIEC). The continuity equation of
species i = n, p, a, and c (referring to electrons, holes, anions,
and cations, respectively) is given by

∂
∂

+
∂
∂

= −
c
t z q

J

x
G R

1i

i

i
i i

(1)

Here, ci, Ji, and zi are the particle density, current density, and
charge number of species i, respectively, and q is the
elementary charge. We assume that ions are conserved during
cell operation, Gi = Ri = 0 for i = a, c. A Lambert−Beer model
is used for the generation term of electrons and holes. As
intensity-modulated techniques are typically measured with
monochromatic illumination, the generation term reads Gn =
Gp = αΦph exp(−αx), where α is the absorption coefficient and
Φph is the incident photon flux. We assume that trap-assisted
recombination is the dominant recombination mechanism in
the bulk. It is modeled by the Shockley−Reed−Hall (SRH)
expression (given here for midgap traps).

τ τ
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where τn and τp are the SRH lifetimes of electrons and holes
and ni is the intrinsic carrier density.
Carrier transport by drift and diffusion is considered

μ= −
∂
∂

− ∂Φ
∂

J z qD
c
x

qc
xi i i

i
i i (3)

where Φ is the electrostatic potential. We assume Einstein’s
relation for the diffusion coefficient Di and mobility μi. The
model is completed by Poisson’s equation of electrostatics.
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where ε0 and εr are the permittivities of free space and the
relative dielectric constant, respectively.
The total current J is composed of the particle currents Ji

and Maxwell’s displacement current

∑ ε ε= + ∂
∂

J J
E
ti

i r 0
(5)

where E = −∂Φ/∂x is the electric field.
2.2. Initial and Boundary Conditions. We assume that

the adjacent charge-collecting layers are ionically insulating

= = =J J d i a c(0) ( ) 0, ,i i (6)

The total amount of mobile ions in the domain is thus
conserved
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Schottky-type boundary conditions are imposed at the
contacts
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Here, vi is the surface recombination velocity (SRV) and ci̅
refers to the equilibrium carrier density of species i,
superscripts indicate the respective contacts. The SRV vi
describes recombination through interface states, which
reflects the chemical passivation of the interface. In the
limiting case of vn

0 → ∞ and vp
0 = 0 at the ETL contact, the

Robin-type boundary condition 8 transitions into mixed
Dirichlet and Neumann boundary conditions often found in
models of PSCs,4,8 postulating perfectly selective contacts and
sufficient extraction of the majority carriers.17

The boundary condition 8 is usually applied to semi-
conductor−metal contacts. As we assume high doping of the
adjacent layers, their Fermi levels EF

ETL
n

and EF
HTL
p

take the role

of the metal work functions. The difference of the Fermi levels
in the charge-collecting layers raise a built-in voltage

= −V E Ebi F
ETL

F
HTL

n p
. The built-in voltage can be rewritten as

= − Φ − ΦΒV E d
bi g B

0
(9)

where Eg is the band gap of the perovskite material and ΦB
refers to the injection barrier at the contact. The barrier heights
are given by Φ = −E EB

0
C F

ETL
n

and Φ = −Β E Ed
F
HTL

Vp
, where

EC and EV are the perovskite conduction and valence bands.
The equilibrium carrier densities are then related to the
injection barrier by
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Φ
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Here, NC and NV are the effective density of states (DOS) of
the valence and conduction bands, respectively, kB is the
Boltzmann constant, and T the temperature.
For an externally applied voltage Vapp, the potential drop

across the perovskite layer is given by V = Vapp − Vbi. The
potential at the interface to the ETL is defined as zero, which

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b08457
J. Phys. Chem. C XXXX, XXX, XXX−XXX

B

--------------------

http://dx.doi.org/10.1021/acs.jpcc.9b08457


results in the following set of boundary conditions for the
potential

Φ = Φ = −d V V(0) 0, ( ) app bi (11)

Open-circuit conditions are modeled by introducing the
additional boundary condition Japp = 0, while Vapp is treated as
a variable and the additional ordinary differential equation Vapp′
= J(Vapp) − Japp is solved with an initial voltage Vinit close to
VOC. For the transient simulations, we use the initial conditions
consistent with the stationary solution.
2.3. Intensity-Modulated Photocurrent/Photovoltage

Spectroscopy. A small sinusoidal perturbation with angular
frequency ω = 2πf is superimposed on a steady illumination,
Φph(t) = Φph + δΦph exp(iωt) with δ ≪ 1. The current
response J(t) = J ̂ + J ̃ exp(iωt) for a cell kept at short circuit
consists of a large stationary current J ̂ and a small perturbed
component J.̃ The internal IMPS transfer function is then
defined as

δ
=

̃
Φ

Z
J

qIMPS
int

ph (12)

The measured IMPS signal deviates from the idealized IMPS
response by RC attenuation, which is particularly distinct at
high frequencies. For an electrode capacitance C and resistance
R, the attenuation factor is given by18

ω
ω

=
+

A
i RC

( )
1

1 (13)

The external IMPS transfer function is then given by

ω=Z A Z( )IMPS
ext

IMPS
int

(14)

Analogously, the voltage response V = V̂ + Ṽ exp(iωt) for a
cell kept at open circuit comprises a stationary voltage V̂ and a
perturbation Ṽ. The IMVS transfer function is given by

δ
=

̃
Φ

Z
V

qIMVS
ph (15)

In the following sections, we discuss two different strategies
to compute ZIMPS and ZIMVS.
2.4. Sinusoidal Steady-State Analysis (S3A). The S3A

method has usually been applied for the numerical analysis of
the admittance of semiconductor devices.19 The concept is
easily transferable to the IMPS and IMVS case. The bulk
equations are linearized around the stationary operating point
cî, Φ̂. By substituting ci = cî + cĩ exp(iωt) and Φ = Φ̂ + Φ̃
exp(iωt) in eqs 1−4 and calculating the first-order Taylor
expansion (the linearity assumption), one obtains a time-
independent linear system for the perturbed components cĩ, Φ̃,
which is solved for each frequency. The boundary conditions
for the perturbed system are obtained analogously.
2.5. Fourier Decomposition of Transient Excitation

(FD). We monitor the cell response to a small light intensity
step at t = 0, where the cell is in steady state at t = 0− and is
constantly held at either short circuit (IMPS) or open circuit
(IMVS). The time-dependent illumination intensity is given by
Φph(t) = Φph + δΦphH(t), where H(t) is the Heaviside step
function and δ≪ 1. The transfer functions can then be written
as Fourier transform of the transient excitation

=
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The Fourier transform of the Heaviside function evaluates to
δ ω{ Φ − Φ } = Φ−q t q q i( ) (0 ) /ph ph ph . We separate the Four-

ier transform of the cell response into real and imaginary parts
to obtain the following expressions for the transfer functions.
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Similar formulae have been derived for the admittance of
semiconductor devices.19−21

2.6. Numerical Simulation. The list of model parameters
is summarized in Table 1. Following ref 4, we consider
positively charged halide vacancies (cations) as mobile ionic
species and therefore set the mobility of anions equal to zero.
A recent paper (see ref 13, Supporting Information) suggests
that including two types of mobile ionic species (one anionic
and one cationic) in the model has a minor effect on the
simulation results, if the mobility of the anions is much lower

Table 1. Standard Set of Parameters

description, reference symbol value unit

perovskite layer thickness d 500 nm
relative permittivity25 εr 62
conduction band minimuma EC −4.3 eV
valence band maximum EV −5.9 eV
effective DOS conduction band26 NC 6.98 × 1018 cm−3

effective DOS valence band26 NV 2.49 × 1018 cm−3

ionic density at equilibrium22,27 c0 1.6 × 1019 cm−3

mobility electrons/holesb μn, μp 0.1 cm2 V−1 s−1

mobility cationsc μc 1 × 10−10 cm2 V−1 s−1

mobility anions μa 0 cm2 V−1 s−1

electron/hole lifetime28,29 τn, τp 5 × 10−8 s
barrier height ΦB

0, ΦB
d 0.2 eV

SRV majority carrier vn
0, vp

d 1 × 106 cm s−1

SRV minority carrier23 vp
0, vn

d 450 cm s−1

absorption coefficient at
λ = 625 nm30

α 45 000 cm−1

incident spectral photon fluxd Φph 3.15 × 1017 cm−2 s−1

aCorresponds to Eg = 1.6 eV. Values are within the range reported in
ref 31. bReported values range from 0.1 to 100 cm2 V−1 s−1, cf. refs 32
and 33. cReported values range from 10−10 to 10−6 cm2 V−1 s−1, cf. ref
34. dCorresponds to 1000 W m−2 for monochromatic light with λ =
625 nm.
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than the mobility of the cations. The origin of ionic charge
transport in PSCs is still under debate.22,23 The parameter
values associated with mobile ions make the model numerically
challenging. Ions accumulate in narrow boundary layers (the
Debye length is given by = ≈ ≪L d2.3 nmD ), and the time
scales of ionic and electronic transport differ by several orders
of magnitude (μc ≪ μn). Because of these unfavorable ratios,
considerable effort has been put into the development of
combined analytical and numerical methods, resulting in more
benign numerical problems.4,8,9,24 Here, we opt for a purely
numerical approach, and we will discuss the differences to
methods adopted in the literature in the Results section.
The equations are spatially discretized by the Scharfetter−

Gummel scheme in combination with nonuniform mesh
refinement toward the edges. We use backward differentiation
formula methods with exponentially distributed time steps for
temporal discretization. The resulting nonlinear system of
equations is solved with the Newton−Raphson method. All of
the aforementioned methods are readily available in the
commercial software tool Comsol Multiphysics 5.3a, which is
used for all simulations. Similar methods have been
successfully applied in the context of LECs or more generally
for MIEC devices.11,12

In order to verify the simulation results, we compute the
IMPS and IMVS response using both the S3A and FD
techniques. The S3A method is more efficient and accurate, as
the system equations are formally linearized.19 For the FD
method, we set δ = 0.01 as a compromise between numerical
precision and linearity of the system response. A Levin-type
integration method is used to numerically evaluate the highly
oscillatory integrals.
The time steps of the transient simulation need to be chosen

small (Δt ≪ ω−1) for the calculation of accurate high-
frequency responses by means of FD. To reduce the
computation time, we enforce the system to quickly reach
steady state by increasing the mobility of the ions. Still, the
response of the ionic and electronic subsystems is clearly
distinguishable. We obtain an excellent agreement of the two
methods, cf. Figures 1 and 2.

In the case of IMVS, we encounter difficulties to obtain
convergence for the S3A method. We therefore reduce the
ionic density at equilibrium to verify both techniques. The FD
method has proven to be numerically more robust. The IMVS
spectra shown in the Results section are therefore derived with
FD, while we use S3A to simulate the IMPS responses in the
following.

3. RESULTS AND DISCUSSION
Typical simulated IMPS and IMVS responses are illustrated in
Figures 3 and 4, where two separate arcs are clearly
distinguishable. The fast (high-frequency) component can be
attributed to the transport and recombination of electronic
charges, while the slow component (low-frequency) represents
the transport of cations.
Similar low-frequency peaks of the IMPS and IMVS

responses of PSCs have been reported in refs 8, 35−44
(IMPS) and refs 40−42, 45−47 (IMVS). The low-frequency
response has been repeatedly attributed to ionic movement.
Our simulation results qualitatively reproduce the reported
measurements, further substantiating the hypothesis that the
low-frequency arc is linked to the reorganization of slowly
responding ions.

3.1. Influence of Ion Transport on the IMPS and IMVS
Results. The influence of parameters associated with the ionic
subsystem on the IMPS response is shown in Figure 3.
Increasing the mobility of cations only causes a shift of the
slow component to higher frequencies. Varying the ionic
density involves a similar shift but also a more pronounced
low-frequency response, as can be seen in Figure 3d. For high
ion concentrations, cc ≫ cn, the time constant extracted from
the low-frequency peak matches with the dielectric relaxation
time τ = εrε0/qμcc0. Notably, the low-frequency time constant
is inversely proportional to both the mobility and the density
of ions, τlf ∝ (μcc0)

−1.
A shift of the slow component with the same qualitative

trend as shown in Figure 3 has been reported in refs 35, 37, 38,
where the ionic response has been linked with the average
grain size of the perovskite layer. According to Figure 3, we can
interpret this behavior as a dependence of the ion mobility or
ionic density on the morphological structure of the perovskite
film. This is in line with the analysis of ion migration in the
context of film morphology, where a critical role has been
assigned to grain boundaries. Faster ion transport at the grain
boundaries than in grain interior has been reported.48−50

We observe two pronounced high-frequency arcs in the
IMPS response for low ionic densities, cf. Figure 3d. Three
distinct arcs have been reported, for example, in refs 14, 35, 37,
51. Therein, the high-frequency response has been attributed
to the transport processes in the perovskite layer, while the
intermediate arc has been attributed to the TiO2 scaffold. This
reasoning is not applicable to our simulation results, as we
consider solely the perovskite layer in our model. We
performed additional simulations to determine the origin of

Figure 1. Real (black) and imaginary (blue) parts of the IMPS
transfer function derived by the S3A (solid line) and FD (dotted)
methods. We set μc = 1 × 10−7 cm2 V−1 s−1 for this figure.

Figure 2. Real (black) and imaginary (blue) parts of the IMVS
transfer function derived by the S3A (solid line) and FD (dotted)
methods. The parameters of the ionic subsystem are c0 = 1.6 × 1017

cm−3 and μc = 1 × 10−5 cm2 V−1 s−1.
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the high-frequency splitting. A simultaneous increase of both
the electron and hole mobilities leads to a shift of both high-
frequency arcs, revealing that both arcs can be attributed to a
transport process. We do not attribute the two high-frequency
arcs to different transport times of electrons and holes, as
different mobilities μn ≠ μp generate an additional arc
(corresponding to the transport of electrons and holes,
respectively). Changing the ionic density in the perovskite
layer severely influences the potential and hence the
distribution of electrons and holes across the layer. We believe
that the high-frequency splitting for equal motility μn = μp and

low ion concentration as shown in Figure 3d are explicable by
the nonuniform charge distribution across the perovskite layer,
which leads to two distinguishable time constants. We note
that the high-frequency response has been reported to be
dominated by RC attenuation,15 which is neglected in Figure 3.
The high-frequency splitting as discussed here is therefore
presumably not observable experimentally. The effect of RC
attenuation is discussed in the next section.
The IMVS response is characterized by two different time

constants, which are linked to the electronic and ionic
subsystems. The influence of parameters associated with

Figure 3. Simulated IMPS response for varying mobility μc (a,b) and density c0 (c,d) of the mobile cations. Parts (a,c) show the Nyquist plot and
parts (b,d) show the imaginary part of the transfer function, revealing the effect of ionic mobility and density on the low-frequency peak.

Figure 4. Effect of cation mobility μc (a,b) and cation density c0 (c,d) on the IMVS response. Subfigures (a,c) show the Nyquist plot with
corresponding imaginary component spectra depicted in (b,d), demonstrating the effect of the ionic subsystem on the low-frequency response.
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mobile ions is shown in Figure 4. Increasing the mobility or
density of cations causes a shift of the slow component to
higher frequencies. The same reasoning as for the IMPS results
applies here.
3.2. Analysis of the High-Frequency Response. The

influence of parameters associated with the electronic
subsystem on the IMPS and IMVS results is shown in Figure
5. The high-frequency time constant of the IMVS response is
interpreted as carrier lifetime.15,52 For perfectly selective
contacts, vp

0 = vn
d = 0, the high-frequency time constant can

be associated with the bulk lifetime. We have neglected surface
recombination in Figure 5d for clarity, as superposition of the
two recombination processes makes association of the high-
frequency time constant less apparent. The high-frequency
time constant of IMPS results is a measure for the mean
transport time of generated carriers to the respective contacts
and is hence related to the mobility of electrons and holes.52

We illustrate the dependence of the high-frequency response
on the charge carrier mobilities in Figure 5b, where RC
attenuation has been neglected. Note that the high-frequency
IMPS response associated with charge transport is not
measurable for PSCs, as it is dominated by the RC time
constant.15 We will address RC effects later in this section.
The parameters associated with the electronic subsystem not

only affect the high-frequency response but also have an
impact on the low-frequency results. Vice versa, the parameters
associated with the ionic subsystem may influence the high-
frequency response, cf. Figure 3d. The additional charges
generated by light perturbation modify the electric field within
the perovskite layer, forcing the mobile ions to equilibrate.
This ionic current again affects the transport and recombina-
tion of electronic charges via the potential. These coupling
effects are in line with the models used to interpret the
impedance spectra of PSCs,53,54 where the modulation of the

electronic recombination, charge injection, and transport
caused by ion redistribution have been discussed.
The high-frequency IMPS response has been reported to be

dominated by the time constant RCgeo.
15,16,40 We show the

effect of RC attenuation on simulated IMPS results in Figure 6
for C = Cgeo = εrε0/d and R = 1 − 100 Ω cm2, covering a wide
range of values reported in the literature.15,16,55 For a
resistance of R = 1 Ω cm2, the associated time constant τRC

Figure 5. Simulated IMPS response (a,b) for varying mobilities μn, μp of electrons and holes and simulated IMVS response (c,d) for varying SRH
lifetimes τn, τp. Parts (a,c) show the Nyquist plot and parts (b,d) show the imaginary part of the transfer function, demonstrating the effect of
transport and recombination of electronic charges on the high-frequency response. We assumed perfectly selective contacts vp

0 = vn
d = 0 for the

simulation of IMVS.

Figure 6. Simulated IMPS response for varying resistance R,
illustrating the effect of RC attenuation with C = Cgeo = εrε0/d.
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≈ 1.1 × 10−7 s is roughly in the same range as the time
constant related to charge transport. For resistances of the
order R ≥ 10 Ω cm2, the high-frequency response is
completely dominated by RC effects. We have used electron
and hole mobilities of μn = μp = 0.1 cm2 V−1 s−1 for our
simulations, which are on the lower end of the reported
values.32,33 For mobilities given by μn = μp ≥ 1 cm2 V−1 s−1, the
high-frequency response is dominated by RC attenuation even
for very low resistances of the order R = 1 Ω cm2. Our
simulation results confirm that the high-frequency IMPS
response associated with transport of electronic charges is
dominated by the RC time constant. Recently, it has also been
shown for transient photovoltage (which is the time equivalent
of IMVS) that the extracted time constant is governed by
recombination at high light intensities but dominated by RC
effects in the limit of low light intensities.56

At high frequencies, both the IMPS and IMVS transfer
functions may cross the imaginary axis, cf. Figures 5 and 6. The
negative real parts of the transfer functions at high frequencies
have been discussed in refs 52 and 57. In the case of IMPS, this
feature is caused by RC attenuation. The negative real parts of
the IMVS transfer functions have been associated with
nonuniform charge generation by Halme et al.52 As we use
the Lambert−Beer model for the generation of electrons and
holes, we obtain a similar spiraling to the origin at high
frequencies.
3.3. Simulation of IMPS and IMVS for Varied

Irradiance. The dependence of the simulated IMVS response
on illumination intensity is depicted in Figure 7. It is
characterized by a high-frequency time constant, which is
inversely proportional to the light intensity, τhf

IMVS ∝ Φph
−1, and

a low-frequency time constant, which shows negligible
dependence on illumination intensity. The trend of these
time constants is in agreement with the measurements

reported in refs 40 and 46. Our simulation results differ
qualitatively from the reported measurements as the simulated
low-frequency peak appears in the first quadrant while the
measurements remain exclusively in the fourth quadrant. This
difference is discussed in the next section.
For low intensities, the total capacitance of the device is

dominated by the geometric capacitance Cgeo and is thus
independent of the irradiance. The recombination resistance
Rrec is inversely proportional to the light intensity and so is
τhf
IMVS = RrecCgeo, and the simulation results are thus consistent
with the discussion given in ref 15. For large photon fluxes
(Φph > 3 × 1017 cm−2 s−1 and parameters as in Table 1), we
obtain chemical capacitances of the order of the geometric
capacitance, leading to deviations from the relation τhf

IMVS ∝
Φph

−1.
For the simulation of IMPS, we set the series resistance to R

= 50 Ω cm2. The high-frequency response is dominated by the
time constant equivalent to f ≈ 2.9 × 104 Hz, obscuring the
effect of electronic charge carrier transport.14,16 The simulated
IMPS results in Figure 8 are thus characterized by a high-

frequency arc in the upper quadrant dominated by RC
attenuation and independent of illumination intensity,
followed by a low-frequency arc in the lower quadrant,
which is more pronounced for higher light intensities. A low-
frequency arc in the first quadrant with similar trends to light
intensity has been reported in ref 44.

3.4. Linking the Time and Frequency Domain. The FD
method links the time and frequency domain, which can
facilitate the interpretation of IMPS and IMVS results. The
transfer into time domain has been used to reveal the origin of
negative capacitance measured in the impedance spectra of
organic solar cells21 and more recently in PSCs.54 We discuss
the correlation of time and frequency domain exemplarily for
the influence of the SRV on the IMVS response. Figure 9a,b

Figure 7. Simulated IMVS response for varying illumination intensity.
While the high-frequency time constant is inversely proportional to
the light intensity, the low-frequency time constant shows negligible
dependence on the illumination intensity.

Figure 8. Simulated IMPS response for varying light intensity. We set
R = 50 Ω cm2, τn = τp = 1.6 × 10−6 s, and μn = μp = 0.01 cm2 V−1 s−1

so that the simulation results qualitatively match the measurements
reported in ref 44.
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reveals a considerable effect of the surface recombination on
the IMVS results. The transient open-circuit voltage response
to a small intensity step at t = 0 is depicted in Figure 9c, which
is characterized by a first increase on the microsecond time
scale followed by further relaxation at the order of seconds.
For high surface recombination, the IMVS response is

exclusively in the fourth quadrant, while for reduced surface
recombination, the low-frequency arc of the IMVS response
crosses the real axis. This feature can be explained in the time
domain by the transient behavior of the open-circuit voltage.
The real and imaginary parts of the transfer function are
determined by the Fourier sine and cosine transforms of the
transient open-circuit voltage relative to its stationary value, cf.
eq 17. In the low-frequency limit, we set cos(ωt) ≡ 1, which
results in the integral ∫ 0

∞V(t) − V(∞)dt. The sign of this
integral reveals whether ZIMVS will tend to the real axis from
the upper or lower half plane. For low surface recombination
velocities, this integral becomes positive [the sign of the
integral is easily read off (Figure 9c), considering the
logarithmically plotted time axis], which results in Im(ZIMVS)
> 0 for low frequencies.
The crossing of the real axis of the IMVS transfer function

can thus be attributed to the nonmonotonic behavior of the
open-circuit voltage after an intensity step. This non-
monotonicity can be explained by the ambiguous effect of
ionic redistribution on the open-circuit voltage dependent on
the surface recombination, yet a detailed analysis of this issue is
not within the scope of this paper. For the discussion of
nonmonotonic photovoltage transients of cells subjected to a
change in light intensity, we refer to Calado et al.5 and Walter
et al.10

3.5. Coupling of the Electronic and Ionic Subsystems.
To tackle the numerical complexity of the system (1−4), a
different solution strategy has been suggested by Richardson et
al.4 The underlying assumption made therein is that the
contribution of electronic charges to the potential is negligible.
This results in a decoupled ionic subsystem, which has been
described analytically with an expression for the potential drop
across Debye layers. Electrons and holes have further been
assumed to equilibrate instantaneously.
This approach reduces the demands on spatial and temporal

discretization. However, it results in a “one-way coupled
system”, as the ionic distribution affects the electronic
subsystem via the potential, but the ionic subsystem does
not react to changes of electronic charges. Consequently, we
name the approach chosen in the present paper “fully coupled
system”. We use the expression “fully coupled system” for
distinction of the two strategies, establishing the fully coupled
system is not an achievement of the present paper. In fact, the

fully coupled system has been solved in ref 4 for a more
favorable set of parameters, and it has been solved in the MIEC
and LEC community before PSCs have emerged.11,12

We argue that there is no need for the aforementioned
simplifications as it is indeed possible to resolve Debye layers
by suitable numerical tools even for challenging sets of
parameters. We emphasize the necessity to solve the fully
coupled set of equations for the simulation of IMPS and IMVS,
as the perturbation is induced in the electronic subsystem by
light modulation. We take the view that one-way coupling is
not suitable for this type of problem, as the ions would not
react to the excitation. An equivalent circuit model in
conjunction with one-way coupling has been suggested by
Domanski et al.8 to model IMPS, yet the analytic expression
derived therein admits only a single time constant.
The validity of one-way coupling has been demonstrated for

current−voltage curves in refs 4 and 24, though it has
subsequently also been applied for the investigation of
transient effects on time scales below seconds.8,9 In order to
reveal the differences between one-way and full coupling, we
recalculate the transient cell response to a voltage step, which
has been discussed within the one-way coupled system by
O’Kane et al.9 Therein, the electronic charges equilibrate
instantaneously and the potential is fully determined by the
ionic distribution, leading to a cell response which is
characterized by a single time constant attributed to the
ionic redistribution. This is in contrast to the fully coupled
system, where two time constants related to electronic charges
and ions evolve.
For one-way coupling, we reproduce exactly the simulation

results presented in ref 9, which further verifies our simulation
results. In contrast, we obtain considerable qualitative
deviations for time scales below seconds with the fully coupled
system, cf. Figure 10. The difference is caused by the
redistribution of holes, which react much quicker than ions
to the applied potential. This leads locally to hole
concentrations exceeding ion concentrations near the anode,
even though the total ion concentration within the cell is by
several orders of magnitude higher than the total hole
concentration. In the fully coupled system, this results in an
electric field, which is not exclusively determined by the
distribution of ions.

4. CONCLUSIONS
The IMPS and IMVS response of PSCs has been analyzed in
the setting of a one-dimensional drift−diffusion model. The
small signal behavior of a device exposed to light intensity
perturbation has been numerically derived with S3A and FD of
transient excitation, two standard techniques usually employed

Figure 9. Simulated IMVS response (a,b) for varying SRV of the minority carrier. (c) Transient photovoltage response to a small light intensity
step at t = 0.
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in the context of numerical device simulation of IS. The FD
method correlates the frequency and time domain, the latter of
which is often easier to interpret. The necessity to consider full
coupling of the electronic and ionic subsystems has been
discussed.
Simulated IMPS and IMVS responses exhibit two clearly

distinguishable time constants. The high-frequency response is
associated with the transport and recombination of electronic
charges, while the low-frequency response is attributed to the
redistribution of mobile ions. The effect of ion transport on the
IMPS and IMVS response predicted by our model has been
thoroughly analyzed. Exemplarily for varied illumination
intensity, a parameter study has shown that the simulation
results are in good qualitative agreement with measurements
reported in the literature.
In summary, we have presented a model which is capable of

explaining the qualitative IMPS and IMVS behavior of PSCs.
The simplicity of the model makes it particularly suitable for
the interpretation of IMPS and IMVS results and to associate
the high- and low-frequency response to the underlying
physical processes. It builds further evidence for the plethora of
novel dynamic effects exhibited by PSCs which are explicable
by ion movement. To achieve quantitative fitting for parameter
extraction, a more detailed model considering the charge
transport in the ETL and HTL would be necessary.
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