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#### Abstract

This thesis discusses two different problems in motion planning for autonomous driving. The first is the problem of optimizing a lattice planner control set for any particular autonomous driving task, with the goal of reducing planning time for that task. The driving task is encoded in the form of a dataset of trajectories executed while performing said task. In addition to improving planning time, the optimized control set should capture the driving style of the dataset. In this sense, the control set is learned from the data and is tailored to a particular task. To determine the value of control actions to add to the control set, a modified version of the Fréchet distance is used to score how useful control actions are for generating paths similar to those in the dataset. This method is then compared to the state of the art lattice planner control set optimization technique in terms of planning runtime for the learned task.

The second problem is the task of extending the Responsibility-Sensitive Safety (RSS) framework by introducing swerve manoeuvres in addition to the nominal braking manoeuvres present in the framework. This includes comparing the clearance distances required by a swerve to the braking distances in the original framework. This comparison shows that swerve manoeuvres require less distance gap in order to reach safety from a braking agent in front of the autonomous vehicle at higher speeds. For more realistic swerve manoeuvres, the kinematic bicycle model is used rather than the 2-D double integrator model considered in RSS. An upper bound is then computed on the required clearance distance for a swerve manoeuvre that satisfies bicycle kinematics. A longitudinal safe following distance is then derived that is provably safe, and is shown to be lower than the following distance required by RSS at higher speeds. The use of the kinematic bicycle model is then validated by computing swerve manoeuvres with a dynamic single-track car model and Pacejka tire model, and comparing the single-track swerves to the bicycle swerves.
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## Chapter 1

## Introduction

One of the fundamental tasks of autonomous driving is safe motion planning, the task of deciding where the car needs to go, while avoiding obstacles, obeying traffic rules, and respecting the fundamental limits of what the vehicle can do. One factor that makes safe motion planning difficult is the speed with which the situation around a car can evolve with time. To compensate, autonomous driving motion planners often need to make decisions quickly, so as to respond to ever-changing stimuli in the environment. In addition, autonomous vehicles need to be proactive when it comes to safety, in order to be robust to a variety of different potential actions from other agents in the environment.

This thesis analyzes and discusses two problems in the domain of safe motion planning for autonomous driving. The first aims to improve path planning efficiency by leveraging human data to specialize a particular planner to a particular driving task. These driving tasks come from a wide variety of problems encountered in motion planning for autonomous driving, ranging from parking lot manoeuvres to unprotected left turns. By making the planner specialized to a particular task, the planner is able to solve motion planning problems associated with that task more quickly. The next problem involves determining when it is safe for the autonomous vehicle to perform swerve manoeuvres in specific situations. This is done by computing the initial distance required between the swerving autonomous vehicle and the vehicle in front of it. In addition, this initial distance is compared to the distance required by a brake manoeuvre, and it is shown that swerving allows for vehicles to use the roadway more efficiently by reducing the gap between vehicles. To demonstrate safety, this thesis shows that these manoeuvres are robust to a range of possible agent actions, while not being so conservative as to over-constrain the autonomous vehicle.

### 1.1 Learning a Lattice Planner Control Set for Autonomous Driving

A crucial portion of autonomous driving is motion planning. It is important for autonomous vehicles to be able to quickly generate a collision-free, kinematically feasible path towards their goal that minimizes the total cost of the path. An algorithm commonly used in path planning is the lattice planner[81]. The goal of this work is to leverage data to improve lattice planning for a particular autonomous driving task, while also capturing aspects of the driving style present in the dataset. In this work, the driving task is assumed to be implicitly encoded in the given dataset.

As will be discussed in further detail in section 3.1, the lattice planner is a graphbased approach to the path planning problem that reduces the search space into a uniform discretization of vertices corresponding to positions and headings. Each vertex in the discretization is connected to other points by kinematically feasible motion primitives, known as control actions[84]. The lattice planner thus reduces the path planning problem into a graph-search problem, which can be solved with A* or any other appropriate graph search algorithm[83, 68, 41, 121]. An example of a lattice graph is given in 1.1.

The aim of this portion of the thesis is to develop a method for learning a lattice planner control set from a dataset of trajectories representative of a particular driving task. In doing so, the learned control set should allow for fast planning for that particular task, and in addition, the learned control set should capture the driving style present in the dataset. To do this, a densely populated lattice control set is refined into a set of control actions that is optimized for the task implicitly represented by the dataset. Crafting control sets in this manner will allow for specific control sets for specific driving tasks. For example, one could generate a control set for roundabouts, parking lots, and u-turns. This would allow for a speedup in planning time as compared to having one large general lattice for each task, as the branching factor of each vertex in the lattice graph would be smaller.

### 1.2 Safe Swerve Manoeuvres for Autonomous Driving

The main bottleneck for the public acceptance and ubiquity of autonomous driving is the current lack of safety guarantees. There are three main ways to establish the safety of an autonomous vehicle. The first involves measuring crash statistics over a large number of


Figure 1.1: An example of a lattice graph which will be used in the first portion of this thesis, with labelled vertices. The control set is given by $C$, and each control action is labelled by the number of path points (excluding the origin point). An example control set from a different initial heading is given in orange at vertex $k$. The dataset path to search the lattice for, $P_{d}$, is given in red.
autonomously driven kilometres and comparing them to the equivalent human rates for each category of collision severity. However, particularly with severe collisions, the number of kilometres required to establish a statistically significant collision rate renders this method impractical for establishing safety [55].

An alternative method for determining the safety of a system is through scenario-based verification [104]. This method uses a set of scenarios that validate the vehicle's behaviour across a representative set of situations. The goal is for the set of scenarios to capture most of the required driving behaviour necessary for safe driving. However, it is difficult to construct such a set of scenarios that captures all of the challenging conditions faced by an autonomous vehicle [1].

A third approach for verifying the safety of a system is formally proving the behaviour of a vehicle is safe [3, 4, 96, 62]. In order to compute useful safety bounds, these works often include simplifying assumptions. The difficulty with this method lies in selecting reasonable assumptions to make. The stronger the assumptions made, the easier to prove the system is safe. However, if the assumptions are too strong, they may not hold in general driving scenarios. An additional challenge with this method is that to prove safety, the
driving behaviour may need to be conservative, or highly restrictive.

This portion of the thesis addresses the latter issue, especially as it pertains to the Responsibility-Sensitive Safety (RSS) framework [96]. Fundamental to the RSS framework is its assumption of responsibility, and that agents have a duty of care to one another. The assumption of responsible behaviour allows for the autonomous vehicle to make meaningful progress in the driving task. Under other frameworks that assume adversarial agents, the autonomous vehicle often exhibits over-conservative behaviour that impedes progress. By assuming responsible behaviour, one can compute safe distance gaps between vehicles based on their speeds, reaction times, and maximum accelerations, assuming both agents exhibit particle model kinematics. As long as these distance gaps are maintained, no collisions can occur. The work in this thesis extends this analysis to prove safety when using swerves feasible for the kinematic bicycle model. The kinematic bicycle model is discussed in detail in section 3.3.

### 1.3 Thesis Contribution

This thesis analyzes two problems in the domain of motion planning for autonomous driving. The first part of the thesis focuses on the problem of optimizing a lattice planner control set according to a particular task, which is encoded as a set of trajectories executed as part of that task. We use a modified version of the Fréchet distance in combination with a graph search to determine which control actions are most useful for executing the trajectories present in the task dataset. The control actions are selected from a densely populated control set, and the optimized control set is built bottom-up [50]. We then validate this method by comparing it to the state of the art lattice planner control set computation technique [81] with respect to computation time, as well as matching the driving style of the dataset. Driving style is measured by comparing the curvature of the planned paths to those in the dataset. The datasets used in the experiments are both real human-driven trajectories in a roundabout, as well as synthetic turn manoeuvres.

The second part of the thesis explores extending the Responsibility-Sensitive Safety (RSS) by using swerve manoeuvres feasible for the bicycle model as a valid response in addition to braking. There are two main contributions in this chapter. The first is a novel extension of the RSS framework to include kinematically feasible swerve manoeuvres, according to the kinematic bicycle model. To do so, an initial distance between the swerving agent and the agent in front of it is computed that is sufficient to guarantee safety. This
initial distance is then used to compute the gap required to a lead vehicle when performing lane change or lane shift manoeuvres. The second contribution is a validation of the use of the kinematic bicycle model by comparing the bicycle swerve manoeuvres to manoeuvres generated under a dynamic single-track model. This dynamic single-track model includes a Pacejka tire model to account for road surface traction. This thesis shows that the kinematic model, when lateral acceleration is constrained, can accurately estimate the longitudinal distance required to perform swerve manoeuvres using the dynamic singletrack model.

### 1.4 Organization

This thesis is organized as follows. A review of the literature on motion planning for autonomous driving, RSS, and swerve manoeuvres is presented in chapter 2. Next, chapter 3 discusses the necessary mathematical preliminaries for lattice planning, spiral path planning, vehicle kinodynamic models, and RSS. The contents of chapter 4 discuss how to optimize a lattice planner control set. Next, chapter 5 analyzes swerve manoeuvres and proves their safety. Finally, the conclusions of this research and potential future work is discussed in chapter 6.

## Chapter 2

## Literature Review

### 2.1 Motion Planning for Autonomous Driving

The task of motion planning for autonomous driving has been studied extensively [76]. In the literature, there are three families of planners that are commonly used.

### 2.1.1 Variational Optimization Planners

The first group is those that use calculus of variations to optimize a trajectory function of time according to a cost functional. Alternatively, they may optimize a path function of arc length instead. If $\pi$ is the trajectory function to optimize, $J$ is the cost functional, $\mathbf{x}_{\text {init }}$ is the initial state, $X_{\text {goal }}$ is the set of goal states, and $f$ and $g$ capture the kinodynamic constraints of the system, then the general form of the problem these planners try to solve is

$$
\begin{array}{lc}
\underset{\pi}{\operatorname{argmin}} & J(\pi) \\
\text { s.t. } & \pi(0)=\mathbf{x}_{\text {init }} \\
& \pi(T) \in X_{\text {goal }} \\
& f\left(\pi(t), \pi^{\prime}(t), \ldots\right)=0, \forall t \in[0, T] \\
& g\left(\pi(t), \pi^{\prime}(t), \ldots\right) \leq 0, \forall t \in[0, T] .
\end{array}
$$

These problems are usually projected into a lower dimensional vector space and solved as non-linear programs [76, 22, 21]. These types of planners have been successfully applied
to autonomous driving $[105,118,106]$, and more generally to mobile robotics as well. In particular, the CHOMP [90, 122] and TrajOpt [95] are two variational methods that are commonly used.

### 2.1.2 Sampling-based Planners

The second group of planners are the sampling-based planners, which sample the configuration space of the vehicle to generate kinodynamically feasible paths to a goal set. In general, these methods incrementally build up an increasingly fine discretization of the configuration space until the goal is reached [76]. RRT* and PRM* are examples of such algorithms [56]. These algorithms have been used with great success in both urban and off-road environments, and are robust to unstructured or previously untested scenarios [59].

### 2.1.3 Lattice Planners

The final group of planners, and the focus of the first problem discussed in this thesis, are the lattice planners. At a high level, a lattice planner discretizes the configuration space with the goal of decomposing the motion planning problem into a tractable graph search problem.

Broadly speaking, there are two varieties of lattice planner used in autonomous driving. The first is the standard lattice planner [83, 81], in which a database of manoeuvres is computed offline. The vertices of the graph are uniform samples of the configuration space, and the edges are formed by the manoeuvres in the database. The advantage of these types of lattice planners is that most of the planning and collision checking process is pre-computed offline [82], which reduces online planning to graph search. The disadvantage is that these planners do not exploit the on-road structure inherent to motion planning in autonomous driving. These planners then require a large database of manoeuvres, in which only a small fraction of manoeuvres are relevant at a given time [65]. This type of planner excels in semi-structured environments where complex manoeuvres are required, and as a result, a large variety of manoeuvres within the database will be used. Examples of such environments include culdesacs and parking lots [105].

The second variety of lattice planners are the conformal lattice planners. The fundamental difference between these lattice planners and the standard lattice planners is that
the configuration space is sampled relative to the road the car is travelling on. In general, this means that the configuration states are sampled along the Frenet frame of the road, instead of sampled uniformly in configuration space [68, 42, 112, 40]. The advantage of these lattice planners is that since the configurations are relative to the road, the planner needs to consider fewer manoeuvres to plan a feasible path. However, since the Frenet frame of the road varies between each planning cycle, a conformal lattice planner cannot pre-compute the manoeuvres that make up the edges of its search graph. Instead, they must be generated through optimization methods (such as those in Section 2.1.1). This can be computationally expensive, and limits the breadth and depth of the search graph that can be considered.

### 2.2 Data-driven Motion Planning

The first portion of this thesis focuses on using datasets of paths to inform the construction of lattice planner control sets. However, previous research into data-driven motion planning has often focused on learning search heuristics or policies for the motion planner rather than learning the underlying structure of the planner itself. Ichter et al. developed a method for learning a sampling distribution for RRT* motion planning[51]. Imitation learning can also be used to learn a search heuristic based on previously planned optimal paths $[18,8]$. Paden et al. have developed a method for optimizing search heuristics for a given kinodynamic planning problem[77]. Xu et al. used reinforcement learning to learn a control policy for quadcopters by training on MPC outputs[116].

For work involving lattice planner control set optimization, Pivtoraiko et al. have developed a D*-like (DL) algorithm for finding a subset of a lattice control set that spans the same reachability of the original control set, but does so within a multiplicative factor of each original control action's arc length[82]. This algorithm does not rely on data, but instead relies on the structure of the original control set to find redundancy. In contrast, the method outlined in this thesis attempts to leverage data for a particular application to optimize the control set. This thesis uses the DL algorithm as the state-of-the-art comparison for the quality of the presented learning algorithm.

Optimizing a lattice planner control set requires a measure of similarity between two paths. This has been discussed in the field of path clustering [115], where measures such as the pointwise Euclidean distance, Hausdorff distance[14], the Longest Common Sub-

Sequence, and the Fréchet distance[26] are commonly used.

The work most closely related to the process of matching a specific path in a graph is the map-matching problem [107, 13]. The problem entails finding a path in a planar graph embedded in Euclidean space that best matches a given polygonal curve according to the Fréchet distance. However, unlike the work in this thesis, the map-matching algorithm requires the full graph to be defined beforehand, and cannot be used if the graph is implicitly defined in terms of the lattice control set. Another similar problem is that of following a path in the workspace for a redundant manipulator [74, 47].

When using data to inform the construction of a lattice control set, it would be beneficial for the learned control set to capture the driving style present in the data. In terms of driving style, Macadam gives a broad overview of the driving task[67]. This thesis focuses on the properties of paths and not trajectories. For the driving style of a given path, one of the most intuitive indicators is the vehicle's steering function, which under the commonly used bicycle model[86], is directly related to path curvature. As such, curvature serves as a natural measure for comparing the driving styles of different paths. A path with points of high curvature corresponds to a a more aggressive steering function, and vice versa.

### 2.3 Responsibility-Sensitive Safety (RSS)

While there are many approaches to formally defining and proving safety for autonomous driving, this thesis focuses on extending the RSS framework [96]. At the core of this framework is the required distance that must be maintained between the autonomous vehicle and the agents adjacent to it at all times. Under the assumptions of the framework, so long as the appropriate distance gap is maintained, no collisions can occur. This required distance gap is computed such that the autonomous vehicle can safely and comfortably brake in response to another agent in front of it performing a hard brake. In RSS, this distance gap takes the limits of comfortable and responsible deceleration as well as the reaction delay of the autonomous vehicle into account.

Fundamental to the RSS framework is its assumption of responsibility, and that agents have a duty of care to one another. This assumption allows for the autonomous vehicle to make meaningful progress in the driving task. Under other frameworks that assume adversarial agents, the autonomous vehicle often exhibits over-conservative behaviour. This
is especially true with reachability methods, which can cause the autonomous vehicle to be overly cautious or evasive when interacting with other agents [4, 62].

### 2.4 Swerve Manoeuvres

Previous work on emergency manoeuvres for autonomous driving have often focused on feasible swerve manoeuvres according to various kinodynamic models [94]. In particular, many of these papers have assumed some variant of the bicycle model [100, 98, 97, 24] and performed optimization to generate optimal swerve manoeuvres. However, under these models the optimal solution is not generated through a closed form solution, which makes formally proving safety challenging.

Other work has instead simplified the vehicle model to a point mass or particle model [99, 52, 78] in order to yield closed form, optimal solutions. However, this comes at the cost of the non-holonomic constraint present in the bicycle model, which can result in manoeuvres that would be unrealistic for a car to execute. An important part of the second problem discussed in this thesis is to generate closed form, feasible solutions to swerve manoeuvre boundary conditions, while still preserving the kinematic constraints that allow the manoeuvre to be executable by a real vehicle.

To validate the use of the kinematic bicycle model when proving safety in this thesis, the bicycle model is compared to a dynamic vehicle model that represents the limits of what a real vehicle can truly execute. To do this, a dynamic single track model [37] with a Pacejka tire model [75] is used.

## Chapter 3

## Preliminaries

This chapter enumerates some of the mathematical definitions and concepts used in this thesis. Section 3.1 defines the terms used in lattice planning [83], which will be of use in chapter 4. Section 3.2 gives an overview of using polynomial spirals for path planning, which will be used for computing control actions for lattice planner control sets in chapter 4. Section 3.3 introduces some commonly used kinodynamic vehicle models, and Section 3.4 discusses some of the background on RSS, and the definition of safety used in this thesis. Both of these two sections will be used in chapter 5 .

### 3.1 Lattice Planning

A graph $G$ is composed of two sets, a set of vertices $V$ and a set of edges $E$. Each $v \in V$ represents a vertex in the graph, and each $e \in E$ represents an edge. Each edge $e=(u, v)$ connects two vertices, $u, v \in V$. In a directed graph, each edge $e=(u, v)$ has a unique direction, from $u$ to $v$.

Definition 3.1.1. $\mathrm{SE}(2)$. $S E(2)$ is a topological space that is equivalent to $\mathbb{R}^{2} \times \mathbb{S}^{1}$. It corresponds to the set of all possible transformations to a 2-D rigid body that can translate and rotate in the plane [60].

Definition 3.1.2. Configuration Space. The configuration space of the vehicle, $W \subset$ $\mathrm{SE}(2)$, is the set of feasible transformations that can be applied to the vehicle [60].

Definition 3.1.3. Lattice Point. A lattice point $(x, y, \theta) \in W$ is a single configuration of the vehicle considered by the lattice planner. $x$ and $y$ correspond to displacement from
a global origin, and $\theta$ corresponds to yaw rotation (heading) relative to a global frame. Lattice points are discretized according to some fixed $x$ spacing $\Delta x$, fixed $y$ spacing $\Delta y$, and a set of headings $\Theta$.

Definition 3.1.4. Control Action. A control action c corresponds to a kinematically feasible spatial path from one lattice point to another. This action results in a transition from a lattice point $(x, y, \theta)$ to a lattice point $\left(x^{\prime}, y^{\prime}, \theta^{\prime}\right)$, where the relative position $\left(x^{\prime}-\right.$ $x, y^{\prime}-y, \theta^{\prime}-\theta$ ) is fixed for that action. Thus, the action connects all identically arranged pairs of lattice points[85].

Definition 3.1.5. Lattice Graph. A lattice graph $G$ is a directed graph of vertices corresponding to lattice points $v \in V$ and edges $e=(u, v) \in E$ where each edge corresponds to the traversal from vertex $u$ to $v$ by a control action $c$.

Definition 3.1.6. Control Set. A control set $C$ is the collection of all control actions considered by the lattice planner. For each heading $\bar{\theta} \in \Theta$ there is an associated control subset $C_{\bar{\theta}} \subseteq C$, which corresponds to the control actions that can be applied at any lattice point $(x, y, \bar{\theta})$.

Definition 3.1.7. Lattice Path. A lattice path $P_{l}$ is a sequence of contiguous edges in the lattice graph. This lattice path corresponds to a spatial path formed by the concatenation of the control actions underlying the sequence of contiguous edges in the lattice path.

### 3.2 Spiral Path Planning

When constructing lattices, one must select an underlying path representation that allows vertices to connect to one another using the control set. In autonomous driving, vehicles have curvature constraints that prevent the instantaneous turning radius from being too small at any point. To account for this, a commonly used motion primitive is the polynomial spiral [57]. The spiral is defined as a curvature function that is polynomial in arc length, $s$. In this thesis, when constructing the lattice, a cubic function of arc length is used

$$
\begin{equation*}
\kappa(s)=a+b s+c s^{2}+d s^{3} . \tag{3.1}
\end{equation*}
$$

The curvature being a closed form polynomial function of arc length allows one to constrain the curvature along the path, and ensures that the curvature is smooth and well-behaved along the entire path. This is not necessarily true when using spline control
actions [79, 9]. In addition, if the initial heading of the vehicle is denoted by $\theta_{0}$, the heading at any point of the path is easily computed as the integral of the curvature with respect to arc length

$$
\begin{equation*}
\theta(s)=\theta_{0}+a s+\frac{b}{2} s^{2}+\frac{c}{3} s^{3}+\frac{d}{4} s^{4} . \tag{3.2}
\end{equation*}
$$

However, the drawback with using polynomial spirals is that they do not have a closed form solution for the $x$ and $y$ position at any intermediate or final point along the path. If the $(x, y)$ position of the start of the spiral is given by $\left(x_{0}, y_{0}\right)$, then the $x$ and $y$ positions as functions of arc length are given by

$$
\begin{align*}
& x(s)=x_{0}+\int_{0}^{s} \cos \left(\theta\left(s^{\prime}\right)\right) d s^{\prime}  \tag{3.3}\\
& y(s)=y_{0}+\int_{0}^{s} \sin \left(\theta\left(s^{\prime}\right)\right) d s^{\prime} \tag{3.4}
\end{align*}
$$

If the final arc length of the spiral is defined as $s_{f}$, to satisfy boundary conditions as required by edges in the lattice graph

$$
\begin{align*}
& x\left(s_{f}\right)=x_{f},  \tag{3.5}\\
& y\left(s_{f}\right)=y_{f},  \tag{3.6}\\
& \theta\left(s_{f}\right)=\theta_{f},  \tag{3.7}\\
& \kappa\left(s_{f}\right)=\kappa_{f}, \tag{3.8}
\end{align*}
$$

one needs to solve for the parameters of the spiral numerically. To encourage an even distribution of curvature across the spiral, it is common to minimize the bending energy of the spiral. The bending energy is the integral of square curvature with respect to arc length along the entire spiral [48].

To limit path curvature, one method is to add constraints for the curvature at evenly spaced points along the spiral [113]. To compute a spiral that satisfies the boundary condi-
tions required by the lattice control set, one can use the following optimization formulation

$$
\begin{array}{r}
\min _{b, c, d, s_{f}} \int_{0}^{s_{f}} \kappa^{2}(s) d s \text { s.t. } \\
x\left(s_{f}\right)=x_{f} \\
y\left(s_{f}\right)=y_{f} \\
\theta\left(s_{f}\right)=\theta_{f} \\
\kappa\left(s_{f}\right)=\kappa_{f} \\
\left|\kappa\left(\frac{s_{f}}{3}\right)\right| \leq \kappa_{\max } \\
\left|\kappa\left(\frac{2 s_{f}}{3}\right)\right| \leq \kappa_{\max } \tag{3.15}
\end{array}
$$

where spiral parameter $a$ is given by the initial curvature.
To improve optimization convergence, a common tool is to remap the spiral parameters to the curvature at points uniformly spaced along the spiral [113]. For the above formulation, this results in the following mapping

$$
\begin{array}{r}
p_{1}=\kappa\left(\frac{s_{f}}{3}\right)=a+b\left(\frac{s_{f}}{3}\right)+c\left(\frac{s_{f}}{3}\right)^{2}+d\left(\frac{s_{f}}{3}\right)^{3}, \\
p_{2}=\kappa\left(\frac{2 s_{f}}{3}\right)=a+b\left(\frac{s_{f}}{3}\right)+c\left(\frac{2 s_{f}}{3}\right)^{2}+d\left(\frac{s_{f}}{3}\right)^{3}, \\
p_{3}=\kappa\left(s_{f}\right)=a+b s_{f}+c s_{f}^{2}+d s_{f}^{3} \\
p_{4}=s_{f} . \tag{3.19}
\end{array}
$$

$p_{3}$ is known immediately from the $k_{f}$ constraint.

In addition, softening the constraints on the final position improves optimizer performance, using weights $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$. By doing so, the final optimization formulation for generating spirals is then

$$
\begin{array}{r}
\min _{p_{1}, p_{2}, p_{4}} \int_{0}^{s_{f}} \kappa^{2}(s) d s+\alpha_{1}\left(x\left(p_{4}\right)-x_{f}\right)^{2}+\alpha_{2}\left(y\left(p_{4}\right)-y_{f}\right)^{2}+\alpha_{3}\left(\theta\left(p_{4}\right)-\theta_{f}\right)^{2} \text { s.t. } \\
\left|p_{1}\right| \leq \kappa_{\max } \\
\left|p_{2}\right| \leq \kappa_{\max } \tag{3.22}
\end{array}
$$

This formulation also has the added benefit of optimizing over 3 variables instead of 4, which significantly improves performance.

### 3.3 Kinodynamic Vehicle Models

The analysis in this thesis relies upon three different kinodynamic models. Each model has a varying degree of complexity. The more complex the model, the more faithfully it captures the true dynamics of a car, at the cost of higher computational complexity.

### 3.3.1 Particle Model

The first model considered is the particle kinematic model, which is used in the RSS framework. As with all kinodynamic models in this section, $x$ is longitudinal displacement and $y$ is lateral displacement. The control input is the acceleration in each dimension, $a_{x}$ and $a_{y}$

$$
\begin{align*}
& \ddot{x}=a_{x},  \tag{3.23}\\
& \ddot{y}=a_{y} . \tag{3.24}
\end{align*}
$$

This model is a two-dimensional double integrator. It is useful because computing optimal swerve manoeuvres with respect to longitudinal distance travelled has a closed form solution [98]. However, it does not capture the non-holonomic constraints present in a vehicle [101], and as a result feasible manoeuvres for the particle model may not be kinematically feasible for a real car.

### 3.3.2 Kinematic Bicycle Model

In order to generate realistic swerve manoeuvres, one option is to capture the non-holonomic constraints present in a car. To do so, one can use the kinematic bicycle model, a model commonly used in autonomous driving [101, 64, 58]. This model is illustrated in Figure 3.1a.

In this model, $v$ is the velocity of the vehicle, $\psi$ is the heading of velocity at the centre of mass, $\theta$ is the yaw of the chassis, $\beta$ is the slip angle of the centre of mass relative to the chassis, $a$ is the input acceleration, $\delta$ is the input steering angle, $R_{c}$ is the turning radius of the centre of mass, and $l_{r}$ and $l_{f}$ are the distances from the rear and front axle to the centre of mass, respectively

$$
\begin{align*}
\dot{x} & =v \cos (\psi+\beta), & \beta & =\tan ^{-1}\left(\frac{l_{r}}{l_{r}+l_{f}} \tan (\delta)\right), \\
\dot{y} & =v \sin (\psi+\beta), & \theta & =\psi-\beta, \\
\dot{\theta} & =\frac{v \tan (\delta)}{l_{r}+l_{f}}, & |\delta| & \leq \delta_{\max } \\
\dot{v} & =a, & \left|a_{\text {lat }}\right| & =\frac{v^{2}}{R_{c}} \leq a_{\min }^{\text {lat }} \\
R_{c} & =\frac{l_{r}+l_{f}}{\cos (\beta) \tan (\delta)}, & -a_{\text {brake, min }} & \leq a \leq a_{\max } \tag{3.25}
\end{align*}
$$

### 3.3.3 Dynamic Single Track Model

To further improve the representation of the true vehicle model, one can include dynamics. For a car, some important considerations omitted in the previous models include the tire friction, wheel slip, rotational inertia, and drag. These are captured in the dynamic singletrack vehicle model [37] with tires modelled using the Pacejka tire model [75]. This model is shown in Figure 3.1b. In this vehicle model, $v, \psi, \beta, \delta, l_{f}$, and $l_{r}$ are the same as the bicycle model (except the direction of $\beta$ is flipped). $\alpha_{f}$ and $\alpha_{r}$ denote the slip angles of the front and rear tires, respectively. $F_{s f}$ and $F_{s r}$ denote the lateral tire forces and $F_{l f}$ and $F_{l r}$ denote the longitudinal tire forces at the front and rear tires, respectively. $e_{S P}$ is the drag mount point, and $F_{A x}$ and $F_{A y}$ are the longitudinal and lateral drag forces, respectively. $w_{z}$ is the yaw rate, and $w_{\delta}$ is the input steering rate. $m$ is the mass of the car, and $I_{z z}$ is the inertia about the $z$-axis. The vehicle dynamics are given by

$$
\begin{gather*}
\dot{x}=v \cos (\psi-\beta),  \tag{3.26}\\
\dot{y}=v \sin (\psi-\beta),  \tag{3.27}\\
\dot{v}=\frac{1}{m}\left[\left(F_{l r}-F_{A x}\right) \cos (\beta)+F_{l f} \cos (\delta+\beta)-\left(F_{s r}-F_{A y}\right) \sin (\beta)-F_{s f} \sin (\delta+\beta)\right]  \tag{3.28}\\
\dot{\beta}=w_{z}-\frac{1}{m v}\left[\left(F_{l r}-F_{A x}\right) \sin (\beta)+F_{l f} \sin (\delta+\beta)+\left(F_{s r}-F_{A y}\right) \cos (\beta)+F_{s f} \cos (\delta+\beta)\right],  \tag{3.29}\\
\dot{\psi}=w_{z}  \tag{3.30}\\
\dot{w}_{z}=\frac{1}{I_{z z}}\left[F_{s f} l_{f} \cos (\delta)-F_{s r} l_{r}-F_{A y} e_{S P}+F_{l f} l_{f} \sin (\delta)\right] \tag{3.31}
\end{gather*}
$$



Figure 3.1: (a) The kinematic bicycle model, along with its associated variables. (b) The dynamic single track model [37]. Drag forces are omitted for simplicity, but are included in computation.

$$
\begin{equation*}
\dot{\delta}=w_{\delta} . \tag{3.32}
\end{equation*}
$$

The lateral tire forces are computed according to the Pacejka model, where $A, B, C, D$ are empirically calculated for the front and rear tires (denoted by subscript $f$ and $r$, respectively)

$$
\begin{gather*}
F_{s f}\left(\alpha_{f}\right)=D_{f} \sin \left(C_{f} \tan ^{-1}\left(B_{f} \alpha_{f}-\tan ^{-1}\left(B_{f} \alpha_{f}\right)\right)\right),  \tag{3.33}\\
F_{s r}\left(\alpha_{r}\right)=D_{r} \sin \left(C_{r} \tan ^{-1}\left(B_{r} \alpha_{r}-\tan ^{-1}\left(B_{r} \alpha_{r}\right)\right)\right),  \tag{3.34}\\
\alpha_{f}=\delta-\tan ^{-1}\left(\frac{l_{f} \dot{\psi}-v \sin (\beta)}{v \cos (\beta)}\right)  \tag{3.35}\\
\alpha_{r}=\tan ^{-1}\left(\frac{l_{r} \dot{\psi}+v \sin (\beta)}{v \cos (\beta)}\right) \tag{3.36}
\end{gather*}
$$

The longitudinal front and rear tire forces are based on the braking forces $F_{B f}$ and $F_{B r}$, the rolling resistance forces $F_{R f}$ and $F_{R r}$, and the drivetrain moment $M_{w h e e l}$, which is a function of the accelerator input $\phi$ and the gear $\mu$

$$
\begin{gather*}
F_{l f}=-F_{B f}-F_{R f}  \tag{3.37}\\
F_{l r}=\frac{M_{w h e e l}(\phi, \mu)}{R}-F_{B r}-F_{R r} \tag{3.38}
\end{gather*}
$$

The equations for air resistance, rolling resistance, and drivetrain torque are omitted, but are present in the reference [37].

Implicit in the use of this dynamic single-track model is the assumption that the effect of pitching and rolling of the vehicle, which can affect normal forces of the tires, is negligible. This deviation of the normal force at each tire impacts each tire's lateral (cornering) force. In addition, our tire model does not include combined tire slip, which can impact the cornering and braking forces at the tires during aggressive manoeuvres.

### 3.4 Responsibility-Sensitive Safety

This thesis relies on two aspects of the RSS framework when analyzing safety, the longitudinal and lateral safe distances required between two vehicles. In particular, the second problem of this thesis examines how the equivalent longitudinal safe distance for a swerve manoeuvre compares to that of a brake manoeuvre, while maintaining an appropriate lateral safe distance when required. This thesis compares swerve manoeuvres moving to the
left as in Figure 5.1, however, the same analysis is symmetric and can be applied to swerves moving to the right.

In RSS, safe distances are a function of several variables that describe the situation. The initial speed of the rear autonomous vehicle is given by $v_{r}$, and the initial speed of the front vehicle is denoted by $v_{f}$. The reaction time is given by $\rho$. The interpretation of the reaction time is the duration after which an agent can apply a mitigating action. During the reaction time, both agents apply the most dangerous acceleration possible, $a_{\text {max, accel }}$, $a_{\text {max, brake }}$ in the longitudinal case, and $a_{\max }^{\text {lat }}$ in the lateral case. This is done to be robust to all possible actions during the reaction delay. To ensure passenger comfort, as well as to prevent tailgater safety issues, the mitigating reaction of the rear vehicle is assumed to be a comfortable deceleration, denoted $a_{\text {min,brake }}$. This term comes from RSS, and is interpreted as the threshold acceleration for a safe, responsible braking response for the self-driving car. As a result, $a_{\text {min,brake }}$ is smaller in magnitude than $a_{\text {max,brake }}$.

The positive part of an expression is denoted with $[\cdot]_{+}$. If the post-reaction speeds $v_{r, \rho}$ and $v_{f, \rho}$ are given by

$$
\begin{gather*}
v_{r, \rho}=v_{r}+a_{\max , \text { accel }} \rho,  \tag{3.39}\\
v_{r, \rho}^{\text {lat }}=v_{r}^{\text {lat }}-a_{\max }^{\operatorname{lat}} \rho  \tag{3.40}\\
v_{f, \rho}^{\text {lat }}=v_{f}^{\text {lat }}+a_{\max }^{\operatorname{lat}} \rho \tag{3.41}
\end{gather*}
$$

then the longitudinal and lateral safe distances in RSS are given by

$$
\begin{gather*}
d_{\text {long }}=\left[v_{r} \rho+\frac{1}{2} a_{\text {max }, \text { accel }} \rho^{2}+\frac{\left(v_{r}+v_{r, \rho}\right)^{2}}{2 a_{\text {min, brake }}}-\frac{v_{f}^{2}}{2 a_{\text {max }, \text { brake }}}\right]_{+}  \tag{3.42}\\
d_{\text {lat }}=\mu+\left[-\left(\frac{v_{r}^{\text {lat }}+v_{r, \rho}^{\mathrm{lat}}}{2}\right) \rho+\frac{\left(v_{r, \rho}^{\mathrm{lat}}\right)^{2}}{2 a_{\min }^{\text {at }}}+\frac{v_{f}^{\text {lat }}+v_{f, \rho}^{\mathrm{lat}}}{2} \rho+\frac{\left(v_{f, \rho}^{\mathrm{lat}}\right)^{2}}{2 a_{\min }^{\text {lat }}}\right]_{+} . \tag{3.43}
\end{gather*}
$$

Chapter 5 extends the RSS framework to include swerves. For the purposes of this thesis, the definitions of longitudinal and lateral safe distances are modified as follows.

Definition 3.4.1. Longitudinal Safe Distance. An agent is at a longitudinal safe distance from another agent in front of it if the front agent can either decelerate at $a_{\text {max,brake }}$ or perform a swerve manoeuvre and then decelerate at $a_{\text {max,brake }}$, and after reaction delay $\rho$ the rear agent can either brake at $a_{\text {min,brake }}$ or swerve and brake at $a_{\text {min,brake }}$ to avoid collision.

Definition 3.4.2. Lateral Safe Distance. An agent is at a lateral safe distance from another agent if both agents can laterally accelerate towards one another at $a_{\text {max }}^{\text {lat }}$, then laterally accelerate away from one another at $a_{\mathrm{min}}^{\text {lat }}$ until reaching zero lateral velocity, while still maintaining at least a $\mu$ distance buffer at all times.

The longitudinal safe distance is between the frontmost point of the rear vehicle and the rearmost point of the front vehicle along the longitudinal direction, and the lateral safe distance is between the rightmost point of the rear vehicle and the leftmost point of the front vehicle (or vice versa) along the lateral direction. The distances from the centre of mass to the front and sides of the chassis are left implicit in the original RSS formulation, but since swerves involve rotation of the chassis, these distances are made explicit in this thesis. When computing safety for swerve manoeuvres, the vehicle must maintain these safe distances with relevant agents. These agents are relevant according to longitudinal and lateral adjacency, as defined below. The vehicle dimensions are denoted $d_{f}, d_{r}, b_{l}, b_{r}$ as in Figure 5.2a. Let the positions of each agent be denoted as $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$.

Definition 3.4.3. Laterally Adjacent. Two agents are laterally adjacent if $x_{2}-d_{r}-d_{f} \leq$ $x_{1} \leq x_{2}+d_{r}+d_{f}$.

Definition 3.4.4. Longitudinally Adjacent. Two agents are longitudinally adjacent if $y_{2}-b_{l}-b_{r}-d_{l a t} \leq y_{1} \leq y_{2}+b_{l}+b_{r}+d_{l a t}$.

Combining the definitions for safe distances and adjacency gives a definition of safety.
Definition 3.4.5. Laterally/Longitudinally Safe. An agent is laterally/longitudinally safe from another agent if it is not laterally/longitudinally adjacent to the other agent, or if it is laterally/longitudinally adjacent to the other agent and there is at least the lateral/longitudinal safe distance between them.

When computing the safe distance required for swerve manoeuvres, the distance at which the swerving agent has cleared the agent in front of it is also useful.

Definition 3.4.6. Lateral Clearance Distance. For a swerving agent and a non-swerving agent, as well as a given swerve manoeuvre, the lateral clearance distance, $y_{c}$, is defined as the earliest point in the swerve at which the swerving agent is no longer longitudinally adjacent to the non-swerving agent.

In Figure 5.1, $y_{c}$ is reached at the green dot along the swerve. The lateral clearance distance allows one to compute the longitudinal distance covered by the swerve, which is denoted by $x_{c}$. In Chapter $5, x_{c}$ is used to compute the equivalent of $d_{\text {long }}$ for a swerve manoeuvre, and is compared to Equation 3.42.

## Chapter 4

## Learning a Lattice Planner Control Set for Autonomous Driving

### 4.1 Problem Formulation

In this chapter, the main goal is to learn a sparse control set for a lattice planner that retains the driving style that is present in a dataset. The dataset will be a representative sample of trajectories of performing a particular driving task. The process starts with a dense control set and then incrementally generates a subset by selecting the control actions that best improve the ability of the lattice planner to execute the paths present in the dataset. In essence, the dataset paths should become approximate subpaths of lattice paths formed using the learned control set, as in Figure 4.1.


Figure 4.1: An example of the closest path found (blue) by Algorithm 1 with the red path as input.

While optimizing in this way, however, encouraging sparsity is also important, since larger control sets result in longer planning times. This then yields the following high-level problem.

High-Level Problem. Given a dense set of control actions $C$, and a dataset of representative paths $D$, compute a minimal subset $\hat{C} \subset C$ that allows a lattice planner to execute the paths present in $D$.

The high-level problem can be split into two sub-problems. The first is measuring how well control sets match the dataset, and the second is optimizing the control set accordingly.

Subproblem 1. Given a path $P_{d}$ and a set of control actions $\hat{C}$, compute how well $\hat{C}$ executes $P_{d}$ according to a scoring measure $d$.

Subproblem 2. Given a scoring measure $d$, a dataset of paths $D$, and a dense set of control actions $C$, select as small a subset of $C, \hat{C}$, as possible that best executes $D$ in aggregate according to a scoring measure $d$.

### 4.2 Sparse Control Set Generation

### 4.2.1 Scoring Measure

To find the closest path generated by a lattice planner, $P_{l}$, to a path in the dataset, $P_{d}$, one first needs a scoring measure $d$ to evaluate the similarity of two paths. For two paths parameterized by $t \in[0,1]$, and two monotonic increasing onto functions $\alpha, \beta:[0,1] \rightarrow$ $[0,1]$, the Fréchet distance is given by

$$
d_{f}\left(P_{d}, P_{l}\right)=\inf _{\alpha, \beta} \max _{t \in[0,1]}\left\|P_{d}(\alpha(t))-P_{l}(\beta(t))\right\|
$$

The scoring measure should rewards $P_{l}$ for matching $P_{d}$ closely at each point along the path, where points of comparison are at equal arc lengths along each path. This means that rather than allowing any monotonic increasing traversal of the paths during distance computation as in the Fréchet distance, the paths should be traversed at the same rate. In other words, if both paths were traversed at a constant velocity, then the scoring measure should compare points that are reached at the same time. When traversing both paths at the same rate, path pairs with a low score are likely to have similar driving styles along the entire path.

To get such a scoring measure, the Fréchet distance is then modified as follows. For a given path to match $P_{d}$ with arc length $T$, a matching path $P_{l}$ that is at least as long as $P_{d}$, and where $t$ is an arc length parameterization of both paths, then the scoring measure, denoted as $d$, is

$$
\begin{equation*}
d\left(P_{d}, P_{l}\right)=\max _{t \in[0, T]}\left\|P_{d}(t)-P_{l}(t)\right\| \tag{4.1}
\end{equation*}
$$

An advantage of using this measure instead of the Fréchet distance is that its simplicity allows for faster computation than the discrete Fréchet distance in a graph[108]. Note that this scoring measure is no longer a distance metric, as it is asymmetrical. The fact that this measure performs a comparison only along the arc length of $P_{d}$ (and no further) is motivated as follows: rather than forcing the lattice path $P_{l}$ to be the same length as $P_{d}$, $P_{l}$ can be planned to be arbitrarily longer and then truncated to the arc length of $P_{d}$. This opens up a greater number of terminal lattice vertices when computing $P_{l}$, which results in closer matching paths and faster runtime. The generation of $P_{l}$ is discussed in further detail in Section 4.2.2.

Now, assume that $d$ is calculated for two discrete paths, sampled with respect to arc length with segments of equal length $\delta$. Appendix A, contains implementation details, including how to handle paths with length not integer-divisible by $\delta$. Let $P_{d}$ contain $K$ sampled path points, $\{0, \ldots, K-1\}$, where the $0^{\text {th }}$ point is the origin. Let $P_{d}(k), P_{l}(k)$ denote the $k^{t h}$ path point of each respective path. Then Equation (4.1) simplifies to

$$
\begin{equation*}
d\left(P_{d}, P_{l}\right)=\max _{k \in\{0, \ldots, K-1\}}\left\|P_{d}(k)-P_{l}(k)\right\| . \tag{4.2}
\end{equation*}
$$

Equation (4.2) can be evaluated in $O(K)$ time.
Finally, the algorithm discussed in the section below requires the calculation of $d$ between a control action $c \in C$ and a sub-path of an input path, where the sub-path starts at path point $k_{1}$ and ends at path point $k_{2}$ of $P_{d}$. In this case, both $c$ and the sub-path have $k_{2}-k_{1}$ segments between path points. This is denoted by

$$
\begin{equation*}
d\left(P_{d}, c, k_{1}, k_{2}\right)=\max _{k \in\left\{k_{1}, \ldots, k_{2}\right\}}\left\|P_{d}(k)-c\left(k-k_{1}\right)\right\| . \tag{4.3}
\end{equation*}
$$

### 4.2.2 Closest Path Algorithm

In lattice planning, one typically searches for the shortest path in the lattice graph to some goal point or region, where the lattice graph is constructed according to a particular control set. However, to address Subproblem 1 of Section 4.1, the path $P_{l}$ in the lattice graph with minimum distance $d$ to a given dataset path $P_{d}$ must be found instead. It is assumed both paths start at the origin $O$.

Algorithm 1 solves this problem. In the following subsections, the first describes the input of a given problem instance. The next sections then discuss how to generate a search graph for the algorithm, followed by the algorithm's searching process. The final section analyzes the proposed algorithm.

## Algorithm Input

Figure 1.1 illustrates example input to the algorithm. Here there is a dataset path $P_{d}$ overlaid on top of a lattice graph constructed from an input control set $C$. The labelled vertices correspond to particular positions and headings in space. A single heading across all vertices is displayed for visual clarity, except at vertex $k$, which contains a control set for an alternative initial heading in orange. The edges correspond to the underlying paths of the control actions that join points in space according to $C$. The set $C$ is illustrated adjacent to the lattice graph. The underlying paths of each control action are uniformly sampled with arc length $\delta$, and the corresponding number of path points along each control action's path (excluding the origin point) are given as labels.

Each path is represented by a sequence of discrete path points, and as a result, the scoring measure $d$ requires that the $k^{\text {th }}$ point along $P_{l}$ be compared with the $k^{\text {th }}$ point along $P_{d}$ during computation. To handle this, when generating the search graph the lattice vertex is augmented with the number of discrete path points $k$ along the path used to reach said lattice vertex. The number of discrete path points is given by the sum of path points along the control actions that compose the path. This is illustrated in Figure 4.2. The integer value alongside each edge denotes the number of path points along each control action. The augmenting integer value shown in the vertex is the total number of path points used to reach the lattice vertex. As can be seen, lattice vertex $g$ can be reached in two different ways, each requiring a different number of path points, and as a result, there are two different search graph vertices overlapping in space.


Figure 4.2: An illustration of how lattice vertices are augmented in the search graph. The control actions are labelled with their length, in terms of discrete path points.

## Search Graph

This section describes the construction of the search graph. As discussed in the previous section, there are multiple ways to reach vertices within the lattice graph (for example, vertex $l$ in Figure 1.1, some of which have different numbers of path points used along the way. If $P_{d}$ contains $K$ path points, the search graph contains up to $K$ copies of each vertex in the lattice graph to compute $d$. Each copy is differentiated by the number of path points required to reach it.

These copies are illustrated in Figure 4.3. Revisiting vertex $l$, there are now three copies of $l$ in the search graph, each of which have a different value for the number of path points required to reach it. The copies all correspond to the same point in configuration space, but with a different number of path points used to reach them. This is similar to vertex $g$ in Figure 4.2.


Figure 4.3: The search graph derived from Figure 1.1. Overlapping vertices correspond to the same point in configuration space, but reached with a different number of path points. Some vertices are omitted for visual clarity.

To illustrate why the search graph is useful, suppose one wishes to compute the $d$ scor-
ing measure of the control action from $(g, 7)$ to $(l, 10)$, as in Equation (4.3). This is shown in Figure 4.4a. The path points along this edge must be compared to the path points 7 to 10 of $P_{d}$. This is shown by the dark green line segments between both paths. The scoring measure of the control action from $(g, 7)$ to $(l, 10)$ is then the length of the longest dark green line. However, if instead one wishes to compute the $d$ scoring measure of the control action from $(h, 10)$ to $(l, 15)$, the path points 10 to 15 of $P_{d}$ must be compared. This comparison is given by the light green lines between the paths. In this way, the search graph allows the algorithm to keep track of how much of $P_{d}$ has already been used in the computation of the $d$ scoring measure, and as a result, match the underlying paths of each edge to the proper portion of $P_{d}$.

```
Algorithm 1 ClosestPath \(\left(P_{d}, C, O, B\right)\)
    bestEnd \(\leftarrow O\)
    costs, predecessors \(\leftarrow\) HashTable ()
    \(K=\operatorname{length}\left(P_{d}\right)\)
    \(V=\operatorname{Array}(\operatorname{HashTable}(), K)\)
    \(V[0][O]=O\)
    \(\operatorname{costs}[O, 0]=0\)
    for all \(i \in 0, \ldots, K-1\) do
        for all \(u \in V[i]\) do
            for all \(c \in C_{u . \theta}\) do
            \((v, j) \leftarrow \operatorname{applyControlAction}(u, c, i)\)
            \(d_{u, v} \leftarrow d\left(P_{d}, c, i, j\right)\)
            if \(d_{u, v}>B\) then
                continue
            \(V[j][v]=v\)
            if \(\max \left(\operatorname{costs}[u, i], d_{u, v}\right)<\operatorname{costs}[v, j]\) then
                    predecessors \([v] \leftarrow u\)
                    \(\operatorname{costs}[v, j] \leftarrow \max \left(\operatorname{costs}[u, i], d_{u, v}\right)\)
            if \(\operatorname{costs}[v, j]<B\) and \(j \geq K\) then
                bestEnd \(\leftarrow v\)
                \(B \leftarrow \operatorname{costs}[v, j]\)
    return (bestEnd, predecessors)
```


## Search Process

Recall Equation (4.2) solves for the maximum pointwise distance between $P_{d}$ and $P_{l}$. The algorithm then seeks to minimize this distance, i.e., find the closest path to $P_{d}$ in the search graph. As the algorithm explores the search graph, it keeps track of the maximum pointwise distance computed along the closest path that reaches each search graph vertex.

To solve this search problem, first denote the set of search graph vertices that require $k$ path points to reach them as $V_{k}$, and the collection of all $V_{k}$ as $V$ as shown in Line 4 of Algorithm 1. All edges entering a vertex in $V_{k}$ come from some vertex in $V_{k^{\prime}}$ such that $k^{\prime}<k$. This then gives the vertices in the search graph a topological ordering that can be exploited, which is iterated through in Lines 7-20. Through each iteration, successor vertices are found through applyControlAction(), which takes in a lattice vertex, a control action, and the path point $i$ of that vertex, and outputs the successor lattice vertex as well as the resulting path point $j$ after applying the control action. The next step is to apply a dynamic programming update for each search graph vertex in every $V_{k}$ in increasing order of $k$ that computes the closest scoring measure across all paths to each search graph vertex. If costs[] stores the best $d$ measure found so far for each vertex, $U$ is the set of all predecessors of vertex $(v, j)$, and $d_{u, v}$ is computed for the control action linking $(u, i)$ to $(v, j)$ according to Equation (4.3), then the update is given by

$$
\operatorname{costs}[v, j]=\min _{u \in U} \max \left(\operatorname{costs}[u, i], d_{u, v}\right)
$$

This update is shown in Lines 15 to 17 .

To reduce the number of vertices searched, an upper bound is computed on the optimal $d$ scoring measure by greedily selecting control actions that minimize the $d$ of the appropriate section of $P_{l}$. An example of the greedy selection process is given in Figure 4.4b. The maximum distance from $P_{d}$ along the greedily selected path, according to the scoring measure $d$, is then an upper bound on the optimal scoring measure in the lattice. This bound, denoted as $B$, then defines a radius around each $k^{t h}$ point of the path $P_{d} . B$ then restricts the size of each $V_{k}$. This is illustrated in Figure 4.4c. Only points within the shaded green circle can meet the scoring measure threshold $B$ given by the greedy path. This means that $(g, 7)$ belongs to $V_{7}$, but $(e, 7)$ does not, as it is too distant. As a result, outgoing control actions that reach $(e, 7)$ can be safely ignored, as any path that passes through them is not as "close" to $P_{d}$ as the greedily selected path. This is shown on Lines 12-13. Recall the lattice resolution is given by $\Delta x$ and $\Delta y$. If $A=\Delta x \Delta y$, the cardinality


Figure 4.4: (a) An example scoring measure computation to vertex l. The light green line segments correspond to comparisons for the control action coming out of ( $h, 10$ ), and the dark green lines represent comparisons for the control action coming out of ( $g, 7$ ). (b) An example of a greedily selected path, and the resulting upper bound $B$ at the point of maximum deviation along the path. (c) An illustration of a particular $V_{k}$ based on the greedy bound on the scoring measure.
of each set $V_{k}$ is bounded by $\left\lceil\frac{B}{\Delta x}\right\rceil\left\lceil\frac{B}{\Delta y}\right\rceil|\Theta| \in O\left(\frac{B^{2}}{A}|\Theta|\right)$.

Figure 4.1 gives an example solution using this method. The algorithm takes in a path to follow, $P_{d}$, a control set, $C$, the origin of the lattice, $O$, and the greedy bound, $B$, as input. The algorithm starts at the origin, iterating through each $V_{k}$ and applying the dynamic programming update described above. The $V_{k}$ are populated during the graph search by successively applying control actions.

For example, if the search starts at the origin in Figure 4.4b, the vertices $(b, 3)$ and $(g, 7)$ can be reached using control actions that remain within the greedy bound $B$, so these vertices are added to $V_{3}$ and $V_{7}$, respectively, with predecessor $(O, 0)$. The best scoring measure for each search graph vertex (as well as the associated predecessor vertex) is stored as the search progresses. On the next iteration, the algorithm goes through all the vertices in $V_{3}$, since it is the set of vertices that is closest to the origin. There is only one, $(b, 3)$, and there are two outgoing vertices that satisfy $B,(f, 6)$, and $(g, 8)$. These are then added to $V_{6}$, and $V_{8}$, respectively, with $(b, 3)$ as their predecessor vertex. If the algorithm encounters a destination vertex more than once, its saved score is updated with the minimum scoring measure value. This continues until all viable vertices have been searched. The vertex in the vertex sets $V_{k}$, for $k \geq K$, which has the minimum score then denotes the terminal vertex of the closest path $P_{l}$.

## Algorithm Analysis

This section discusses the correctness and runtime of Algorithm 1. In the algorithm, an empty entry in the costs hash table corresponds to infinite cost. To prove the algorithm is correct, the proof shows that when each vertex is processed in topological order, the cost for said vertex is the minimum across all incoming paths. In terms of runtime, recall that $B$ is the greedy bound, $A=\Delta x \Delta y, K$ is the number of points in $P_{d}$. In addition, the maximum number of path points across all control actions is denoted as $N$.

Theorem 1. Algorithm 1 is correct, and has runtime $O\left(N \frac{B^{2}}{A} K|C|\right)$.
Proof. The first part of this proof demonstrates correctness. This can be shown through induction on the vertices processed from $V$, as well as the fact that the vertices are processed in topological order.

Induction Assumption. For each vertex $u \in V_{k}$ processed from each $V_{k} \in V$, we have that the cost assigned to $u$ is the minimal $d$ possible on any path from the origin to $u$, when comparing said path to $u$ to the subpath $P_{d}(0: k)$.

Base Case. The origin is the first processed vertex, and since $P_{d}$ starts at the origin, $d$ is zero, which is the correct distance.

Induction. Now, assume every processed vertex satisfies the induction assumption. Suppose vertex $v$ is the current vertex to be processed. Since the algorithm processes vertices in topological order, all potential predecessors of $v$ have already been processed, and therefore satisfy the induction assumption. By the dynamic programming update, taking $U$ to be the set of predecessors of $v$, we then have that

$$
\operatorname{costs}[v]=\min _{u \in U} \max \left(\operatorname{costs}[u], d_{u, v}\right)
$$

Now, let $u^{\prime}$ in $V_{0: k-1}$ denote the optimal predecessor of $v$. By the update, we have that

$$
\operatorname{costs}[v] \leq \max \left(\operatorname{costs}\left[u^{\prime}\right], d_{u^{\prime}, v}\right)
$$

thus the induction assumption holds for $v$.

For runtime, Algorithm 1 iterates through a topological ordering of the search graph, which can be thought of as $K$ groups of at most $\frac{B^{2}}{A}$ vertices. For each vertex in the topological ordering, we perform a dynamic programming update for each control action available to it. Across all headings, the total number of control actions available to any particular vertex is $\left|C_{\bar{\theta}}\right|$, which in aggregate yields $\sum_{\bar{\theta} \in \Theta}\left|C_{\bar{\theta}}\right|=|C|$. Each dynamic programming update calculates $d$ for an edge, which takes $O(N)$ time. Combining, this gives the algorithm a computational complexity of $O\left(N \frac{B^{2}}{A} K|C|\right)$.

The runtime is heavily dependent on the quality of the bound $B$ provided, as a tight bound results in far fewer vertices to search. The $N$ factor is generally small relative to $K|C|$, so for a tight greedy bound $B$ the runtime of the algorithm approaches $O(K|C|)$. This would be ideal, as it corresponds to searching the control set at each point along the path.

### 4.2.3 Control Set Optimization

This section presents a method for optimizing the control set structure such that it is best able to reproduce a given dataset. This is required to address Subproblem 2 in Section 4.1.

Recall that the objective is to select as small of a subset as possible, $\hat{C}$, of an original dense control set $C$, while still maintaining the ability to execute the paths in a given dataset. To accomplish this, the objective function should trade off between the sparsity of $\hat{C}$ and the ability of $\hat{C}$ to match the dataset. Recall that the scoring measure in Equation (4.2) is denoted as $d$, the dataset of paths as $D$, the initial dense control set as $C$, and the optimized control set as $\hat{C}$. Define the set of all potential paths in the lattice as $\mathcal{P}(\hat{C})$, and the parameter that trades off between sparsity and dataset matching as $\lambda$. Then, the resulting objective formulation is

$$
\begin{equation*}
\min _{\hat{C} \subset C} \frac{1}{|D|} \sum_{P_{d} \in D} \min _{P_{l} \in \mathcal{P}(\hat{C})} d\left(P_{d}, P_{l}\right)+\lambda \frac{|\hat{C}|}{|C|} \tag{4.4}
\end{equation*}
$$

For each $P_{d}, d$ is computed between $P_{d}$ and the closest path in the lattice graph constructed from $\hat{C}$, and summing over the entire dataset. This value is normalized by the size of the dataset, to ensure consistency between different dataset sizes. The second term penalizes the size of the learned control set to encourage sparsity, and is normalized by the size of the initial dense control set. The $\lambda$ term is what trades off between sparsity and dataset matching; a larger $\lambda$ results in a sparser control set, whereas a smaller $\lambda$ allows the control set to fit the data more closely. In this sense, the $\lambda$ term acts as a regularizer in the objective function. Occam's Razor objective functions that encourage simplicity are commonly used for tasks such as model selection or learning, one of which is the Bayesian Information Criterion (BIC)[70].

To perform the optimization, one starts with a small control set $\hat{C}$. The optimization then greedily add the control action that results in the largest decrease in Equation (4.4), and repeat until no control action can be added to further decrease the objective. Algorithm 1 is used when computing the closest path according to $d$ as required by Equation (4.4).

### 4.2.4 Clustering

The optimization method above requires evaluation of the objective function for each available control action not yet within $\hat{C}$ across all dataset paths to determine which control action is best to add. However, this is computationally expensive. In addition, real world data often contains many similar paths. This is because there are often a limited number of ways to navigate a given scenario, and certain ways are more common than others. To alleviate these issues, the dataset is first clustered using the K-means algorithm[70].

To measure the distance between paths, the pointwise Euclidean norm[14] is used. An example of a clustering result is shown in Figure 4.5.

After clustering, the search process is biased based on how well the learned control set is currently matching each path cluster. Initially, each cluster has a large, equal weight. The optimization algorithm proceeds as follows:

## Control Set Optimization

1. Select a path cluster according to the selection weights, and randomly sample a subset of the path cluster and a subset of control actions.
2. Compute the optimization objective for these subsets, adding each control action individually to $\hat{C}$ and calling Algorithm 1 for each path in the cluster subset.
3. Add the control action that decreases the objective the most to $\hat{C}$ permanently. Terminate if no control action improved the objective.
4. Update the cluster selection weights with the resulting value of the optimization objective. Return to Step 1.

This method focuses the optimization on clusters that are poorly matched. Through this process, the optimization runs faster, and is more likely to match all types of paths present in the dataset, rather than the most common ones.

### 4.3 Experiment and Results

To evaluate the preceding method, this thesis analyzes three experiments. The first two used data from human-driven trajectories around a roundabout, and the third used synthetic paths created through randomly generated scenarios. In all three experiments, there is an $85 \%-15 \%$ split of the dataset between the training and test sets. The algorithms were written in Julia. The source code for the experiments can be seen at https://github.com/rdeiaco/learning_lattice_planner. For all experiments, the dense initial control set was a set of cubic spirals[57] arranged in a cone, generated for all $\theta \in \Theta$. The endpoints of the control actions in the cone had a range of $x$ values between 0.4 m and 4.0 m , a range of $y$ values between -2.0 m to 2.0 m , and $\theta$ values within $\left[0, \tan ^{-1}\left(\frac{1}{3}\right)\right.$, $\left.\tan ^{-1}\left(\frac{1}{2}\right), \frac{\pi}{4}, \tan ^{-1}(2), \tan ^{-1}(3)\right]$. These angles were chosen because they encourage straight line traversal between vertices in the lattice graph, which improves path quality[81]. The initial dense control set is shown in Figure 4.6a.


Figure 4.5: An example of the K-means clustering on a roundabout path dataset. Each cluster of paths has a different assigned colour, and the dotted line represents each cluster's mean path.

Each experiment compares the performance of the learning algorithm to the state-of-the-art lattice computation algorithm[82]. The learning algorithm was run with $\lambda_{1}=$ 0.311 and $\lambda_{2}=0.0311$. These values were determined by logarithmically spaced grid search. Values of $\lambda$ larger than this were found to generate control sets that were too sparse with poor manoeuvrability. Swath-based collision checking was performed using a rectangular vehicle footprint of length 4.5 m and width 1.7 m . Since the goal was not necessarily reachable in the lattice graph, the lattice planner instead searched for goal points that minimized the distance and heading difference from this goal.

### 4.3.1 Experimental Setup

Experiment 1: Roundabout Scenario The first experiment involved taking 213 paths in a roundabout dataset ${ }^{1}$ and sampling them at a constant arc length step size. The roundabout is illustrated in Figure 4.7a. The training portion of the dataset was then sliced into 10 m arc length slices using a sliding window with a 1 m step size. These slices were then taken as input to the clustering and optimization algorithms. This slicing method allows the extraction of as much information as possible from the dataset[2]. To evaluate
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Figure 4.6: Comparison of the dense (a), DL[82] (b), $\lambda_{1}$ (c), $\lambda_{2}$ (d) control sets generated in Experiment 2. Each colour corresponds to a different $C_{\bar{\theta}}$.
the learned control sets, the test portion of the dataset was used to construct scenarios from each path. This was done by taking the test set path as the lane centerline, with lateral offsets from the path forming the lane boundaries in an occupancy grid. Finally, the endpoint of the test set path was used as the goal. Using the occupancy grid, a lattice planner was run using each generated control set to compare the quality of each control set's planned paths.

Experiment 2: Roundabout Lane Change Scenario The second experiment also involved the same training paths from the roundabout dataset, except this time a second lane was added to the test set by extending the lateral offset forming the lane boundaries. Rather than the goal being to travel to the end of the original lane, the goal was changed to be the end of the adjacent lane. This meant that the planner was required to perform a lane change, in order to demonstrate that the learned control set could generalize to a situation not explicitly present in the training set. The direction of the lane change was equally distributed between a left and right lane change. Otherwise, scenario generation was the same as in Experiment 1.

Experiment 3: Synthetic Double Swerve Scenario The third experiment involved generating 100 different lane structures by randomly sampling clothoids of varying length and curvature connected to straightaways of varying length. Next, a second lane was added, along with an obstacle in the first lane. The goal of this experiment was for the planner to perform a double swerve manoeuvre to avoid the obstacle. The motion planner currently used on the University of Waterloo Autonomoose self-driving car[118] was then used to generate the training set of synthetic paths. This dataset is shown in Figure 4.7b.

### 4.3.2 Experimental Results

The results of all 3 experiments are shown in Table 4.1. It shows that the learned control sets are significantly smaller than both the dense control set as well as the control set formed after performing the DL[82] lattice computation algorithm, illustrated in Figure 4.6. Notably, this results in up to an approximately $7.5 x$ planning speedup over the dense set and up to a 4.31x planning speedup over the DL[82] set when executing the test set.

To measure how well each control set matched the dataset in terms of driving style, the curvature at each point was computed along each planned path and dataset path as a proxy for the steering function, as discussed in Section 1.1. Next, the maximum difference in curvature was computed between each path point along the planned path and the dataset


Figure 4.7: (a) The roundabout the dataset was extracted from for Experiments 1 and 2. (b) The synthetic dataset generated using the Autonomoose planner.

Table 4.1: Planning Runtime Results

| Experiment 1 | Dense | DL[82] | $\lambda_{1}$ | $\lambda_{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| Control Set Size | 311 | 194 | 64 | 109 |
| Planning Speedup Ratio | 1.00 | 1.82 | 6.40 | 3.49 |
| Matching Differential (31 Scenarios) | - | -1 | +9 | +11 |
| Experiment 2 |  |  |  |  |
| Control Set Size | 311 | 194 | 65 | 109 |
| Planning Speedup Ratio | 1.00 | 1.73 | 7.46 | 3.83 |
| Matching Differential (31 Scenarios) | - | +7 | +13 | +23 |
| Experiment 3 |  |  |  |  |
| Control Set Size | 311 | 194 | 57 | 83 |
| Planning Speedup Ratio | 1.00 | 1.90 | 7.73 | 4.70 |
| Matching Differential (15 Scenarios) | - | +5 | +11 | +13 |

path. This is called the curvature matching score. Afterwards, these curvature matching scores were compared across the planned paths for each control set. The value in the table reports the number of times a planned path had a lower maximum curvature deviation than the dense set's planned path; a positive number denotes the control set was better at matching more often than the dense set, and negative the opposite. A sample comparison between the DL control set and the $\lambda_{2}$ control set is given in Figure 4.8.

This shows that the learned control sets match the driving style (measured by curvature) of the dataset more closely than both the dense and DL[82] control sets, while also offering faster planning times. In addition, it is clear that as $\lambda$ gets smaller, the planned paths more closely match the data, at the cost of a larger control set and slower planning times.

Figure 4.9 shows a sample planning run from Experiment 3, comparing all 4 control sets. The red box denotes the obstacle for the scenario. It is clear all 4 planners were able to complete a plan to the goal state equally well, which shows that the learned planners had no loss of manoeuvrability.


Figure 4.8: An example comparison of the curvature values between planned paths using the DL[82] and $\lambda_{2}$ control sets. Each datapoint corresponds to a test scenario; below the straight line means that the $\lambda_{2}$ control set performed better.


Figure 4.9: Comparison of the lattice planner paths for the dense, $D L[82], \lambda_{1}$, and $\lambda_{2}$ control sets for one of the scenarios in Experiment 3.

## Chapter 5

## Safe Swerve Manoeuvres for Autonomous Driving

### 5.1 Swerve Problem Formulation

The fundamental problem this chapter addresses is to compute the longitudinal safe distance required when there is a free lane (or shoulder) to the left or right of the vehicle, allowing for an evasive swerve manoeuvre. This requires knowing the longitudinal safe distance required for a braking lead vehicle as well as a swerving lead vehicle. These manoeuvres are illustrated in Figure 5.1. As can be seen, when computing the longitudinal safe distances for swerves, one needs to consider both longitudinal and lateral clearance, since swerves contain lateral and longitudinal displacement.

Since vehicles rotate during swerves, rotation must compensated for when computing these clearances. After compensating for rotation, the distance $x_{c}$ can then be used to compute the longitudinal safe distance required for a swerve. In RSS, safety was proved for a particle model. This chapter extends those results to prove the safety for swerves feasible for the kinematic bicycle model. It is then shown how this result can be applied to more general models in Section 5.3. This task then breaks down into five subproblems.

Subproblem 1. Given the initial speed of the swerving vehicle $v_{r}$, the vehicle dimensions $d_{f}, d_{r}, b_{l}, b_{r}$ as in Figure 5.2a, and parameters $\mu$ and $\rho$, compute a lateral clearance distance $y_{c}$ sufficient for lateral safety when a swerving vehicle becomes laterally adjacent to a lead vehicle.


Figure 5.1: (a) The standard RSS braking manoeuvre for a braking leading vehicle. Velocities and acceleration arrows point to path segment where they occur. (b) The proposed swerve manoeuvre for a leading braking vehicle. The green dot represents the lateral clearance point $\left(x_{c}, y_{c}\right)$, according to $R S S \mu$-lateral distance. (c) The braking manoeuvre required for a swerving leading vehicle. (d) The swerving manoeuvre required for a swerving leading vehicle.

Subproblem 2. Given the kinematic constraints in (3.25), the initial vehicle speeds $v_{r}$ and $v_{f}$, the lateral clearance distance $y_{c}$, and parameters $\rho, a_{\text {max }}, a_{\text {min,brake }}, a_{\text {max,brake }}$, $a_{\max }^{\text {lat }}$, and $a_{\min }^{\text {lat }}$, compute a longitudinal safe distance sufficient for safety when swerving for a braking lead vehicle. This is illustrated in Figure 5.1b.

Subproblem 3. Given the initial vehicle speeds $v_{r}$ and $v_{f}$, the clearance point $y_{c}$, and parameters $\rho, a_{\text {max }}, a_{\text {min,brake }}, a_{\max }^{\text {lat }}$, and $a_{\min }^{\text {lat }}$, compute a longitudinal safe distance sufficient for safety when braking for a swerving lead vehicle. This is illustrated in Figure 5.1c.

Subproblem 4. Given the kinematic constraints in (3.25), the initial vehicle speeds $v_{r}$ and $v_{f}$, the parameters $\rho, a_{\max }, a_{\text {min,brake }}, a_{\text {max }, \text { brake }}, a_{\text {max }}^{\text {lat }}$, and $a_{\min }^{\text {lat }}$, compute a longitudinal safe distance sufficient for safety when swerving behind a swerving lead vehicle. This is illustrated in Figure 5.1d.

Subproblem 5. Given longitudinal safe distance sufficient for safety when swerving for a braking vehicle, braking for a swerving lead vehicle, and swerving for a swerving lead vehicle, compute a longitudinal safe distance akin to $d_{\text {long }}$ that is sufficient for universal safety when maintained by all vehicles on the road.

The first subproblem is addressed in Section 5.2.1, the second in Section 5.2.2, the third in Section 5.2.3, the fourth in Section 5.2.4, and the fifth in Section 5.2.5.

The work in this chapter makes the following assumptions on responsible behaviour:

1. A vehicle will only perform a swerve manoeuvre if it is not braking, and will only perform a brake manoeuvre if it is not swerving.
2. For every swerve manoeuvre, each vehicle reaches the lateral clearance distance only once. As a result, once an vehicle has committed to a lane change by reaching the lateral clearance distance, it will not return to its previous lane.
3. Each vehicle moves forward along the road, $v \geq 0$ and $\frac{-\pi}{2} \leq \psi \leq \frac{\pi}{2}$.

### 5.2 Computing the Longitudinal Safe Distance

### 5.2.1 Lateral Clearance Distance

The lateral clearance distance, as was defined in Section 3.4, is used to determine when a swerving vehicle is laterally safe from a braking lead vehicle. To compute the lateral
clearance distance, denoted $y_{c}$, Equation (3.43) is modified to account for vehicle rotation. If the maximum chassis yaw $\theta_{\max }$ during the manoeuvre is known, an axis-aligned bounding rectangle can be computed as an outer approximation to the vehicle footprint. This is useful for safety analysis, and is illustrated in Figure 5.2a.

(a)

(b)

Figure 5.2: (a) An outer approximation to a vehicle chassis that rotates by $\theta_{\max } . d^{\prime}$ and $\bar{d}$ are used for longitudinal buffers during swerve manoeuvres, and $b^{\prime}$ is used as a lateral buffer. (b) An inner approximation to a rotating vehicle chassis.

The three distances needed for safety analysis are from the centre of mass to the front of the bounding rectangle, $d^{\prime}$, from the centre of mass to the side of the bounding rectangle, $b^{\prime}$, and from the centre of mass to the rear of the bounding rectangle, $d_{.} . d_{r}$ and $d_{f}$ are the distances from the centre of mass to the rear and front of the chassis, respectively. $b_{l}$ and $b_{r}$ are the distances to the left and right of the chassis, respectively. As the vehicle
rotates, the length and width of the bounding rectangle increases until $\theta_{\max }$ reaches the angles from the centre of mass to the corners of the rectangle. Further rotation past these points decreases the dimensions of the bounding rectangle. These angles can be written in terms of $\phi$ and $\gamma$, illustrated in Figure 5.2a. The equations for the bounding rectangle distances are then $d^{\prime}, \bar{d}$, and $b^{\prime}$ are

$$
\begin{gather*}
d^{\prime}= \begin{cases}d_{f} \cos \left(\theta_{\max }\right)+b_{r} \sin \left(\theta_{\max }\right) & \theta_{\max } \leq \phi, \\
\sqrt{d_{f}^{2}+b_{r}^{2}} & \theta_{\max }>\phi,\end{cases}  \tag{5.1}\\
\bar{d}= \begin{cases}d_{r} \cos \left(\theta_{\max }\right)+b_{l} \sin \left(\theta_{\max }\right) & \theta_{\max } \leq \gamma, \\
\sqrt{d_{r}^{2}+b_{l}^{2}} & \theta_{\max }>\gamma,\end{cases}  \tag{5.2}\\
b^{\prime}= \begin{cases}d_{r} \sin \left(\theta_{\max }\right)+b_{r} \cos \left(\theta_{\max }\right) & \theta_{\max } \leq \frac{\pi}{2}-\gamma, \\
\sqrt{d_{r}^{2}+b_{r}^{2}} & \theta_{\max }>\frac{\pi}{2}-\gamma .\end{cases} \tag{5.3}
\end{gather*}
$$

Using $\theta_{\max }$, which is computed in Section 5.2.2, the required bounding rectangle dimensions of a rotating vehicle can be computed.

Using $b^{\prime}$ and the lateral clearance distance $d_{\text {lat }}$, the lateral clearance distance $y_{c}$ can be computed, as required for Subproblem 1.

$$
\begin{equation*}
y_{c}=b^{\prime}+b_{l}+d_{\mathrm{lat}} . \tag{5.4}
\end{equation*}
$$

Denote the time $y_{c}$ is attained as $t_{c}$.

Theorem 2. Equation 5.4 gives a lateral clearance distance sufficient for lateral safety when a swerving vehicle becomes laterally adjacent to a lead vehicle, or any time before.

Proof. To show lateral safety, we must show that laterally adjacent agents are at least $d_{\text {lat }}$ from one another, as given in Equation 3.43. Since the swerving agent's lateral speed is variable but nonnegative, a conservative lower bound on its lateral velocity is zero when computing $d_{\text {lat }}$. From assumption 1 , since the other agent is braking, it is not swerving, and therefore has lateral velocity during the swerve. The required $d_{\text {lat }}$ can then be computed using Equation 3.43, taking $v_{r}^{\text {lat }}$ and $v_{f}^{\text {lat }}$ to be zero, and using the parameters $a_{\min }^{\text {lat }}, a_{\max }^{\text {lat }}$, and $\rho$. The distance $d_{\text {lat }}$ acts as a buffer to ensure that upon reaching lateral adjacency, both agents are laterally safe from one another.

For $t<t_{c}$, the swerving vehicle is not laterally adjacent to the other vehicle, and is laterally safe. For $t \geq t_{c}$, from Assumption 2, $t_{c}$ is the time at which the two vehicles are closest while laterally adjacent. From Equation 5.4, there is at least $d_{\text {lat }}$ of distance between the agents, and thus they are laterally safe $\forall t \geq t_{c}$.

### 5.2.2 Swerving for a Braking Vehicle

The clearance distance $y_{c}$ can be used to compute the longitudinal safe distance required when swerving to avoid a braking lead vehicle, denoted $d_{s, b}$. This distance $d_{s, b}$ is computed under the constraints of the bicycle model outlined in Section 3.3. In addition, if $\alpha$ denotes the lane width, $t_{f}$ denotes the end time of the swerve, and the origin of the coordinate frame is at the centre line of the current lane at the rear vehicle's position at $t=0$, the swerve must satisfy the following boundary conditions:

$$
\begin{equation*}
\theta\left(t_{f}\right)=0, y\left(t_{f}\right)=\alpha \tag{5.5}
\end{equation*}
$$

However, computing the optimal bicycle swerve manoeuvre with respect to longitudinal clearance is an optimization problem with no closed form solution [98]. Instead, one can compute a swerve manoeuvre feasible for the kinematic bicycle model, and use that to obtain an upper bound on the actual longitudinal distance required by a swerve constrained by the kinematic bicycle model.

As in Equation 3.42, the lead vehicle is travelling with velocity $v_{f}$, and then brakes at $a_{\text {max, brake }}$ during the entire manoeuvre. The swerve is preceded by the rear vehicle maximally accelerating during the reaction delay $\rho$, at which point it begins the swerve manoeuvre with post-acceleration velocity $v_{r, \rho}$. To ensure monotonicity in the gap between the rear and lead vehicles, a lower bound on the distance travelled until $t_{f}$ by lead vehicle is used, denoted $x_{f}$.

The swerve considered is bang-bang in the steering input with zero longitudinal acceleration, and is illustrated in Figure 5.3. The longitudinal distance travelled by the swerving vehicle until the swerving vehicle reaches the lateral clearance distance is denoted as $x_{c}$. This distance $x_{c}$ is computed in Equations 5.16 and 5.21.

For the swerve manoeuvre, the turning radius of the circular arcs depends on the maximum lateral acceleration, as well as the kinematic limits of the steering angle. The
constraints on steering angle and lateral acceleration from (3.25) give two constraints on the turning radius

$$
\begin{gather*}
R_{\min , \delta}=\sqrt{\frac{\left(l_{r}+l_{f}\right)^{2}}{\tan \left(\delta_{\max }\right)^{2}+l_{r}^{2}}},  \tag{5.6}\\
R_{\min , a}=\frac{v_{r, \rho}^{2}}{a_{\min }^{\text {lat }}} . \tag{5.7}
\end{gather*}
$$

To ensure both constraints are satisfied, $R_{c}$ from (3.25) is set to the maximum of the two. From this turning radius, the steering angle $\delta_{c}$ and the slip angle $\beta_{c}$ can be computed

$$
\begin{align*}
\delta_{c} & =\tan ^{-1}\left(\sqrt{\frac{\left(l_{r}+l_{f}\right)^{2}}{R_{c}^{2}-l_{r}^{2}}}\right)  \tag{5.8}\\
\beta_{c} & =\tan ^{-1}\left(\frac{l_{r} \tan \left(\delta_{c}\right)}{l_{r}+l_{f}}\right) \tag{5.9}
\end{align*}
$$

The $\theta_{\max }$ required to satisfy the boundary conditions in Equation 5.5 can now be computed. The angle $\theta_{\text {max }}$ denotes how far the vehicle travels along each circular arc, which gives the switching point for the bang-bang steering control. From the rear axle, the two circular arcs are symmetrical in lateral distance travelled, as in Figure 5.3. Therefore, the angle along the first circular arc required to reach a lateral distance of $\frac{\alpha}{2}$ can be computed. First, the turning radius at the rear axle, $R_{r}$, is computed

$$
\begin{equation*}
R_{r}=\frac{l_{r}+l_{f}}{\tan \left(\delta_{c}\right)} . \tag{5.10}
\end{equation*}
$$

The lateral distance travelled during the first circular arc is then given by

$$
\begin{equation*}
y(t)=R_{r}(1-\cos (\theta(t))) . \tag{5.11}
\end{equation*}
$$

For a given value of $\delta_{c}, \theta_{\max }$ is then

$$
\begin{equation*}
\theta_{\max }=\cos ^{-1}\left(1-\frac{\alpha}{2 R_{r}}\right) . \tag{5.12}
\end{equation*}
$$

To compute $x_{c}$, there are two cases, depending on if $y_{c}$ is reached in the first or second circular arc. The angle $\psi_{\max }$ can be computed using (3.25). From Assumption 3, $\psi_{\max } \leq \frac{\pi}{2}$. Thus, the first case occurs if

$$
\begin{equation*}
y_{c} \leq R_{c}\left(\cos \left(\beta_{c}\right)-\cos \left(\psi_{\max }\right)\right), \tag{5.13}
\end{equation*}
$$

otherwise the second case occurs.


Figure 5.3: The swerve manoeuvre used for safety analysis. The red path is taken by the centre of mass, and the blue path is taken by the rear axle. $\alpha$ is the distance between lanes, $\delta_{c}$ is the steering angle, $\beta_{c}$ is the slip angle. The maximum angles achieved by the chassis yaw and the velocity of the centre of mass are given by $\theta_{\max }$ and $\psi_{\max }$, respectively. The turning radius of the rear axle and centre of mass's paths are given by $R_{r}$ and $R_{c}$, respectively.

## First Circular Arc

Similar to Equation 5.11, the longitudinal position along the first circular arc is given by

$$
\begin{equation*}
x(t)=R_{c}\left(\sin (\psi(t))-\sin \left(\beta_{c}\right)\right) . \tag{5.14}
\end{equation*}
$$

Using the centre of mass equivalent of Equation 5.11 and $y_{c}$, the $\psi$ value at the clearance point, $\psi_{c}$, can be computed

$$
\begin{equation*}
\psi_{c}=\cos ^{-1}\left(\cos \left(\beta_{c}\right)-\frac{y_{c}}{R_{c}}\right) \tag{5.15}
\end{equation*}
$$

Substituting this value for $\psi$ in Equation 5.14, and adding the outer approximation for the chassis $d^{\prime}$ gives the longitudinal swerve clearance distance

$$
\begin{equation*}
x_{c}=R_{c}\left(\sin \left(\psi_{c}\right)-\sin \left(\beta_{c}\right)\right)+d^{\prime} . \tag{5.16}
\end{equation*}
$$

The magnitude of the velocity is constant during the swerve, and so $t_{c}$ can be computed using the arc length travelled up to the clearance point $y_{c}$,

$$
\begin{equation*}
t_{c}=\frac{R_{c}\left(\psi_{c}-\beta_{c}\right)}{v} \tag{5.17}
\end{equation*}
$$

## Second Circular Arc

In the second circular arc, the initial heading of the centre of mass is denoted as $\hat{\psi}=$ $\psi_{\max }-2 \beta_{c}$, the initial $x$ position as $\hat{x}=R_{c}\left(\sin \left(\psi_{\max }\right)-\sin \left(\beta_{c}\right)\right)$, and the initial $y$ position as $\hat{y}=R_{c}\left(\cos \left(\beta_{c}\right)-\cos \left(\psi_{\max }\right)\right)$. The longitudinal and lateral distances along this arc are then

$$
\begin{align*}
& x(t)=R_{c}(\sin (\hat{\psi})-\sin (\psi(t)))+\hat{x},  \tag{5.18}\\
& y(t)=R_{c}(\cos (\psi(t))-\cos (\hat{\psi}))+\hat{y} . \tag{5.19}
\end{align*}
$$

As in Case 1, substituting $y_{c}$ yields $\psi_{c}$,

$$
\begin{equation*}
\psi_{c}=\cos ^{-1}\left(\frac{1}{R_{c}}\left(y_{c}-\hat{y}\right)+\cos (\hat{\psi})\right) \tag{5.20}
\end{equation*}
$$

Substituting this value for $\psi$ in Equation 5.18 gives

$$
\begin{equation*}
x_{c}=R_{c}\left(\sin (\hat{\psi})-\sin \left(\psi_{c}\right)\right)+\hat{x} . \tag{5.21}
\end{equation*}
$$

Similar to Case 1, the clearance time, $t_{c}$, can be computed

$$
\begin{equation*}
t_{c}=\frac{R_{c}\left(\psi_{\max }-\beta_{c}+\hat{\psi}-\psi_{c}\right)}{v} . \tag{5.22}
\end{equation*}
$$

From these longitudinal swerve clearance values, the longitudinal safe distance can then be computed. To do this, the rear braking distance in Equation 3.42 can be replaced with the longitudinal swerve distance $x_{c}$. In addition, to ensure a monotonically decreasing gap between the two vehicles, the initial speed of the lead vehicle is set (as a conservative lower bound) to

$$
\begin{equation*}
v_{f}^{\prime}=\min \left(v_{f}, v_{r} \cos \left(\psi_{\max }\right)\right) \tag{5.23}
\end{equation*}
$$

The distance travelled by the lead vehicle, $x_{f}$, depends on the the clearance time $t_{c}$. If $\rho+t_{c} \geq \frac{v_{f}^{\prime}}{a_{\text {max, brake }}}$, then the lead vehicle brakes to a stop during the swerve, and the distance travelled is the stopping distance. Otherwise, it is the distance travelled during deceleration up to time $t_{c}$. Thus, the distance travelled by the lead vehicle is given by

$$
x_{f}= \begin{cases}v_{f}^{\prime}\left(\rho+t_{c}\right)-\frac{a_{\text {max }, \text { brake }}\left(\rho+t_{c}\right)^{2}}{2}, & \rho+t_{c} \leq \frac{v_{f}^{\prime}}{a_{\text {max }}, \text { brake }},  \tag{5.24}\\ \frac{v_{f}^{\prime 2}}{2 a_{\text {max }, \text { brake }}}, & \rho+t_{c}>\frac{v_{f}^{\prime}}{a_{\text {max }, \text { brake }}}\end{cases}
$$

Using the parameters $a_{\text {max, accel }}$ and $\rho$ introduced in Section 3.4, and using Equations 5.16, 5.21, and 5.24, the longitudinal safe distance between a swerving rear vehicle and a braking lead vehicle, $d_{s, b}$, is then

$$
\begin{equation*}
d_{s, b}=\left[v_{r} \rho+\frac{1}{2} a_{\mathrm{max}, \mathrm{accel}} \rho^{2}+x_{c}-x_{f}\right]_{+}+d^{\prime}+d_{r} \tag{5.25}
\end{equation*}
$$

Theorem 3. Equation 5.25 gives a longitudinal safe distance sufficient for safety when swerving for a braking lead vehicle.

Proof. For $t>t_{c}, y(t)>y_{c}$, and therefore the swerving vehicle is no longer longitudinally adjacent to the lead vehicle, so is safe from the lead vehicle's braking. For $t \leq t_{c}$, from Equation 5.23, a conservative lower bound is used for the speed of the lead vehicle to ensure the lead vehicle's speed is less than the swerving vehicle during the entire swerve. This implies the gap between the two vehicles is monotonically decreasing, which further
implies that the minimum gap between the two vehicles occurs at time $t_{c}$.

The swerving vehicle travels $x_{c}+v_{r} \rho+\frac{1}{2} a_{\text {max,accel }} \rho^{2}$, and a conservative lower bound on the lead vehicle's travel distance is given by $x_{f}$. There is at most $d^{\prime}$ of distance from the centre of mass to the front of the swerving vehicle, and there is a constant $d$ of distance from the front vehicle centre of mass to the front vehicle's bumper. Thus, if a swerving vehicle maintains distance $d_{s, b}$, it will not collide with a braking vehicle in front of it, and is therefore safe from the lead vehicle at time $t_{c}$. Since the gap is monotonically decreasing for $t \leq t_{c}$, it is safe $\forall t \leq t_{c}$.

### 5.2.3 Braking for a Swerving Vehicle

The longitudinal safe distance required to swerve for a braking vehicle was computed in the preceding section, and this section considers the opposite problem, computing the longitudinal safe distance required to brake for a swerving lead vehicle without collision. Since the lead vehicle intends to occupy the other lane, it requires less longitudinal distance for the rear vehicle to brake to avoid the swerving lead vehicle than it would for it to brake for a braking lead vehicle. It is assumed the front vehicle is performing the same swerve discussed in Section 5.2.2. To account for rotation of the front vehicle, $\bar{d}$ is used to compensate as defined in Section 5.2.1.

Equations $5.16,5.21,5.17$, and 5.22 can be used to compute the $x_{c}$ and $t_{c}$ for the front vehicle's swerve. As in Equation 3.42, it is assumed that the rear vehicle accelerates maximally during its reaction time, and then brakes comfortably until $t_{c}$. As before, denote the rear vehicle's post-acceleration velocity as $v_{r, \rho}$. Then its minimum velocity during the braking manoeuvre is

$$
\begin{equation*}
v_{r, \min }=\max \left(\min \left(v_{r}, v_{r, \rho}-a_{\text {min }, \text { brake }}\left(t_{c}-\rho\right)\right), 0\right) . \tag{5.26}
\end{equation*}
$$

As in Section 5.2.2, the proof of safety is simplified if the gap is monotonically decreasing until lateral safety is reached. To ensure this, the lead vehicle speed is conservatively approximated with $v_{f}^{\prime}$

$$
\begin{equation*}
v_{f}^{\prime}=\min \left(v_{f} \cos \left(\psi_{\max }\right), v_{r, \min }\right) . \tag{5.27}
\end{equation*}
$$

A conservative lower bound for the longitudinal distance travelled by the swerving front vehicle is then

$$
\begin{equation*}
x_{f}=v_{f}^{\prime} t_{c} . \tag{5.28}
\end{equation*}
$$

The distance $x_{f}$ is a lower bound on the distance travelled by the front vehicle during the swerve that creates a monotonically decreasing gap.

The distance travelled by the rear braking vehicle during its reactions delay and its braking manoeuvre is denoted by $x_{r}$. This distance depends on the clearance time $t_{c}$, similar to the distance travelled by the front vehicle in the preceding section. The distance travelled during the rear vehicle's braking manoeuvre, $x_{r, \text { brake }}$, is given by

$$
x_{r, \text { brake }}= \begin{cases}v_{r, \rho}\left(t_{c}-\rho\right)-\frac{a_{\text {min }, \text { brake }}\left(t_{c}-\rho\right)^{2}}{2}, & t_{c}-\rho \leq \frac{v_{r, \rho}}{a_{\text {min }} \text { brake }},  \tag{5.29}\\ \frac{v_{r, \rho}^{2}}{2 a_{\text {min }, \text { brake }}}, & t_{c}-\rho>\frac{v_{r, \rho}}{a_{\text {min }, \text { brake }}} .\end{cases}
$$

Following this, the distance travelled by the braking rear vehicle is

$$
\begin{equation*}
x_{r}=\frac{\left(v_{r}+v_{r, \rho}\right) \rho}{2}+x_{r, \text { brake }} . \tag{5.30}
\end{equation*}
$$

Using Equations 5.28 and 5.30, the longitudinal safe distance when braking for a swerving vehicle, $d_{b, s}$ is then

$$
\begin{equation*}
d_{b, s}=\left[x_{r}-x_{f}\right]_{+}+d_{f}+\bar{d} \tag{5.31}
\end{equation*}
$$

Theorem 4. Equation 5.31 gives a longitudinal safe distance sufficient for safety when braking for a swerving lead vehicle.

Proof. For $t>t_{c}$, the swerving vehicle is laterally clear from the rear braking vehicle, and therefore the rear vehicle is safe. The velocity used for the lead vehicle is a conservative lower bound on its true speed $\forall t \leq t_{c}$, as per Equation 5.27. In addition, $v_{f}^{\prime} \leq v_{r}$, $\forall t \leq t_{c}$, and as a result the gap between the two vehicles is monotonically decreasing on that interval. The minimum distance between the two vehicles thus occurs at time $t_{c}$. Equation 5.31 thus gives enough clearance such that no collision occurs at time $t_{c}$, so the rear vehicle is safe at time $t_{c}$. Since the gap is monotonically decreasing over the interval, the rear vehicle is safe $\forall t \leq t_{c}$.

### 5.2.4 Swerving for a Swerving Vehicle

The final relevant longitudinal safe distance is the distance required when swerving behind a swerving lead vehicle. This is illustrated in Figure 5.1d. Both vehicles are longitudinally adjacent during the entire manoeuvre. From Assumption 1, the lead vehicle will not brake
during its swerve. The goal is then to compute the longitudinal distance required to swerve behind a lead swerving vehicle, such that if the lead vehicle were to immediately brake with deceleration $a_{\text {max,accel }}$ at the end of its swerve, and the rear vehicle were to brake with deceleration $a_{\text {min,accel }}$ at the end of its reaction-delayed swerve, there would be no collision. Using Equation 5.12 to compute the maximum yaw angle during each vehicle's swerve, $\theta_{\max , r}, \theta_{\max , f}$, and Equation 5.10 to compute each vehicle's rear axle turning radius, $R_{r, r}, R_{r, f}$, the swerve completion times of the rear and front vehicle are given by $t_{1}$ and $t_{2}$, respectively

$$
\begin{align*}
& t_{1}=\frac{2 R_{r, r}\left(\theta_{\max , r}\right)}{v_{r}}  \tag{5.32}\\
& t_{2}=\frac{2 R_{r, f}\left(\theta_{\max , f}\right)}{v_{f}} \tag{5.33}
\end{align*}
$$

Similar to the previous section, $v_{f}^{\prime}$ denotes a conservative lower bound on the front vehicle's speed

$$
\begin{equation*}
v_{f}^{\prime}=\min \left(v_{f} \cos \left(\psi_{\max , f}\right), v_{r}\right) \tag{5.34}
\end{equation*}
$$

The longitudinal safe distance required to swerve in response to a swerving vehicle, $d_{s, s}$, is then

$$
\begin{equation*}
d_{s, s}=\frac{v_{r}+v_{r, \rho}}{2} \rho+v_{r, \rho}\left(t_{1}-\rho\right)+\frac{v_{r, \rho}^{2}}{2 a_{\text {min,brake }}}-\left(v_{f}^{\prime} t_{2}+\frac{v_{f}^{\prime 2}}{2 a_{\text {max }, \text { brake }}}\right)+d^{\prime}+\bar{d} \tag{5.35}
\end{equation*}
$$

Theorem 5. Equation 5.35 gives a longitudinal safe distance sufficient for safety when swerving for a swerving lead vehicle.

Proof. The gap between each vehicle can be written as a piecewise function of time. The endpoints of the intervals are the reaction delay, $\rho$, the time it takes for the front vehicle to finish its swerve, $t_{2}$, the time it takes for the rear vehicle to finish its swerve, $t_{1}$, the brake time of the front vehicle, $t_{b, 2}$, and the brake time of the rear vehicle, $t_{b, 1}$. The swerve times for the kinematic bicycle model for varying speeds are proportional to $v \cos ^{-1}\left(1-\frac{1}{v^{2}}\right)$, which is quasi-constant across all relevant road speeds. In addition, $a_{\text {max, accel }}>a_{\text {min,accel }}$, and swerve times are longer than reasonable reaction times. From this, it is reasonable to assume that $\rho<t_{2}<\rho+t_{1}<t_{2}+t_{b, 2}<\rho+t_{1}+t_{b, 1}$. If the longitudinal distance travelled during the swerves by the front and rear vehicle are denoted by $x_{s, 2}(t)$ and $x_{s, 1}(t)$ respectively, the initial gap between the vehicles is denoted by $g_{0}$, and (for the moment) the distances from the centre of mass to the front and rear bumpers are ignored, then the gap as a function of time $g(t)$ is given by

$$
g(t)= \begin{cases}g_{0}+x_{s, 2}(t)-\left(v_{r} t+\frac{1}{2} a_{\text {max }, \text { accel }} t^{2}\right) & t \leq \rho,  \tag{5.36}\\ g_{0}+x_{s, 2}(t)-\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+x_{s, 1}(t-\rho)\right) & \rho<t \leq t_{2}, \\ g_{0}+x_{s, 2}\left(t_{2}\right)+v_{f}\left(t-t_{2}\right)-\frac{1}{2} a_{\text {max }, \text { brake }}\left(t-t_{2}\right)^{2}- & \\ \quad\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+x_{s, 1}(t-\rho)\right) & t_{2}<t \leq \rho+t_{1}, \\ g_{0}+x_{s, 2}\left(t_{2}\right)+v_{f}\left(t-t_{2}\right)-\frac{1}{2} a_{\text {max }, \text { brake }}\left(t-t_{2}\right)^{2}- & \\ \quad\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+x_{s, 1}\left(t_{1}-\rho\right)+v_{r, \rho}\left(t-t_{1}\right)-\frac{1}{2} a_{\text {min,brake }}\left(t-t_{1}\right)^{2}\right) & \rho+t_{1}<t \leq t_{2}+t_{b, 2}, \\ g_{0}+x_{s, 2}\left(t_{2}\right)+\frac{v_{f}^{2}}{2 a_{\text {max }, \text { brake }}}-\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+x_{s, 1}\left(t_{1}-\rho\right)+\right. & \\ \left.v_{r, \rho}\left(t-t_{1}\right)-\frac{1}{2} a_{\text {min }, \text { brake }}\left(t-t_{1}\right)^{2}\right) & t_{2}+t_{b, 2}<t \leq \rho+t_{1}+t_{b, 1}, \\ g_{0}+x_{s, 2}\left(t_{2}\right)+\frac{v_{f}^{2}}{2 a_{\text {max }, \text { brake }}}-\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+x_{s, 1}\left(t_{1}-\rho\right)+\frac{v_{r, \rho}^{2}}{2 a_{\text {min }, \text { brake }}}\right) & t>\rho+t_{1}+t_{b, 1} .\end{cases}
$$

The maximum longitudinal velocity during the rear vehicle swerve is $v_{r, \rho}$. If the maximum $\psi$ value during the front vehicles swerve is denoted $\psi_{\text {max }, f}$, the minimum longitudinal velocity during the front vehicle's swerve is given by $v_{f} \cos \left(\psi_{\max , f}\right)$. Set $v_{f}^{\prime}=$ $\min \left(v_{f} \cos \left(\psi_{\text {max }, f}\right), v_{r}\right)$. This means that

$$
\begin{gather*}
x_{s, 1}(t) \leq v_{r, \rho} t  \tag{5.37}\\
x_{s, 2}(t) \geq v_{f}^{\prime} t . \tag{5.38}
\end{gather*}
$$

Substituting this in Equation 5.36 results in a monotonically decreasing function of $t$, $\hat{g}(t)$, with the property that $\hat{g}(t) \leq g(t), \forall t$

$$
\hat{g}(t)= \begin{cases}g_{0}+v_{f}^{\prime} t-\left(v_{r} t+\frac{1}{2} a_{\text {max }, \text { accel }} t^{2}\right) & t \leq \rho,  \tag{5.39}\\ g_{0}+v_{f}^{\prime} t-\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+v_{r, \rho}(t-\rho)\right) & \rho<t \leq t_{2}, \\ g_{0}+v_{f}^{\prime} t-\frac{1}{2} a_{\text {max }, \text { brake }}\left(t-t_{2}\right)^{2}-\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+v_{r, \rho}(t-\rho)\right) & t_{2}<t \leq \rho+t_{1}, \\ g_{0}+v_{f}^{\prime} t-\frac{1}{2} a_{\text {max }, \text { brake }}\left(t-t_{2}\right)^{2}- & \\ \quad\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+v_{r, \rho}(t-\rho)-\frac{1}{2} a_{\text {min }, \text { brake }}\left(t-t_{1}\right)^{2}\right) & \rho+t_{1}<t \leq t_{2}+t_{b, 2}, \\ g_{0}+v_{f}^{\prime} t_{2}+\frac{v_{f}^{\prime 2}}{2 a_{\text {max }} \text { brake }}-\left(\frac{v_{r}+v_{r,, \rho}}{2} \rho+v_{r, \rho}(t-\rho)-\right. & \\ \left.\frac{1}{2} a_{\text {min,brake }}\left(t-t_{1}\right)^{2}\right) & t_{2}+t_{b, 2}<t \leq \rho+t_{1}+t_{b, 1}, \\ g_{0}+v_{f}^{\prime} t_{2}+\frac{v_{f}^{\prime 2}}{2 a_{\text {max }, \text { brake }}}-\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+v_{r, \rho}\left(t_{1}-\rho\right)+\frac{v_{r, \rho}^{2}}{2 a_{\text {min }, \text { brake }}}\right) & t>\rho+t_{1}+t_{b, 1} .\end{cases}
$$

This implies that the minimum of $\hat{g}(t)$ occurs for $t>t_{b, 1}$, where $\hat{g}(t)$ is constant

$$
\begin{equation*}
\min _{t} \hat{g}(t)=g_{0}+v_{f}^{\prime} t_{2}+\frac{v_{f}^{\prime 2}}{2 a_{\text {max }, \text { brake }}}-\left(\frac{v_{r}+v_{r, \rho}}{2} \rho+v_{r, \rho}\left(t_{1}-\rho\right)+\frac{v_{r, \rho}^{2}}{2 a_{\text {min }, \text { brake }}}\right) . \tag{5.40}
\end{equation*}
$$

Since $\hat{g}(t) \leq g(t), \forall t$, if $\hat{g}(t) \geq 0, \forall t$, no collision occurs. This is satisfied if the initial gap satisfies

$$
\begin{equation*}
g_{0} \geq \frac{v_{r}+v_{r, \rho}}{2} \rho+v_{r, \rho}\left(t_{1}-\rho\right)+\frac{v_{r, \rho}^{2}}{2 a_{\text {min,brake }}}-\left(v_{f}^{\prime} t_{2}+\frac{v_{f}^{\prime 2}}{2 a_{\text {max }, \text { brake }}}\right) . \tag{5.41}
\end{equation*}
$$

By adding in the distances from the centre of mass to the ends of the chassis, compensating for the rotation of each swerving vehicle, an initial gap is sufficient for safety $\forall t$ if

$$
\begin{equation*}
g_{0} \geq \frac{v_{r}+v_{r, \rho}}{2} \rho+v_{r, \rho}\left(t_{1}-\rho\right)+\frac{v_{r, \rho}^{2}}{2 a_{\text {min,brake }}}-\left(v_{f}^{\prime} t_{2}+\frac{v_{f}^{\prime 2}}{2 a_{\text {max,brake }}}\right)+d^{\prime}+\bar{d} . \tag{5.42}
\end{equation*}
$$

Which yields Equation 5.35.

At $t \geq t_{2}$, the time at which the lead vehicle begins hard braking, there is enough longitudinal distance to brake for the leading vehicle, as $\hat{g}(t) \geq 0, \forall t \geq t_{2}$, so the rear vehicle is safe. Since $\hat{g}(t)$ in Equation 5.39 is monotonically decreasing with $t$, the safe longitudinal distance is satisfied for $t<t_{2}$, and thus the rear vehicle is safe $\forall t$.

### 5.2.5 Universal Following Distance

The final subproblem addressed in this chapter aims to combine the results of the previous sections into a final following distance that can be maintained by all vehicles in a given straight road system to ensure universal safety, assuming the vehicles can brake or swerve as a response to the behaviour of other vehicles in front of them. In this sense, this section extends the analysis of the preceding sections into the case of more than two vehicles in a road system. The following distance will be a function of the speed of the vehicle, as well as the speed of the 2 vehicles in front of the vehicle, and the parameters outlined in 3.4. Denote the distance required to brake for a braking lead vehicle as $d_{\mathrm{b}, \mathrm{b}}\left(v_{r}, v_{f}, \rho\right)$, the distance required to swerve for a braking lead vehicle as $d_{\mathrm{b}, \mathrm{s}}\left(v_{r}, v_{f}, \rho\right)$, the distance required to swerve for a braking lead vehicle as $d_{\mathrm{s}, \mathrm{b}}\left(v_{r}, v_{f}, \rho\right)$, and the distance required to swerve for a swerving lead vehicle as $d_{\mathrm{s}, \mathrm{s}}\left(v_{r}, v_{f}, \rho\right)$.

(a)

(b)

Figure 5.4: (a) Scenario where the rear vehicle must swerve for a swerving vehicle 2 cars ahead. (b) Scenario where the rear vehicle must brake for a braking vehicle 2 cars ahead.

In such a road system, there will be blocks of vehicles where the front vehicle is much greater than both $d_{b, b}$ and $d_{s, s}$ away from the nearest vehicle in front of it. Since it is at least this far, it can safely brake or swerve for any vehicle in front of it, and therefore any vehicle in front of it can be ignored. Because of this, these blocks can be considered in isolation, and if each block of vehicles is considered safe, all vehicles in the road system is considered safe. For any vehicle in a given block, denote its speed by $v_{1}$, and the speeds of the first and second vehicles in front of it (if they exist within the block) as $v_{2}$ and $v_{3}$, respectively. The longitudinal position of each vehicle as a function of time is denoted by $x_{1}(t), x_{2}(t)$, and $x_{3}(t)$. A sufficient safe following distance for each vehicle is then

$$
\begin{align*}
\hat{d}_{\text {long }}= & \max \left(d_{\mathrm{b}, \mathrm{~s}}\left(v_{1}, v_{2}, \rho\right), d_{\mathrm{b}, \mathrm{~s}}\left(v_{1}, v_{2}, \rho\right)\right. \\
& \left.d_{\mathrm{s}, \mathrm{~s}}\left(v_{1}, v_{3}, 2 \rho\right)-d_{\mathrm{s}, \mathrm{~b}}\left(v_{2}, v_{3}, \rho\right), d_{\mathrm{b}, \mathrm{~b}}\left(v_{1}, v_{3}, 2 \rho\right)-d_{\mathrm{s}, \mathrm{~b}}\left(v_{2}, v_{3}, \rho\right)\right) . \tag{5.43}
\end{align*}
$$

Theorem 6. Equation 5.43 gives a longitudinal safe distance sufficient for universal safety when maintained by all vehicles.

Proof. As mentioned earlier, each block of vehicles can be analyzed individually for safety, and if every block is safe, all vehicles are safe. The safety of any given block can be proved using an inductive argument across all of the vehicles, starting from the front of the block. The following is a proof sketch.

- For the base case, the safety of the first two vehicles is proven when following with at least $\hat{d}_{\text {long }}$.
- For the inductive step, it is assumed the $i^{\text {th }}$ agent is following with at least $\hat{d}_{\text {long }}$ and is safe, and it is shown that if the $(i+1)^{\text {th }}$ agent follows with at least $\hat{d}_{\text {long }}$, then it is safe.


## Base Case

The first vehicle at the front of the block is by definition at least $d_{b, b}$ and $d_{s, s}$ from any vehicle in front of it (if such an vehicle exists). As a result, any potential vehicle in front of the first can be safely avoided if necessary with either a brake or a swerve. This means that the first vehicle in the block is safe, and any potential vehicle in front of the first can be safely ignored by all vehicles in the block.

The second vehicle follows the first vehicle at $\hat{d}_{\text {long }}$. If the front vehicle brakes, the second vehicle is at least $d_{s, b}$ away from it, and can swerve to safety. If the front vehicle
swerves, the second vehicle is at least $d_{b, s}$ away from it, and can brake safely. The second vehicle is therefore safe from the first vehicle, and is therefore safe.

## Induction

Now, suppose the $i^{\text {th }}$ vehicle is following with at least $\hat{d}_{\text {long }}$ of distance, and is safe from the vehicles in front of it. Denote the $(i+1)^{\text {th }}$ as vehicle 1 , the $i^{\text {th }}$ vehicle as vehicle 2 , and the $(i-1)^{\text {th }}$ vehicle as vehicle 3 . The distance between vehicle 1 and vehicle 2 is $\hat{d}_{\text {long }}$. If vehicle 2 brakes or swerves, vehicle 1 is at least $d_{s, b}$ and $d_{b, s}$ away from it, and is safe from vehicle 2 if it responds with a swerve or brake, respectively.

If vehicle 1 swerves in response to vehicle 2's brake, there are 2 cases to consider. The first case is if vehicle 3 brakes. Since vehicle 2 was assumed to be safe from vehicle 3, $x_{2}(t) \leq x_{3}(t), \forall t$. Combining this with the fact that $d_{s, b}$ is sufficient for vehicle 1 to swerve safely from vehicle 2 , vehicle 1 must be safe from vehicle 3 if vehicle 3 brakes.

If vehicle 3 swerves, $d_{s, s}\left(v_{1}, v_{3}, 2 \rho\right)$ is a sufficient distance for vehicle 1 to follow vehicle 3 to ensure safety. This case is illustrated in Figure 5.4a. The reaction delay is doubled to account for the reaction propagating through 2 vehicles instead of the usual one. Since vehicle 2 was assumed to be safe from vehicle $3, d_{s, b}\left(v_{2}, v_{3}, \rho\right)$ is a lower bound on vehicle 2 's following distance from vehicle 3 . This means that in this case, $d_{\mathrm{s}, \mathrm{s}}\left(v_{1}, v_{3}, 2 \rho\right)-d_{\mathrm{s}, \mathrm{b}}\left(v_{2}, v_{3}, \rho\right)$ is a sufficient following distance between vehicle 1 and 2 to guarantee safety.

If vehicle 1 brakes in response to vehicle 2's swerve, as before there are 2 cases to consider. The first case is if vehicle 3 is swerving. As before, since vehicle 2 was assumed to be safe from vehicle $3, x_{2}(t) \leq x_{3}(t), \forall t$. Combining this with the fact that $d_{b, s}$ is sufficient for vehicle 1 to brake safely from vehicle 2's swerve, vehicle 1 must be safe from vehicle 3's swerve.

If vehicle 3 brakes, $d_{b, b}\left(v_{1}, v_{3}, 2 \rho\right)$ is a sufficient distance for vehicle 1 to follow vehicle 3 to ensure safety. This case is illustrated in Figure 5.4b. Again, the reaction delay is doubled to account for propagation between two vehicles. Since vehicle 2 was assumed to be safe from vehicle 3 , $d_{s, b}\left(v_{2}, v_{3}, \rho\right)$ is again a lower bound on vehicle 2 's following distance. Thus, in this case, $d_{\mathrm{b}, \mathrm{b}}\left(v_{1}, v_{3}, 2 \rho\right)-d_{\mathrm{s}, \mathrm{b}}\left(v_{2}, v_{3}, \rho\right)$ is a sufficient following distance between
vehicle 1 and 2 to guarantee safety.

Since $\hat{d}_{\text {long }}$ is greater or equal to each of these following distances, vehicle 1 is safe, and thus the $(i+1)^{\text {th }}$ is safe. By induction, any block of vehicles is safe that maintains this following distance, and as a result, the entire system is safe.

At high speeds, this new following distance can be used to allow for tighter following between agents. At low speeds, the agents can revert to the braking following distance used in RSS. A comparison between the RSS following distance and this new following distance across a range of speeds is shown in Figure 5.7.

### 5.3 Validation and Results

To validate the bicycle model assumptions, the first subsection checks the validity of the conservative upper bound on the required swerve distance by computing a lower bound. In the next subsection, a dynamic single-track vehicle model [37] is used to see if the previously computed swerve distances are reasonable conservative approximations. The lower bound is computed and compared to the upper bound distance, as well as the braking distance, in Section 5.3.1. In Section 5.3.2, the upper bound swerve clearance distance, as computed in Section 5.2.2, is compared to swerves from the dynamic single-track model.

### 5.3.1 Lower Bound Validation

The lower bound on the longitudinal swerve distance in this section is computed while satisfying the constraints of the particle model in Equations 3.23 and 3.24. The minimum $a_{x}$ and maximum $a_{y}$ values are set to be $-a_{\text {min, brake }}$ and $a_{\min }^{\text {lat }}$, respectively, from the bicycle model. This ensures that any acceleration possible for the bicycle model is also possible for the particle model.

For a particle model, maximal lateral acceleration towards $y_{c}$ as well as maximal longitudinal deceleration leads to lateral clearance in the shortest longitudinal distance $\bar{x}_{c}$ [99]. Thus, $\bar{x}_{c} \leq x_{c}$ for any other manoeuvre feasible for the particle model.

Finally, for computing the clearance, an inner approximation of the vehicle's chassis during rotation is used. To do so, the clearance distance uses the square inscribed on the
circle of radius $b_{l}$ centred on the centre of mass with side length $2 d_{i}^{\prime}$. This is shown in Figure 5.2 b . Through this inner approximation, $d_{i}^{\prime} \leq d^{\prime}$ for any possible chassis rotation. This implies that anything the chassis can clear during the swerve will be cleared by the inner square. If $x_{f}$ is used as in Section 5.2.2, a lower bound on the longitudinal safe distance, denoted by $\bar{d}_{\text {long }}$, is given by

$$
\begin{equation*}
\bar{d}_{\text {long }}=\left[v_{r} \rho+\frac{1}{2} a_{\mathrm{max}, \text { accel }} \rho^{2}+\bar{x}_{c}-x_{f}\right]_{+}+d_{i}^{\prime}+d \tag{5.44}
\end{equation*}
$$

Theorem 7. Equation 5.44 gives a longitudinal safe distance necessary for safety when swerving for a braking lead vehicle.

Proof. The clearance time and associated longitudinal distance at which point the particle model reaches $y_{c}$ are given by

$$
\begin{gather*}
t_{c}=\sqrt{\frac{2 y_{c}}{a_{\min }^{\text {lat }}}}  \tag{5.45}\\
\bar{x}_{c}=v t_{c}-\frac{a_{\text {min,brake }} t_{c}^{2}}{2}+d_{i}^{\prime} . \tag{5.46}
\end{gather*}
$$

By the acceleration constraints imposed on the particle model, any feasible acceleration in the bicycle model is feasible for the particle model. In addition, the manoeuvre is optimal with respect to longitudinal distance travelled for the particle model. Both of these points imply that the $\bar{x}_{c}$ in Equation 5.46 is a lower bound on any feasible $x_{c}$ for the bicycle model. Next, the inner approximation implies that for any manoeuvre, if the chassis can clear, the square with side length $2 d_{i}^{\prime}$ can clear as well, allowing a buffer of $d_{i}^{\prime}$ to be added.

If the initial longitudinal distance between the vehicles is denoted as $x_{2}$, then the distance between the swerving vehicle and the braking vehicle during the reaction delay is given by $x_{2}-d_{i}^{\prime}-d_{r}+v_{f} t-\frac{1}{2} a_{\text {max,brake }} t^{2}-v_{r} t-\frac{1}{2} a_{\max } t^{2}$. If the distance between the vehicles at the end of the reaction delay is denoted as $x_{\rho}$, then after the reaction delay the distance between the vehicles is given by $x_{\rho}+v_{f} t-\frac{1}{2} a_{\text {max, brake }} t^{2}-v_{r, \rho} t+\frac{1}{2} a_{\text {min,brake }} t^{2}$. Since $-a_{\text {max,brake }}-a_{\max }<0$ and $-a_{\text {max,brake }}+a_{\text {min,brake }}<0$, the distance between the swerving and braking vehicle is concave on both intervals. This implies that the minimum gap occurs at the boundaries of the time intervals $\left\{0, \rho, t_{c}\right\}$. Since the distance between the vehicles is differentiable everywhere, the time $\rho$ is a critical point only if the derivative is zero. In this case, since the distance is concave before and after time $\rho$, the derivative
is positive for $t<\rho$ and negative for $t>\rho$, implying the distance at time $\rho$ is a local maximum. Taking everything together, assuming the vehicles are not already in collision at $t=0$, this implies that Equation 5.44 is a lower bound on the longitudinal safe distance required for a swerve feasible for the bicycle model.

A comparison between the lower bound and upper bound on the longitudinal distance travelled during a swerve, as well as the equivalent braking distance is shown in Figure 5.5. The plot is across a range of initial speeds.


Figure 5.5: A comparison of the longitudinal distance travelled between swerve and brake manoeuvres, for varying initial velocities. The swerving distance required by the dynamic model is similar to the distance required by the bicycle model.

### 5.3.2 Dynamic Model Validation

Next, the kinematic approximation is validated by comparing the longitudinal swerve distance under a dynamic model to the distance computed in the preceding sections. This section focuses on the ability of the dynamic model to swerve, and not an associated controller, and as a result the manoeuvres are generated in open loop. However, doing a grid search over all possible control inputs to find the best swerves is impractical. Instead, the steering input is broken into 4 equal length intervals of time, and binary search is performed over steering rate magnitudes until the boundary conditions in Equation 5.5 are
satisfied. In addition, linear search is performed over brake input and the total time of the manoeuvre, where the manoeuvre that minimizes the longitudinal swerve distance $x_{c}$ is selected.

The parameters used in this validation are summarized in Table 5.1. The deceleration $a_{\text {min,brake }}$ was chosen to represent braking at the limit of comfort, and $a_{\text {max,brake }}$ was chosen to represent a hard, uncomfortable brake. The swerves generated for various initial speeds are illustrated in Figure 5.6.

Table 5.1: Parameters Table

| $m$ | 1239 kg | $l_{f}$ | 1.19 m | $l_{r}$ | 1.37 m |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $I_{z z}$ | $1752 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ | $e_{S P}$ | 0.5 m | $R$ | 0.302 m |
| $c_{w}$ | 0.3 | $\rho_{\text {drag }}$ | $1.25 \frac{\mathrm{~kg}}{\mathrm{~m}^{3}}$ | $A$ | 1.438 |
| $B_{f}$ | 10.96 | $C_{f}$ | 1.3 | $D_{f}$ | 4560.4 |
| $E_{f}$ | -0.5 | $B_{r}$ | 12.67 | $C_{r}$ | 1.3 |
| $D_{r}$ | 3947.81 | $E_{r}$ | -0.5 | $a_{\max }^{\text {lat }}$ | $4.0 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$ |
| $a_{\min }^{\text {lat }}$ | $2.0 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$ | $a_{\text {min,brake }}$ | $2.0 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$ | $a_{\text {max,brake }}$ | $8.0 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$ |
| $a_{\text {max }, \text { accel }}$ | $2.0 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$ | $\mu$ | 0.1 m | $\rho$ | 0.1 s |
| $\alpha$ | 3.7 m | $d_{r}$ | 2.3 m | $d_{f}$ | 2.4 m |
| $b_{r}$ | 0.9 m | $b_{l}$ | 0.9 m | $\delta_{\max }$ | $\frac{\pi}{6}$ |

Using these computed swerves, the clearance distance $y_{c}$ is then computed as before and is used to find the longitudinal swerve distance travelled $x_{c}$ that occurs at time $t_{c}$. Substituting this value in at Equations 5.25 and 5.31 then gives the required longitudinal safe distance for the dynamic model. For the range of initial vehicle speeds where swerving is more efficient than braking, the longitudinal safe distances required for the dynamic model are plotted and compared to those computed in Section 5.2 in Figure 5.5.


Figure 5.6: The swerve manoeuvres generated according to the dynamic model. Each swerve is for a different initial speed in the interval [10, 30] $\frac{\mathrm{m}}{\mathrm{s}}$. The arrows denote the heading of the vehicle.

### 5.3.3 Simulation Results

In Figure 5.5, the lower bound is within 30.3-61.9\% error of the upper bound, which corresponds to a range of $8.8-16.3 \mathrm{~m}$ of additional distance. This gives a range of clearance values required for a swerving bicycle to clear a lead vehicle.

This plot also illustrates the advantage of swerves; across a initial speeds ranging from $5-30 \frac{\mathrm{~m}}{\mathrm{~s}}$, the swerves reach safety using up to 63.5 m less of longitudinal distance travelled than braking does. In addition, the longitudinal swerve distance required by the dynamic single-track model is within $15.6-24.0 \%$ error of the upper bound distance, and is always above the lower bound distance. This shows that the kinematic approximation can accurately bound the swerve distance required by the dynamic single-track model, across initial speeds from $8-30 \frac{\mathrm{~m}}{\mathrm{~s}}$. This verifies that the kinematic approximation can be used as a closed form and efficient method for computing longitudinal safe distances as described in the preceding sections.

Figure 5.7 compares the safe distance required when using swerves, $\hat{d}_{\text {long }}$, as compared to the standard $d_{\text {long }}$ required in the RSS framework, when each vehicle is moving along at the same speed. For low speeds, the required braking distance is lower, which is in line with what is expected from Figure 5.5. However, at higher speeds it is clear that the required following distance to maintain safety is reduced. By allowing swerves, the following distance can be reduced by up to $40 \%$, or $14.1-14.9 \mathrm{~m}$, even when allowing for large magnitudes of $a_{\text {min,brake }}$, and as a result, more aggressive brake responses. The main difference that increasing $a_{\text {min,brake }}$ has is increasing the cutoff velocity at which the swerving following distance falls below the braking following distance.


Figure 5.7: (a) Plot of the longitudinal safe distance across a range of speeds, as compared to the standard RSS braking distance, with $a_{\min , \text { brake }}=2 \frac{m}{s^{2}}$. (b) Same as (a), but with $a_{\min , \text { brake }}=3 \frac{m}{s^{2}}$. (c) Same as (a), but with $a_{\text {min,brake }}=4 \frac{m}{s^{2}}$.

Along the same vein, it is also interesting to compare the safe distance required for braking for a braking vehicle to the safe distance required for swerving for a braking vehicle as the $a_{\text {min,brake }}$ and $a_{\text {min }}^{\text {lat }}$ parameters are varied. The maximum deceleration is set to $a_{\text {max, brake }}=8 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$, and the other acceleration parameters $a_{\text {min,brake }}$ and $a_{\min }^{\text {lat }}$ are varied between $[1,8] \frac{\mathrm{m}}{\mathrm{s}^{2}}$ while holding both equal to one another. Comparing the safe longitudinal distances when braking or swerving in this manner gives a visualization for when braking or swerving is advantageous, depending on the magnitude of acceleration allowed. The rear vehicle initial speed $v_{r}$ is set to 15 and $20 \frac{\mathrm{~m}}{\mathrm{~s}}$, and the braking front vehicle initial speed $v_{f}$ is swept from 5 to $v_{r} \frac{\mathrm{~m}}{\mathrm{~s}}$.

In Figure 5.8, when the rear vehicle is travelling at $15 \frac{\mathrm{~m}}{\mathrm{~s}}$, for low acceleration rates, the swerve manoeuvres require less longitudinal safe distance than braking. For acceleration values higher than $4 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$, braking requires less following distance. This trend implies that braking scales better with increased acceleration limits than swerving does. However, swerving allows for more efficient manoeuvres than braking when acceleration is limited. This can be useful in certain situations, such as when there is a tailgating vehicle behind the autonomous vehicle. Different vehicles may also have different braking capabilities, which may prevent high acceleration rates from being achievable.

In Figure 5.9, a similar trend emerges; at lower accelerations swerving requires less following distance than braking. However, of note is that swerving allows the autonomous vehicle to reach safety earlier than braking does even when the maximum acceleration is set to $6 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$. Even when the maximum acceleration is set to $8 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$, for a range of lead vehicle initial speeds, swerving and braking require roughly the same longitudinal safe distance. This implies that as the initial speed of the autonomous vehicle increases, the effectiveness of swerves in reaching safety improves. This gives additional evidence that swerves can be useful in high speed situations, such as highway driving, particularly when other vehicles cut off the autonomous vehicle.


Figure 5.8: A comparison of different safe longitudinal distances for when $v_{r}=15 \frac{\mathrm{~m}}{\mathrm{~s}}$. The maximum longitudinal and lateral accelerations is set to (a) $1 \frac{m}{s^{2}}$, (b) $2 \frac{m}{s^{2}}$, (c) $4 \frac{m}{s^{2}}$, (d) $6 \frac{m}{s^{2}}$, (e) $8 \frac{m}{s^{2}}$.


Figure 5.9: A comparison of different safe longitudinal distances for when $v_{r}=20 \frac{\mathrm{~m}}{s}$. The maximum longitudinal and lateral accelerations is set to (a) $1 \frac{m}{s^{2}}$, (b) $2 \frac{m}{s^{2}}$, (c) $4 \frac{m}{s^{2}}$, (d) $6 \frac{m}{s^{2}}$, (e) $8 \frac{m}{s^{2}}$.

## Chapter 6

## Conclusions and Future Work

This thesis discussed and analyzed two different problems related to motion planning for autonomous driving. The first problem involved optimizing a lattice planner control set for a particular driving task, with the goal of improving planning time as well as capturing the driving style present in a given dataset of trajectories for said driving task. The proposed approach involved selecting control actions that allowed a lattice planner to plan paths similar to those in the dataset. This measurement of similarity was computed using the modified Fréchet distance. We evaluated this method using both real data from roundabout driving as well as synthetic datasets.

The second problem discussed in this thesis extended the RSS framework by introducing safe swerve manoeuvres. This involved developing a method for computing the longitudinal distance required for safety during a swerve manoeuvre under the RSS framework, and compared it to the standard braking distance used previously. The safety of these manoeuvres was proven under a set of reasonable assumptions about responsible behaviour, while incorporating the original assumptions in the RSS framework. This extended framework can be used to reduce longitudinal clearance, to react more quickly to dangerous situations, or to compute the clearance required for proactive swerve manoeuvres, such as lane changes.

### 6.1 Future Work for Learning a Lattice Planner Control Set

To improve this approach, there are two promising avenues of research. The first is to replace the search for the closest path in the lattice with a greedy search over the motion primitives in the control set instead. The analysis in this thesis shows that the closest path search algorithm tends to $O(K|C|)$ for a tight greedy bound, but in practice the algorithm tends to slow down significantly as the control set grows larger. To improve runtime, one option may be to use the path generated through greedy search for the closest path instead of the optimal closest path. Then the runtime will be, even in the worst case, $O(K|C|)$. The value of $d_{L}$ for the greedy path has been empirically observed to be close to the optimal found during closest path search, so it is likely that the control sets generated by using the greedy path instead are not significantly degraded.

The next improvement could come from the use of inverse reinforcement learning (IRL) in the learning process. Currently, the dense control set is populated based on spirals to uniformly distributed points, with various initial and final headings. Instead, one may first generate the motion primitives directly from the dataset using IRL. This dense set of primitives could then be refined according to the learning process already outlined in this work. This would allow for stronger results in terms of matching the driving style present in the dataset, as IRL is a powerful tool for doing so.

In terms of other related problems, it would be interesting to combine learning the structure of a lattice planner with learning the lattice planner's search heuristic, to see if lattice planner performance can be improved even further for specific applications. Extending this algorithm to handle trajectories rather than paths is also a potential improvement. This would require a way to scale the algorithm efficiently as the dimensionality of the problem increases. In a separate vein, formulating the optimization objective as a submodular function, similar to what was done by Dey et al. [23], could also yield interesting theoretical guarantees on learning performance.

### 6.2 Future Work for the RSS Framework

To further improve the RSS framework, one option would be to extend the inclusion of swerve manoeuvres to more general cases. An example of this would be to generalize the swerve manoeuvre to arbitrary Frenet frames, as opposed to straight lines. One could also compute bounds on the error from using a straight line approximation to the Frenet frame. Further experimental work of the RSS framework and its extensions, through on-car testing or scenario simulation, would also be beneficial, to determine the strengths and weaknesses of the framework in real driving situations.

An interesting related problem would be to try to extend the RSS framework to consider interactive agents who react to the autonomous vehicle. This would allow for safe lead distances to be computed for more complex driving tasks, such as lane changes, lane merging, or cut-in situations. Since computing agent reactions are tightly linked to behaviour prediction, extending RSS in this manner will probably require the framework to shift to be probabilistic, rather than having fixed safe distances. This is due to the probabilistic nature of behaviour prediction.

In its current form, the RSS framework addresses the instantaneous safe distance between different agents, but ignores the transient effects present as a system of agents evolves with time. While there is a prescription to brake when the safe distance is violated, the braking response as well as the stability or convergence of agents to a given speed are not explored in detail. As a result, an interesting avenue to explore would be to consider control laws that result in stable, safe following distances, with convergence to a constant following distance, as opposed to oscillations.

The analysis in this thesis has ignored the effects of occlusions when analyzing chains of safe agents. Instead, safe distances are computed assuming reaction delays propagate uniformly between consecutive agents. A more robust definition of safety would account for the time it takes for an occluded object to be revealed to the reacting vehicle.

### 6.3 Conclusion

In the field of autonomous driving, two important areas of research are how to leverage data to improve motion planning, as well as how to ensure safety in a multi-agent environment.

This thesis has briefly explored these two exciting areas of research, and has laid the groundwork for future endeavours. While it is clear that this thesis has only scratched the surface of these topics, continued work on these problems will certainly help make autonomous driving a reality.
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## APPENDICES

## Appendix A

## Learned Lattice Planner Control Set Practical Considerations

Arc Length Relaxation. Since the lattice control actions connect vertices in the lattice graph, a realistic application of this method would require a small line segment length $\delta$, which would in turn increase the size of $K$ required in each path matching calculation. To remedy this, the requirement that each control action has an arc length that is integerdivisible by $\delta$ is relaxed. This potentially results in a leftover portion of each control action that would be left out of the closest path calculation. This is overcome by checking if the leftover portion of the control action is greater than or equal to half of $\delta$. If it is, then it is treated as a full line segment for $d$ computation. Otherwise, it is ignored. In practice, using a $\delta$ that is a $\frac{1}{4}$ of $\min (\Delta x, \Delta y)$ allows for good results.

Optimization Initialization. The learned control set is initialized with a single short, straight action for each possible initial direction, to ensure that the closest path algorithm can make forward progress when it encounters a point with any particular heading.


[^0]:    ${ }^{1}$ Dataset obtained with permission from DataFromSky. The paths were extracted from cars driving through a European roundabout. The paths ranged in length from 27.6 to 87.4 m .

