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A B S T R A C T

The LISA Pathfinder mission will have a unique opportunity to test
alternative theories of gravity after the main task of verifying tech-
nologies for future space-based gravitational wave detectors has been
accomplished. Requiring no additional modifications, the precise gra-
diometer on board of LISA Pathfinder (LPF) can be sent from the
first Sun–Earth Lagrange point to the Sun–Earth saddle point (SP), a
special position within the Solar System where the gravity gradient
becomes very low. The motivation for this proposal is that there is
a large class of alternative theories of gravity that predict deviations
from Newtonian gravity for small gravitational accelerations. These
theories were originally motivated by the observation of galaxy ro-
tation curves and emerged as an alternative attempt (alternative to
dark matter) to explain the discrepancies between the observations
and predictions. In order to verify the scientific feasibility of an SP

mission, we must investigate which type of signal can be sensed by
the instrument and what impact it can make on existing theories.

First, it is necessary to define the spacecraft trajectory in terms
of parameters that can be inferred from the position of the space-
craft relative to the SP and the alignment of the sensitive axes of the
LPF instrument. Given the uncertainty on the determination of the
spacecraft position and alignment, we have shown that they will not
influence the prediction for the measurement of the gravity gradient.

Thereafter, the alternative theories of gravity parameters can be
investigated independently from the trajectory parameters. A study
of the parameter estimation for Tensor-Vector-Scalar (TeVeS) theories
determines the parameter space that is accessible to our experiment
and the impact on the theory that a null result will make.

Furthermore, feasible spacecraft trajectories allow us to perform
an SP flyby measurement only once or twice and from the LPF test
campaign we know that during the measurement so-called glitches
can occur. For these reasons, we developed a glitch model and inves-
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tigated the impact of a glitch in the data during the flyby. Moreover,
an analysis of the detector noise indicates that the background noise
is better described by a Student’s t distribution rather than a Gaus-
sian. In addition, a generalised model for the signal is proposed and
a mapping of the generalised signal parameter space to the param-
eter space of TeVeS signals is demonstrated. The generalised signal
and the glitch models are studied within a Bayesian model selection
framework. The study shows that our methods will be effective in
determining whether a detector glitch or a signal is present in the
LPF data.

Keywords: Bayessian data analysis, alternative theories of gravity,
space-born gravitational wave detectors
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Z U S A M M E N FA S S U N G

Die LISA Pathfinder Mission hat die einzigartige Gelegenheit, alter-
native Gravitationstheorien zu testen, nachdem sie ihre Hauptauf-
gabe abgeschlossen hat, die darin besteht, Technologien für zukün-
ftige weltraumgebundene Gravitationswellendetektoren zu verifizie-
ren. LISA Pathfinder (LPF) kann zu diesem Zweck vom ersten Sonne-
Erd-Lagrangepunkt zum Sonne-Erd-Sattelpunkt (SP) transferiert wer-
den, ohne dass zusätzliche Modifikationen des hochpräzisen Gra-
diometers nötig sind. Der SP ist ein spezieller Ort im Sonnensys-
tem, an dem der Gravitationsgradient sehr klein ist. Die Motiva-
tion für diesen Missionsvorschlag ist, dass es eine große Klasse al-
ternativer Gravitationstheorien gibt, die eine Abweichung von New-
tons Gravitationstheorie bei kleinen gravitativen Beschleunigungen
vorhersagen. Ursprünglich wurden diese alternativen Theorien mo-
tiviert durch die Beobachtung der Rotationskurven von Galaxien und
entstanden als Alternative zur Dunklen Materie, um die Abweichung
zwischen beobachteter Rotationskurve und Vorhersage zu erklären.
Um den wissenschaftlichen Wert einer SP-Mission zu evaluieren, muss
man bestimmen, welche Art von Signal das LPF-Instrument eigentlich
messen kann und welche Auswirkung das auf die bestehenden al-
ternativen Theorien hätte. Die vorliegende Arbeit konzentriert sich
dabei auf die folgenden drei Themen.

Erstens ist es notwendig, die Flugbahn des Satelliten zu definieren.
Die dabei relevanten Parameter leiten sich von der Position des Satel-
liten relativ zum SP und von der Ausrichtung der sensitiven Achsen
des LPF-Instruments ab. Mit einer angenommenen Unsicherheit in
der Bestimmung der Satelliten-Position und -Orientierung haben wir
gezeigt, dass die resultierenden Unsicherheiten der Flugbahn-Para-
meter nicht die Vorhersage für die Messung des Gravitationsgradien-
ten beeinflussen.

Zweitens, da der gemessene Gravitationsgradient unabhängig von
den Fehlern der Flugbahn-Parameter ist, können wir die Parame-
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ter der alternativen Theorien getrennt von den Flugbahn-Parametern
des Satelliten betrachten. Die Untersuchung der Parameter-Abschät-
zung für Tensor-Vektor-Skalar-Theorien (TeVeS) bestimmt den Pa-
rameterraum, der für unser Experiment zugänglich ist und den Ein-
fluss einer Null-Messung auf die entsprechende alternative Theorie.
Realisierbare Satelliten-Flugbahnen erlauben bestenfalls eine zwei-
malige Durchführung unseres Experiments. Ferner ist aus LPF Test-
messungen bekannt, dass es während der Messung zu einer Störung,
einem sogenannten "Glitch", kommen kann. Daher haben wir drit-
tens untersucht, welchen Einfluss ein "Glitch" in den Daten während
eines Vorbeiflugs am SP hat. Dafür wurde eigens ein "Glitch"-Modell
entwickelt. Desweiteren hat eine Analyse des Detektor-Rauschens
gezeigt, dass das Hintergrund-Rauschen besser durch "Student’s t"-
Verteilung als durch eine Gauß-Verteilung beschrieben wird. Darüber
hinaus wird ein generalisiertes Modell für das Signal vorgeschla-
gen und eine Abbildung des generalisierten Signal-Parameterraums
in den TeVeS-Signal-Parameterraum demonstriert. Das generalisierte
Signal und die "Glitch"-Modelle werden innerhalb eines Bayesian-
ischen Modell-Auswahl-Rahmens untersucht. Diese Untersuchung
zeigt, dass sich mit unseren Methoden eindeutig zwischen einem
"Glitch" und einem Signal in den LPF-Daten unterscheiden lässt.

Schlagwörter: Bayessche Datenanalyse, Alternative Gravitationsthe-
orien, Weltraumgebundene Gravitationswellendetektoren
viii
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P R E FA C E

The LPF is an experiment that was designed to test novel technologies
that are required to detect gravitational waves in space. This thesis
will be dedicated to the proposed mission extension for LPF to test
a class of theories of gravity that predict deviations from General
Relativity (GR) for small gravity gradients. In particular it is focused
on the data analysis and investigation of the impact that the results
of this experiment can make to restrict some modified theories of
gravity.

To explain the origins of the LPF experiment and the reasons why
it can be used for testing theories of gravity we will start with an
overview of Gravitational Wave Astronomy and formulations of Grav-
ity theories, which will be introduced in Chapters 1 and 2 respec-
tively. First the GR equations, and gravitational waves as their solu-
tion, will be given with the insight into the experiments designed to
directly detect and observe gravitational waves. Thereafter we will
consider the derivation of GR from the action principle and the ways
in which the action can be modified.

LPF as a testbed for precise laser interferometry distance measure-
ments in space and drag-free control of the free falling test masses,
will provide the evidence for the feasibility of building a space laser
interferometer for gravitational wave measurements. The overview of
the design implementations and in particular the description of the
Optical Metrology System (OMS) and drag-free control will be given
in Chapter 3. Moreover we give an outline of the mission timeline,
followed by the description of the trajectories and the navigation of
the spacecraft.

Next, in Chapter 4, we give the motivation for the LPF mission ex-
tension. This arises from the discrepancies between the observations
of the rotational curves of spiral galaxies and the theoretical predic-
tions that one can make based on calculations from the observed
mass in galaxies. This problem gave rise to particular class of theo-
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2 preface

ries with modification of gravity. They are proposed as an alternative
to the commonly accepted solution to this problem, the introduction
of dark matter. We describe a set of theories of gravity which try to
explain these deviations, how they can be parameterised and explain
how they can be tested with LPF.

In Chapter 5 we describe the measurement that would be made
with LPF while passing by the Earth–Sun saddle point, and how it can
be parameterised in terms of the trajectory. The gravity potential that
corresponds to this trajectory will be calculated by approximating
the numerical solutions.

The data analysis for the parameters of the trajectory will be given
in Chapter 7. The parameter estimation for the theoretical parameters
will be described in Chapter 8. Finally the application of the analysis
to realistic data, a model of the glitches in the data, generalised mod-
els of the signal and the method for the model selection will be given
in the Chapter 9.

We finish with the conclusions and the description of the future
plans in Chapter 10.



Part I

G R AV I T Y A N D G R AV I TAT I O N A L WAV E
A S T R O N O M Y





1
I N T R O D U C T I O N T O G R AV I TAT I O N A L WAV E
A S T R O P H Y S I C S

1.1 general relativity and gravitational waves

In this Section we give a general introduction to the theoretical foun-
dations of the work that we will discuss in the main part of the Thesis.
This would give an insight into the reasons for designing LPF and ex-
plain how we can benefit from this design beyond the main goal of
the mission.

The gravitational interaction is very weak, therefore gravitational
waves that we aim to measure are very small perturbations of the
space-time, which require measurements of the distance between two
free falling masses with an incredible precision. Hence we start with
the principles on which GR is formulated, followed by the solutions of
these equations in the weak field. We will review the effect that grav-
itational waves produce on space-time, the ways to measure them
and the challenges involved in performing the measurements. The
derivation of the properties of the waves, such as their polarisation
and amplitude will motivate the layout of the instruments that are
designed to measure them.

1.1.1 Einstein’s field equations

We shall start with the formulation of gravity in terms of Differential
Geometry. In GR space is seen as a four-dimensional curved differen-
tiable manifold with a certain metric that determines the dynamics
of the matter. At the same time, conservation of matter (stress-energy
tensor) determines the form of the tensor that describes gravity [74].

Let us formulate GR in a form with two postulates and field equa-
tions [55]. The postulates are the following: local causality and local
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6 introduction to gravitational wave astrophysics

conservation of energy and momentum. Causality means that two
points can be only joined by a timelike or null curve, which sets the
condition on the interval to be

ds2 6 0. (1.1)

Conservation of energy-momentum means that the divergence of the
stress-energy tensor should be zero

∇ ·T = 0. (1.2)

Therefore we need an object that would represent the gravitational
field and be a symmetric, divergence-free tensor like the stress energy
tensor. Something like

G = kT. (1.3)

To describe the geometry of space-time, G has to be constructed
out of the curvature tensor and the metric. It has to be linear in the
Riemann tensor, be symmetric and of second rank and have van-
ishing divergence [74]. There is only one tensor that satisfies these
requirements: Einsteins curvature tensor G, which is expressed in
terms of [39] the Ricci curvature tensor and metric in the following
way:

Gµν = Rµν −
1

2
gµνR. (1.4)

The constant k, is determined from the requirement that gravity has
to be Newtonian in the weak field limit, k = 8πG/c4; written in ge-
ometrised unit system as k= 8π [93].

There is one more term that is missing from the Einstein’s field
equations. To have a static solution for the evolution of the Universe
he introduced the additional cosmological constant, Λ [40],

Gµν +Λgµν = κTµν. (1.5)

Nowadays this cosmological constant is considered as a vacuum en-
ergy density.
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1.1.2 Weak field limit

Let us consider the formulation of Einstein’s field equations for weak
gravitational fields. We will be interested in observation of gravita-
tional waves and measurements of the gravity field far from strong
sources of gravity, therefore we need a weak field approximation.
This means that the metric can be presented as a sum of two compo-
nents

gµν = ηµν + hµν +O([hµν]
2), (1.6)

where |hµν|� 1 and

ηµν =


−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

 (1.7)

is a Minkowski flat spacetime. Thus, gravity field equations (see
Eq. 1.5) can be expanded in powers of hµν. Keeping only the lin-
ear terms, and imposing the Lorenz gauge condition h̄µα,α = 0, one
arrives at linearised field equations

h̄µν ≡ h̄µν,α
α =−16πTµν, (1.8)

where h̄µν ≡ hµν − 1
2ηµνh is a trace-reversed perturbation variable

and h ≡ hαα = ηαβhαβ. The gauge condition fixes the coordinate
system. The Lorentz gauge is the one in which the equations of lin-
earised gravity have their simplest form. It sets the condition on
ξ, which is the difference between two coordinate systems xµ =

xµ′ − ξµ, to be �ξ = 0. Therefore the choice of coordinates is not
uniquely determined and still leaves some freedom for selecting the
gauge to which we will return later.

1.1.3 Plane wave

Far from the sources of gravity this equation will describe the propa-
gation of the gravitational field

�h̄µν = 0. (1.9)
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The vacuum solution for linearised Einstein’s equations (see Eq. 1.9)
will be a plane monochromatic wave

h̄µν =<[Aµν exp(ikαxα)] =<[Aµν exp(ikixi)exp(−iωt)], (1.10)

where k is a wave vector that can be decomposed into its time and
space components k→ (k0,k1,k2,k3) = (−ω,k1,k2,k3) with ω being
a frequency of a gravitational wave.

If we substitute the expression for the gravitational wave (Eq. 1.10)
to the expression for the gravitation field (Eq. 1.9) we obtain that k is
a null vector [93]

kαk
α = 0. (1.11)

This means that the frequency of the wave is ω = ±
√
k21 + k

2
2 + k

2
3

and the gravitational wave propagates in the direction (1/ω)(k1,k2,k3)
with the speed of light. Imposing the Lorentz gauge condition

h̄µα,α = 0 (1.12)

gives us another restriction on A,

Aµαk
α = 0, (1.13)

which means that the direction of propagation for the gravitational
wave k is orthogonal to its amplitude A.

1.1.4 The transverse traceless gauge

The amplitude Aµν has 6 independent components. However, as it
was mentioned earlier, the gauge condition does not fix the coordi-
nate system uniquely. It was

�ξ= 0. (1.14)

We can write the solution for this equation in the form [74]

ξµ =−iBµ exp[ikαxα]. (1.15)
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This coordinate change will impose the following change in hµν

hµν→ hµν − ξµ,ν − ξν,µ. (1.16)

If we substitute this in the expression for h̄µν, we can choose a coor-
dinate system such that

Aµµ = 0 and A0i = 0. (1.17)

The last two conditions (Eq. 1.17) combined together with (Eq. 1.13)
determine a transverse traceless gauge. Moreover these conditions fix
the gauge rigidly, which means that the solutions that we have found
(gravitational waves) have a physical meaning and cannot be elimi-
nated by the gauge transformation. These conditions leave us with
the two non-zero components of Aµν representing two different po-
larisations. The gauge that we have chosen implies the following
properties for Aµν components:

1. A0α =Aα0 = 0, which means that Aµν is purely spatial;

2. condition Aαα = 0 means that it is traceless;

3. and the relation between the spatial components Aijkj = 0 im-
plies that it is transverse, i.e., orthogonal to the direction of prop-
agation.

Moreover the transverse traceless condition implies that [93]

h̄TT
µν = h

TT
µν. (1.18)

Therefore we will use hµν without the bar from now on. Also in the
TT gauge the Riemann curvature tensor can be written in the form

Rj0k0 =−
1

2
hTT
jk,00. (1.19)

Let us now assume that the spatial coordinates are chosen in a way
such that the gravitational wave is travelling in the k3 direction, then

kµ = (ω,0,0,ω). (1.20)
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Then Aα3k3 = 0. Therefore if we write the first index as t, second
as x, third as y and the fourth as z, the components of Aµν can be
written in matrix form as

(ATT
µν) =


0 0 0 0

0 Axx Axy 0

0 Axy −Axx 0

0 0 0 0

 . (1.21)

Hence there are two independent components Axx and Axy.

1.1.5 Effect of the gravitational wave on test mass following geodesics

When one particle is following a geodesic the effect of a gravitational
wave passing by will not be observable. This means that the particle
remains at the same coordinate position. Therefore to observe the ef-
fect of the gravitational waves we have to measure the change in the
distance between two freely falling particles by computing a coordi-
nate independent quantity – a proper distance between two particles.
Let us, for the illustration purposes, consider the distance between
two free falling particles

∆l≡
∫
|ds2|1/2 =

∫
|gαβdx

αdxβ|1/2 = (1.22)∫ (
−dt2 + dz2+

[1+<(Axx exp[ikαxα])]dx2+

2<(Axy exp[ikαxα])dxdy+

[1−<(Axx exp[ikαxα])]dy2
)−1/2

,

where xα = (it,x,y,z). If the separation between particles is only
along the x-axis, i.e, dx= ε, then ∆l becomes

∆l=

ε∫
0

√
gxxdx=

ε∫
0

√
ηxx + hxxdx≈ (1+

1

2
hxx)ε. (1.23)
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The rigorous way to derive the effect of the gravitational wave is to
look at how it influences the geodesics as a tidal force. Let us say that
we have two geodesics, one of which we define as A and the other
one B. Let us assume that the reference frame is co-moving with the
particle A, such that xjA = 0 and x0A = τ (coordinate time equal to the
proper time). The distance between two geodesics can be defined as

ξj = xjB − xjA. (1.24)

Following [74] we can write the expression for the tidal acceleration
between two test particles as

d2ξj

dt2
=−Rj0k0ξk =

1

2

∂2hjk

∂t2
ξk. (1.25)

Thus we have a differential equation that determines the acceleration
of the particle B in the reference frame of particle A. It can be inter-
preted as a tidal force pushing on the particle B. This is an important
equation because it shows how the gravitational wave distorts space
time and how it can be measured, either by measuring the tidal force
applied to a body or a change in the distance between two free falling
particles. Some ways to measure gravitational waves based on these
two principles will be discussed later in Sec. ( 1.2.4).

1.1.6 Polarisation of the gravitational waves

The tidal stress induced by a gravitational wave (see Eq. 1.25) acts
like an oscillating tidal force on the free falling test particles in the
direction orthogonal to the propagation of the gravitational wave

d2ξj

dt2
=<

(
−
1

2
ω2A0 exp[−iω(t− z)ePjkξ

k]

)
, (1.26)

where eP is the polarisation tensor. The field lines are graphically
presented in Fig. 1.
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(a) Plus polarisation (b) Cross polarisation

Figure 1: Field lines of the stress tensor from an oscillating gravitational
wave.

Moreover from the metric perturbations induced by gravitational
waves in transverse traceless gauge we have seen that

(hTT
µν) =<




0 0 0 0

0 A+ A× 0

0 A× −A+ 0

0 0 0 0

exp[−iω(t− z)]

 . (1.27)

We have rewritten the non-zero amplitudes as A+ =Axx =−Ayy and
A× = Axy = Ayx. They represent the two independent polarisation
modes of gravitational waves.

A gravitational wave can be decomposed into either two linearly
or two circularly polarised components. For the plus (see Fig. 2) and
cross (see Fig. 3) polarisations we can write in terms of the unit polar-
isation vectors ex and ey [74]

e+ ≡ ex ⊗ ex − ey ⊗ ey (1.28)

e× ≡ ex ⊗ ey + ey ⊗ ex.
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And the circular polarisation can be given as the decomposition of
the following unit vectors eR and eL

eR =
1√
2
(e+ + ie×) (1.29)

eL =
1√
2
(e+ − ie×).

0 1
2π π 3

2π 2π

Figure 2: The impact of the plus polarised gravitational wave on a ring of
particles.

0 1
2π π 3

2π 2π

Figure 3: The impact of the cross polarised gravitational wave on a ring of
particles.

1.1.7 Generation of the gravitational waves

To look into the generation of gravitational waves, we will start with
Einstein’s field equation,

h̄µν =−16πTµν. (1.30)

This is, however, not the transverse traceless approximation. It is
based only on the assumption that the source of gravity is isolated
and that spacetime becomes asymptotically flat far away from the
source of gravity [74].
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The solutions for this type of differential equation can be formally
found with the help of the Green’s function, which is defined by

G(xα) = δ(4)(xα). (1.31)

Then we can write a general solution for Eq. 1.30 in the form

h̄µν(x
α) =−16π

∫
G(xα − yα)Tµν(y

α)d4y. (1.32)

To solve this equation we need to find the expression for Green’s func-
tion. However there is no unique solution to this problem. Therefore
we need to define some additional conditions. We will look for the
solution that has a physical meaning, which is the so-called retarded
Green’s function. It is zero for x0 ≡ t < 0. This condition means that
there is no incoming gravitational radiation and that the gravitational
waves are not radiated in the past. Following [26] we can write the
expression for the retarded Green’s function

G(xα − yα) =−
1

4π|x − y|
δ[|x − y|− (x0 − y0)]θ(x0 − y0), (1.33)

where x = (x1,x2,x3) and y = (y1,y2,y3). The function θ is defined
as

θ(x0 − y0) = 1, x0>y0 (1.34)

θ(x0 − y0) = 0, otherwise. (1.35)

The solution for the metric then becomes

h̄µν(x,t) = 4
∫
1

r
Tµν(t− |x − y|,y)d3y, (1.36)

where t− |x−y| is called the retarded time and we have also taken into
account the far distance to the source by defining r= |x|. Additionally
we can define the second moment of the mass distribution which is
called the quadrupole moment tensor as

Iij(t)≡
∫
yiyjρ(t,y)d3y. (1.37)
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Taking into account the conservation of the stress-energy tensor and
that T00 is the mass density ρ we can write the perturbation of the
metrics in terms of a quadrupole moment tensor as

h̄ij(t,x) =
2

r

d2Iij(t− r)
dt2

. (1.38)

Thus the metric perturbations produced by a gravitational wave com-
ing from an isolated non-relativistic object are proportional to the
second derivative of the quadrupole moment of the energy density.
Therefore the gravitational wave can be generated only by a source
with non-zero quadrupole moment. Let us now rewrite it in trans-
verse traceless gauge. First we will remove the trace of the quadrupole
moment

Qij = Iij −
1

3
δijI. (1.39)

Then using the projection operator that removes any components
parallel to the direction of propagation n,

Pij = δij −ninj, (1.40)

we will form the operator that will act on the metric in the way that
it transforms the metric perturbations into transverse traceless gauge

hTT
ij = h̄klPikPjl −

1

2
PijPklh̄kl. (1.41)

Hence the quadrupole formula for the transverse traceless gauge be-
comes

hTT
ij (t,x) =

2

r

d2Qkl(t− r)
dt2

[Pik(n)Pjl(n) −
1

2
Pkl(n)Pij(n)]. (1.42)

1.2 detectors and sources

1.2.1 Energy loss by the radiating system

We have derived that if the astrophysical system has a non-zero quad-
rupole moment it produces perturbations in the metric. To under-
stand the magnitude to which the metric is perturbed we need to
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estimate the energy loss by the system. However there is no con-
cept of the local energy in GR. Therefore it is not straightforward to
calculate the energy loss due to gravitational radiation. We would
try to derive an approximation to the energy-momentum tensor in
the weak field limit, where we have been considering gravitational
waves thus far. However to estimate the energy carried away by the
gravitational waves we would need to take into account the metric
expansion at least up to the second order of hµν. Therefore let us
then consider Einstein’s field equations up to second order in the
weak field approximation

gµν = ηµν + h
(1)
µν + h

(2)
µν + o([hµν]

3). (1.43)

Then Einstein’s field equations can be rewritten in the following form
to include the contribution from the energy-momentum associated
with the gravitational field (which is, however, not the stress-energy
of the gravitational field)

G
(1)
µν =−8π(Tµν + tµν). (1.44)

Here tµν is the energy-momentum pseudo tensor. If we expand Ein-
stein’s tensor up to the second order in hµν and take the second
term into account, we get the following approximation to the field
equations

Gµν ≡G(1)
µν +G

(2)
µν + o(G

(3)
µν) =−8πTµν. (1.45)

From Eqs. 1.44 and 1.45 follows that

tµν ≡
1

8π
G

(2)
µν . (1.46)

Therefore the correction to the space-time metric from the second
order hµν can be considered as the contribution from the additional
stress-energy tensor of the matter tµν. The energy-momentum pseudo
tensor tµν is not gauge invariant. To construct a gauge-invariant
quantity out of this tensor we can average it over the volume sur-
rounding the point in space-time instead of considering it at that
particular point

tµν =−
1

8π
〈R(2)µν −

1

2
ηµνR

(2)〉. (1.47)
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Moreover let us take into account the condition that we have adopted
for the generation of gravitational waves. It said that the dependence
on time of the metric perturbation in the case that the wave propa-
gates in the z direction will be hµν(t− z), which implies that

∂0hµν =−∂zhµν. (1.48)

Therefore the average taken over the space also implies averaging
in time; then the expression for the energy carried by gravitational
waves becomes

tGW
µν =

1

32π
〈(∂µhTT

ij )(∂νh
TT
ij )〉. (1.49)

The gravitation energy density is then

t00 =−t0z =
1

32π
〈ḣTT
ij ḣ

TT
ij 〉=

1

16π
〈ḣ2+ + ḣ2×〉, (1.50)

where t0z is the energy flow along the z direction per unit area and
unit time. Therefore the total emitted power is the loss of energy per
unit time in all directions carried by the gravitational waves

F=−
dE
dt

= r2
∫
∂V

t00d2x, (1.51)

which is also called the gravitational energy flux or gravitational lu-
minosity. Following Eqs. 1.49 and 1.42 we obtain the quadrupole for-
mula for energy emission

F=
1

16π
〈
...
Qij

...
Qij〉. (1.52)

Gravitational waves also carry away angular momentum

dLi

dt
=
2

5
εijk〈Q̈jl

...
Qlk〉. (1.53)

1.2.2 Sources of gravitational waves

Here some of the astrophysical objects that emit gravitational waves
are reviewed. It is important to look at the estimates of the ampli-
tudes of these waves at Earth, which show that they are all very
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weak and therefore require very precise instruments to detect them.
We also give the estimates of frequencies for the different source. This
is important to determine which method of detection best fits each
sources. It was shown in the previous section that a system can ra-
diate gravitational waves when it has non-zero quadrupole moment.
Therefore the radiation of gravitational waves depends on the mass
distribution. For the sources to be strong enough for us to observe
them they have to be from compact objects which undergo some
mass redistribution, for example, binary systems. We can support
this statement with estimates of the metric perturbations based on
the quadrupole formula (see Eq. 1.38)

h̄jk(t) =
2

r

G

c4
Ïij(t− r). (1.54)

The magnitude of the quadrupole moment (see Eq. 1.37) can be esti-
mated as I = 2MR2, where R is the characteristic size of the system.
Then if the system rotates with the period P, the above equation can
be expressed as

h̄jk '
G

c4
4

r

MR2

P2
. (1.55)

The ratio of the radius and the period can be related to each other by
the velocity of the system’s centre of mass v= 2πR/P, resulting in

h̄ij '
G

c4
Mv2

π2r
. (1.56)

Next let us express the mass in terms of the Schwarzschild radius of
the astrophysical object M= rsc

2/2G, then

h̄ij ≈
rs

r

(v
c

)2
, (1.57)

which states that the amplitude of the gravitational wave would be
maximal when the size of the object is close to its Schwarzschild
radius.

binary systems of compact objects can be sources of gravita-
tional waves. For the gravitational radiation to be considerable, the
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binary system has to consist of compact objects such as neutron stars,
black holes or white dwarfs.

Binaries are a reliable source of gravitational radiation because the
presence of gravitational waves from such systems was already in-
directly observed by gathering information of the orbit shrinkage of
the Hulse-Taylor pulsar.

the hulse-taylor pulsar was detected with the Arecibo Ob-
servatory’s radio telescope in 1974 as a 59 ms pulsar. It was assigned
the name PSR 1913+16. Russell Hulse and Joseph Taylor measured
the time of the pulse arrivals, which allowed them to identify peri-
odic changes in the observed pulsation rate. The irregularity of the
frequency of pulse arrival times can be explained by the presence of
a second component of a binary system that orbits around the same
centre of mass as the observed pulsar. Therefore when the pulsar is
at periastron the pulses arrive more frequently, compared to the time
when it is at apastron when they arrive less frequently (see Fig. 4).
This variation is caused by the Doppler effect. The measurements of
the time of arrival of the pulses allowed to calculate the orbital param-
eters of the binary system and the characteristics of its components,
including those in Table 1.

a 1.95 · 109 m

m1 1.441 M�
m2 1.383 M�
e 0.617

Table 1: Parameters of the Hulse-Taylor pulsar.

In the formalism that was used in deriving the quadrupole for-
mula, the computations can also be done using the Newtonian laws
of motion. Correspondingly if we calculate the gravitational energy
flux F = −dE/dt using the Newtonian expression for the energy of
the system and Kepler’s third law [21], we get the expression for the
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Figure 4: Figure taken from [63]. Measurements of the pulsar period, over
several orbital periods. Pulsar radial velocity was calculated from
the doppler shift.

Figure 5: Figure taken from [112]. Schematic representation of the orbits of
the binary system of the neutron stars inferred from the observa-
tion of the pulsar.

evolution of the orbital period of a binary system that emits gravita-
tional waves in terms of the parameters of the orbit [103, 111] (in SI
units)

Ṗb =−
192πG5/3

5

(
Pb
2π

)−5/3

(1−e2)−7/2
(
1+

73

24
e2 +

37

96
e4
)
mpmc(mp +mc)

−1/3.

(1.58)
The energy that is emitted by gravitational waves will cause changes
in the orbital motion of the binary system. It is possible to measure
the decrease in the orbital period by measuring the time when the
pulsar passes the periastron, compared to the time when the pulsar
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Figure 6: Figure taken from [111]. Accumulated orbit phase error with the
assumption that Pb had a fixed error at 1974.7 with Ṗb = 0.

should have passed the periastron if there was no shrinkage of the
orbit. The cumulative shift builds up as the square of time passed
from the time taken as the beginning of the observations, and is pro-
portional to Ṗ/Pt2. That leads to the components spiralling inwards
towards each other and to a decrease in the orbital period. The predic-
tions agree very well with the measurements, which can be seen in
Fig. 6. The observation of this pulsar as a member of a binary system
led to the first indirect evidence for gravitational wave emission as
predicted by GR. Since then, other pulsars have been observed in bi-
nary systems that also exhibit orbital decay; they are PSR J0737-3039,
which is a double pulsar, and PSR J0348+0432, which is a pulsar –
white dwarf binary system. These systems contain a pulsar compo-
nent which is a very precise clock. It gives a unique opportunity to
test GR in the regime of strong gravity.

compact binary systems are sources of gravitational waves
that are close binary systems in the final stages of their evolution
before coalescence. From the quadrupole formula it is possible to es-
timate the amplitude of gravitational waves on Earth [117] for such
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systems. If we consider, for simplicity, a binary system with a circular
orbit and components of equal mass, then

h=
M5/3Ω2/3

r
. (1.59)

Then for realistic values for the mass and frequency we get the fol-
lowing estimates

h' 10−21
(
M

2M�

)5/3(
1hour
P

)(
1kpc
r

)
. (1.60)

Eq. 1.60 uses typical values of the masses, orbital periods and dis-Low frequency

tances of the white dwarf binary systems in our galaxy. They are a
very common source of gravitational wave radiation. The frequency
of these sources lies in the range detectable by space-based obser-
vatories (see Sec. 1.3). The sky location and amplitude of the wave
for some of these sources can be precisely calculated, which makes
them a good test for the functionality of space-based detectors such
as Laser Interferometer Space Antenna (LISA). However, because of
the great number of such sources they would be considered also as a
confusion noise.

If we substitute in Eq. 1.59 the characteristic values for neutron star
binaries we obtain

h' 10−22
(
M

2.8M

)5/3(
0.01s
P

)2/3(
100Mpc

r

)
(1.61)

as an estimate of the perturbation of the gravity field on EarthHigh frequency

from binary neutron star systems in the final stages of their evo-
lution, when they spiral towards each other and merge. This is a
likely source of gravitational waves for the ground based detectors
discussed in the Sec. 1.2.4.

continuous sources of gravitational waves are rotating neu-
tron stars which can radiate gravitational waves if their crust is non-
axisymmetric. This non-symmetry is defined in terms of the ellipticityHight frequency

given by

ε=
Ixx − Iyy

I
. (1.62)
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It characterises the degree of the neutron star’s distortion. The upper
determined bound on ellipticity is from gravitational-wave observa-
tions to be ε . 10−6. In terms of the parameter ε the gravitational
wave metric perturbation is given by [25]

h ∼ 4π2
G

c4
If2ε

r
. (1.63)

To get an order of magnitude estimate for these sources we can sub-
stitute typical values to Eq. 1.63 to obtain [25]

h' 10−25
( ε

10−6

)( I

1045g cm2

)(
10kpc
r

)(
fGW

1kHz

)2
, (1.64)

which is quite small. However this type of source produces a con-
tinuous monochromatic wave, therefore SNR can be increased by ac-
cumulating measurements over a large number of cycles, N, which
would increase the SNR by a factor

√
N.

gravitational collapse is a Type II supernova explosion, which
is a core collapse of a massive star that forms either a neutron star or
a black hole. The core collapse is very rapid and it is accompanied by High frequency

motion of matter at relativistic speeds. However gravitational waves
will be emitted from this source only in the case when the collapse
is asymmetric. This source of gravitational waves encouraged Joseph
Weber to build a bar detector – the first gravitational wave detector
(see Sec. 1.2.4).

The interesting property of these events is that they are likely to
have an electromagnetic or neutrino counterpart which can be used
to trigger the time when one can search for the gravitational wave
in the data from detector. An estimate of the amplitude of the waves
from a supernova in our Galaxy [91] is then

h ∼ 6× 10−21
(

E

10−7M�

)1/2(
1ms
T

)1/2(
1kHz
f

)(
10kpc
r

)
. (1.65)

However the event rate of supernova explosions in our Galaxy is not
very high and the amplitude of the predicted wave decreases once
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the distance to the source would increase. For example, the distance
to the Virgo cluster is tens of Mpc, which would increase the event
rate but decrease the amplitude of the gravitational wave as seen on
Earth.

massive black hole coalescences would produce low fre-
quency gravitational waves and would be a source for a space-based
gravitational wave detector. Super massive black holes have massesLow frequency

of 106 − 109M�. The mergers of such black holes will accompany
galactic mergers [4]. Moreover they are thought to be the black holes
that power quasars, the active galactic nuclei at cosmological red-
shifts. With space gravitational wave detectors (see Sec. 1.3) it would
be possible to observe these sources from the whole range of red-
shifts and masses [10], completely covering the parameter space of
these sources. Furthermore, the SNRs of massive black hole mergers
will be very large, making it possible to extract important astrophys-
ical information by observing them.

extreme mass ratio inspirals are systems of low mass stars
orbiting massive black holes. For example, Solar mass black holes,Low frequency

neutron stars and the stars of the main sequence orbiting the super-
massive black hole Sgr A* in the centre of the Milky Way will produce
this kind of gravitational waves. It would be possible to observe such
sources in the local Universe to distances up to 10 Gpc [91]. The am-
plitude of gravitational waves will depend on whether the stars that
fall on a black hole are tidally disrupted or not. The highest possi-
ble amplitude of the gravitational waves would be if the star falls on
a massive black hole without any tidal disruption. The last O(105)
orbits of the inspiraling object would occure in a highly non-linear
gravitational field, which would lead to a direct observation of GR in
the strong limit.

All frequencies
(especially

interesting at low
frequencies)

the stochastic background is comprised of independent un-
correlated, unmodelled gravitational waves superposed with each
other.Unresolved astrophysical sources are one of the contributions
to the stochastic background. The other particularly interesting con-
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tribution comes from gravitational waves that are emitted in the
primordial Universe from various mechanisms, such as cosmologi-
cal first-order phase transition happening immediately after the Big
Bang. Therefore this is a way to observe the earliest times in the
history of the universe because of the weak coupling of the gravi-
tational waves with matter. The stochastic background is described
by the energy density ρgw = t00 = 1/32π〈ḣijḣij〉 per unit logarithmic
frequency [117]

Ωgw(f) =
1

ρc

dρgw

dlnf
, (1.66)

where ρc = 3H
2
0/8πG is the critical density required to close the Uni-

verse. The power spectrum of the gravitational wave background
is [104] written as

Sgw(f) =
3H20
10π

f−3Ωgw(f). (1.67)

It is particularly interesting to observe stochastic background in the
very low frequency band because it is expected that in this frequency
range it would be possible to set the tightest constraints on Ωgw.

1.2.3 Frequencies of gravitational waves

Different sources will emit gravitational waves at different frequen-
cies, which in the case of a binary system or a rotating neutron star
will simply depend on the frequency of rotation. For example, the fre-
quency of the gravitational wave from a periodic source will be twice
the frequency of its rotation fGW = 2Ω. Otherwise for non-periodic
sources the frequency will be determined by the natural frequency
of the gravitating object. Depending on the frequency of the system
it can be observed by different types of detectors that are sensitive
to different frequency ranges. It is common [117] to distinguish the
frequency ranges by the frequency ranges in which detectors are sen-
sitive to gravitational waves in the following categories

• High frequencies (Ground based detectors)
1. f. 104 Hz
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• Low frequencies (Space based laser interferometers)
10−5 . f. 1 Hz

• Very low frequencies (Pulsar timing)
10−9 . f. 10−7 Hz

• Extremely low frequencies (Cosmic Microwave Background)
10−18 . f. 10−13 Hz

1.2.4 Detection

Gravitational waves are very weak, requiring considerable efforts in
both development of extremely sensitive instruments and refined
data analysis techniques in attempts to detect gravitational waves.
Here instruments to detect gravitational waves will be discussed. As
shown in Sec. 1.1.5 the effect that a gravitational wave has on the
metric can be seen in two ways:

• either as a tidal force (see Eq. 1.25);

• or as a change in the distance between two free falling bodies
(see Eq. 1.23).

This leads to two ways of observing gravitational waves: resonant
and laser detectors.

resonant detectors were the first concept proposed for de-
tecting gravitational waves [110], based on the measurements of a
solid bar deformation. Several detectors were built based on this mea-
surement principle.

The principle of measuring gravitational waves with a bar detector
is based on considering the effect of the gravitational wave as a tidal
force (see Eq. 1.25)

Fgw =
1

2
ml0

∂2hxx

∂t2
, (1.68)

where m is the mass of the detector and l0 is the length of the un-
deformed spring. Then we can consider our detector as two masses
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connected by a spring to each other. The periodic deformation of the
spring due to gravitational waves can be described by the driven har-
monic oscillator. For example, for the gravitational wave with the "+"
polarisation the equation will look like

ξ̈+ ξ̇/τ0 +ω
2
0ξ=

1

2
l0ḧxx, (1.69)

where τ0 is a damping time and τ0 ≡Q/ω0. Parameters of
Weber’s detector

m 1410 kg

l0 1.5 m

ω0 1660 Hz

Q 2 · 105

The solution of this differential equation is

m
l0

m

x1 x2

Figure 7: The scheme that represent the principle of the resonant de-
tector. The space stretches due to the gravitational wave to
ξ= x2 − x1 − l0.

ξ=
1
2ω

2l0Axxe
iωt

ω20 −ω
2 + iω/τ

. (1.70)

The maximum response of the detector is at its resonance

ξmax =ω0τl0Axx/2. (1.71)

Therefore the gravitational wave acts like an external force on a solid
bar, which has its maximum sensitivity at the resonance frequency.

The typical shape for a gravitational wave detector of this kind
is a cylindrical bar (see Fig. 8). Here is an example of two such
detectors with their power spectral densities. On Fig. 9 it is seen
that the detectors at their resonance frequencies are more sensitive,
however these sensitivities are still not enough for the detection of
gravitational waves from astrophysical sources. Unfortunately limi-
tations on the size of such detectors makes it extraordinary difficult
to achieve higher sensitivities.



28 introduction to gravitational wave astrophysics

(a) Explorer (b) Nautilus

Figure 8: Two resonant bar detectors.

Figure 9: Sensitivities of Explorer and Nautilus detectors. The plot is taken
from [14].

laser interferometers are based on the measurement of the
change in the distance between two free-falling test masses (see Eq. 1.23)
that occur due to the metric perturbation imposed by a gravitational
wave. The distance is measured as a variation of a roundtrip of the
laser light that is reflected from mirrors that serve as the test masses
[82]. This type of detector is not prone to the limitations in size that
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the solid detectors have. Therefore laser detectors achieve a better
sensitivity due to the large distances between the mirrors. We can
consider the measurement of the distance as a measurement of the
time that it takes for the light to travel from one mirror to the other
and back.

Let us imagine a gravitational wave detector based on the Michel-
son interferometer (see Fig. 10) with the geometry of the detector
such that one arm is parallel to the x-axis and the other one to the
y-axis. In the simplified case when the gravitational wave has only
"+" polarisation and we consider only the x arm of the interferome-
ter the photon travels from the beam splitter to the mirror and back
along its world line

ds2 =−dt2 + [1+ h+]dx2 = 0. (1.72)

We will approach the derivation of the strain sensitivity as it is given
in [94] by considering the rate of change of the roundtrip time. Namely
the time that it takes a photon after it passes the beam splitter (point
B on the Fig. 10) to reflect from the mirror in one arm and return back
to the place where it interferes with the beam of the perpendicular
interferometer arm (BY on the Fig. 10). Therefore we need a very pre-
cise measurement of time. The second arm of the interferometer in
this case serves as a reference time. The measurement that we make
is an interference picture on the photodetector that depends on the
phase difference between the two beams of light. The phase differ-
ence is directly proportional to the difference in the arm lengths of
the detector

δφ=
2π

λ
δl. (1.73)

Let us now derive how changes in the distance in the interferometer’s
arms depend on the strain h of the incoming gravitational wave. If
the gravitational wave arrives at an angle θ to the z-axis in the x-z
plane the time that the light needs to travel to the distant mirror and
back can be written as
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t′0 = t0+2L+
1

2
cos2θ

L∫
0

hxx+ (t0 + (1− sinθ)x)dx+

L∫
0

hxx+ (t0 + 2L− (1+ sinθ)x)dx

 ,

(1.74)
where L is the arm length of the interferometer. In the case there is no
gravitational wave, this time will be constant. Therefore to measure
the effect of a gravitational wave, we have to measure the rate of
variation of the time as a function of the initial time

dt′

dt0
= 1−

1

2
(1+ sinθ)hxx+ (t0)+ sinθhxx+ [t0+(1− sin)L]+

1

2
(1− sinθ)hxx+ (t0+2L).

(1.75)

B X

Y

Figure 10: Michelson interferometer. It measures the difference in the
lengths of the arms as δϕ.

Then following closely [91] for ground-based interferometers that
have a small arm length compared to the wavelength of the gravita-
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tional waves that are measured, the rate of the travel time change can
be Taylor expanded around the small value of L

dt′

dt0
= 1+ sin2θLḣ+(t). (1.76)

It is generalised then to an arbitrary combination of gravitational
wave polarisations

h(t) = h+(t)e+ + h×(t)e× (1.77)

making Eq. 1.76 become

dt′

dt0
= 1+ Lêx · ḣ · êx. (1.78)

The difference between two arms can be integrated over dt yielding

δt′ = Lêx · ḣ · êx − Lêy · ḣ · êy = d : h, (1.79)

where the detector tensor is defined as d = L(êx⊗ êx− êy⊗ êy). When
rewritten in terms of the travel time instead the Eq. 1.79 becomes

δl(t) =
1

2
d : h. (1.80)

It describes a response of the detector to the gravitational wave for
the case of the detector’s arm being shorter than the gravitational
wave wavelength. Therefore this derivation is only applicable to ground-
based detectors. Whereas for space-based detectors such as LISA with
its million kilometres arm lengths this approximation is not valid any
more. Moreover the orbital motion of the spacecrafts will introduce
additional modulation to the frequency, amplitude and phase of the
observed gravitational wave [31, 28, 30]. Following these references,
the response of the LISA detector is given as

δlij(ti) =
1

2

êij(ti)⊗ êij(ti)
1− Ω̂ · êij(ti)

:

ξj∫
ξi

h(ξ)dξ, (1.81)
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where Ω̂ is the direction of the gravitational wave propagation and
êij(ti) = (xj(tj) − xi(ti))/jij(ti) is a unit vector. ti is the time of the
photon emission (from spacecraft i to spacecraft j) and tj is the time
of the photon reception. Moreover ξ(λ) = t(λ) − Ω̂ · x(λ) is a parame-
terised wave variable with t(λ) = ti + λ and x(λ) = xi(ti) + λêij(ti).

1.2.5 Sensitivity of laser detectors

noise sources of the detectors that are based on the measure-
ment of the photon travel time will be reviewed here. We have al-
ready discussed some of the noise sources when we pointed out that
for the measurement of the clock rate change very precise clocks are
required, and that this can be achieved, for example, with the Michel-
son interferometer where the second interferometer arm serves as a
"reference clock".

Let us review the other major noise sources. We recall the Eq. 1.80

and write it in the simplified form

h= 2
δl

l0
. (1.82)

The noise sources come in this equation in the δl, determining that
the detector’s frequency range and strain sensitivity are defined not
only by the chosen size of the detector but also by the precision of
the measurement.

Theoretically it is possible to build a detector that would have its
sensitivity limited by the standard quantum limit, which is imposed
by the Heisenberg uncertainty principle [34] on the mirror position.
However, in reality there are other noises that limit the detector’s
sensitivity [62]. If we can get rid of the frequency noise the main lim-
iting noises would become shot noise, gravity gradient noise, seismic
noise and thermal noise.

• Seismic noise
It is caused by the seismic activity of the Earth and the anthro-
pogenic factor that results in the additional fluctuating Newto-
nian gravity force on the test masses [61].
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• Gravity gradient noise
It is a limiting noise for ground-based detectors that cuts their
sensitivities at the low frequency below f . 20 Hz. The fre-
quency dependence of the noise is

xs ≈αf−2m/
√

Hz, (1.83)

where α depends on the place where the detector is located and
ranges from 10−6 to 10−9. It is possible to get improvements for
this noise source by using the suspensions and vibration isola-
tion for the test masses, however, it is not possible to get rid
of this noise completely in the ground based detectors, mak-
ing it the reason for building low frequency gravitational wave
detectors in space.

• Shot noise
Limiting noise at the high frequencies caused by the fluctuation
of the number of photons. It is inversely proportional to the
power of the laser light thus can be reduced when the power is
increased.

• Radiation pressure noise
Increase in the power of the laser light will increase the radi-
ation pressure noise which is caused by the fluctuation of the
number of photons hitting the mirrors.

• Thermal noise
This noise excites the vibration on the test masses with their
suspensions. This is the limiting noise at intermediate frequen-
cies.

There are also other noise sources; we will review only the ones that
are limiting for the LPF in the later chapters.

power spectral densities are usually used to describe the
sensitivity of gravitational wave detectors. The actual measurement
that the detector makes is

x(t) = h(t) +n(t), (1.84)
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where h(t) is the gravitational wave signal and n(t) is the noise of
the measurement. The detectors noise level can be characterised by
its power spectral density which can be defined as

〈ñ(f)ñ∗(f′)〉= 1
2
Sn(f)δ(f− f

′) (1.85)

where ñ(f) is the frequency transform of the detectors noise (see Ap-
pendix A for our definition of the Fourier transform). We do the anal-
ysis in the frequency domain because the noise in the time domain
is correlated. Whereas, in the frequency domain it is uncorrelated
for each frequency bin which incredibly simplifies data analysis. The
averaged power spectral density for a detector can be calculated as

Sh(f) = lim
T→∞E

[
1

T
|x̃(f)|2

]
. (1.86)

1.2.6 Ground based laser interferometer detectors

The ground based laser detectors (see Fig. 11) are trying to observe
gravitational waves in the high frequency band from 1 Hz up to sev-
eral kHz.

In Fig. 12 a comparison of detector sensitivities is presented. It
is expressed in terms of analytical approximations to the Ampli-
tude Spectral Density (ASD) of the detectors from [38]. The sensitiv-
ity curve for aLIGO is based on [7, 96]. The sensitivity curve for
AdV is based on [8, 5]. The sensitivity curve for KAGRA is based
on [79, 100].

1.2.7 Pulsar timing

The property of pulsars to be very stable clocks can not only help in
proving the existence of the gravitational radiation (see Sec. 1.2.2) but
can also be used to directly observe gravitational waves. The observa-
tion of gravitational waves with pulsar timing [92, 36] is based on the
idea of measuring the perturbations between Solar System barycen-
tre and distant pulsars over the timescale T . The pulsar’s "clock" rate
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is compared to clocks on Earth and the gravitational wave should
then show up as the irregularities in the arrival time of the pulses.
The sensitivity of the pulsar timing detector can be expressed in
terms of the uncertainties on the arrival of the pulses [19, 22]

h> ε/T , (1.87)

where ε is the error on the determination of the times of the pulses
arrival. The length of the observation time defines also the lower limit
of the frequencies that can be detected and the longer the time is the
lower frequencies can be observed

f∝ 1/T . (1.88)

Cosmological models imply that the Universe is filled with a stochas-
tic gravitational wave background at very low frequencies, below
10−5 Hz. This background can be observed in the residuals of pulsar
timings after modelling the rotation of the pulsar and transmission
of the signal [68].

The most stable pulsars that are usually observed for these pur-
poses are millisecond pulsars [35].

cosmic microwave background observations might be able
to detect gravitational waves of ultra-low frequencies that have wave-
lengths comparable to the size of the Universe; such gravitational Ultra low frequency

bandwaves are predicted to be generated during cosmological inflation [117].

1.3 detection of gravitational waves in space

To detect gravitational waves at low frequencies, one has to find a
way to suppress the gravity gradient noise from the Earth. The only
feasible way to do this is by putting the detector into space. The
proposed concept for a space-based gravitational wave detector is
LISA [102, 42].

The space detector is based on the same principles as the ground-
based, which means that it is a Michelson interferometer that moni-
tors the distance between two free-falling test masses by measuring
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the rate of the photon travel time from one mirror to the other. How-
ever many technical solutions due to the operations of detectors in
space are different. The light, for example, is not reflected from mir-
rors, due to the power loss caused by the divergence of the laser beam
over the large distances between spacecrafts (several million kilome-
tres) but instead the local laser is phase-locked to the light from the
distance spacecraft. This scheme is analogous to the Doppler track-
ing used in satellite navigation. The free-fall of the mirrors accom-
modated within the spacecraft is implemented with drag-free control.
The technical implementation is described in great detail in [64]. The
important technologies that are required for LISA such as laser in-
terferometry in space and test masses free-fall will be demonstrated
with the test mission LPF (see Ch. 3).

The three spacecrafts that form LISA will be following the Earth on
the heliocentric orbit 20◦ behind it, with the plane of the LISA triangle
inclined 60◦ with respect to the ecliptic (see Fig. 14).

The design of the detector was optimised for the interesting sources
that it can observe [64]. However due to the European Space Agency
(ESA) requirement for descoping the Large scaled missions there were
some changes introduced to the LISA design and the project was re-
named to eLISA, reflecting the inherited design in the name evolved-
LISA. Though the solutions that were found to downscale the mission
reduce the instrument’s sensitivity, the scientific impact that the grav-
itational wave observatory would make on understanding the astro-
physical sources that it would observe through gravitational radia-
tion and on the theory of gravity that it would be able to investigate
in the strong regime remains eminent [52].

The sensitivity of LISA at low frequencies would allow us to study
astrophysical black holes, super massive black hole coalescences, ex-
treme mass ratio inspirals, stochastic gravitational wave background,
white dwarf binaries and other interesting astrophysical phenomena.
These sources, and the knowledge that can be learned from observ-
ing them, are described in the White Paper [4, 10]. Due to the high
SNRs of the signals it would be possible not only to observe gravi-
tational waves but to study astrophysical phenomena that produce
them, such as astrophysics and evolution of black holes [9]. In addi-
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tion, one of the advantages of the LISA frequency range is that there
exist known astrophysical continuous wave sources (white dwarf bi-
naries) that would have a high SNR, making them a test of the detec-
tors performance [73, 59].

The main noise sources for both LISA and eLISA would be accelera-
tion noise on the test masses at low frequencies and shot noise of the
read-out system [15]. To give the impression of the power spectrum
that contribute to the overall sensitivity of the detector, we will give
the analytical expression provided in [11] for eLISA

S(f) =
20

3

4Sacc(f) + Ssn(f) + Somn(f)

L2
×
(
1+

(
f

0.41c/2L

))2
, (1.89)

where the requirement on the residual acceleration noise on the test
mass is

Sacc = 1.37× 10−32
(
1+

10−4Hz
f

)
Hz
f

m2Hz−1 (1.90)

the shot noise is
Ssn = 5.25× 10−23m2Hz−1 (1.91)

and the other measurement noises contributions are

Somn = 6.28× 10−23m2Hz−1. (1.92)

At the moment, according to the ESA timeline, in the year 2016

the mission project for the Gravitational Universe [4] is going to be se-
lected [6] where eLISA was a straw-man mission. Furthermore there
are other proposed concepts for the gravitational wave detectors in
space, such as DECI-Hertz Interferometer Gravitational wave Obser-
vatory (DECIGO) [95].
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(a) LIGO Livingston (b) LIGO Hanford

(c) VIRGO (d) GEO

(e) KAGRA (f) ET

Figure 11: Ground based gravitational wave detectors. Current, under con-
struction and planned.
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Figure 12: Noise curves for laser interferometer detectors. This Figure is
taken from [38].

Figure 13: Scheme of the LISA constellation. Figure is taken from [64].
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20° 60°

Figure 14: Schematic representation of the LISA orbits.

Figure 15: LISA and eLISA sensitivities. This plot is taken from [11].



2
A C T I O N P R I N C I P L E F O R G R AV I T Y T H E O R I E S

2.1 general relativity derived from action principle

Since this thesis is dedicated to the experimental way of testing mod-
ifications to the theories of gravity, we have to state how these modifi-
cations can be introduced. In the previous Chapters 1.1.1 we have dis-
cussed Einstein field equations and how gravity is described through
the relation between matter and geometry. Now we will formulate GR

in terms of the action principle, which was first done by Hilbert [58].
In this approach we will derive the Einstein field equations as Euler-
Lagrange equations by varying the appropriately defined Lagrangian.

2.1.1 Einstein-Hilbert Action

Let us guess the action based on some set of assumptions. First of all
it has to be gauge invariant and we should be able to write it down
as an integral of the Lagrangian density over the space-time

S=

∫
Ld(4)V , (2.1)

where g = det(gαβ), d(4)V =
√
−gdx4 [60] is an invariant 4-volume

element and L is a scalar. The Lagrangian has to be the simplest
possible and it has to follow the required symmetries and the field
content. This will help us to understand how it can be modified to
get the theory that would still be covariant.

The Lagrangian density has two components, the one that describes
the matter and the other that describes the metric

L=Lgravity +Lmatter. (2.2)

41
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One can derive the Einstein field equations by taking a functional
derivative of the action

δS

δgµν
=
δSgravity

δgµν
+
δSmatter

δgµν
= 0. (2.3)

To proceed, let us write the components of the action separately.

vacuum field equations describe gravity without the pres-
ence of matter. The gravity part of the Lagrangian density has to be a
scalar that solely depends on the metric gαβ

Sgravity[gαβ] =

∫
φ(gαβ)

√
−gd4x, (2.4)

where φ(gαβ) is some scalar function. The simplest choice that can
be formed from the second derivatives of the metric would be a
Ricci scalar R= gαβRαβ. This gives us the expression for the Einstein-
Hilbert action

Sgravity[gαβ] = SEH(gαβ) =

∫
R
√
−gd4x. (2.5)

The Lagrangian density for this action can be written in the form

Lgravity = k1R+ k2, (2.6)

where k1 and k2 are some constants. For this Lagrangian

δSgravity

δgµν
= k1

δ

δgµν

∫
R
√
−gd4x+ k2

δ

δgµν

∫√
−gd4x. (2.7)

After some calculations it is possible to write [60]

δSgravity

δgµν
=

(
−k1G

µν +
1

2
k2g

µν

)√
−g, (2.8)

where Gµν ≡ Rµν − 1
2g
µνR is the Einstein tensor; for the vacuum so-

lution Gµν = 0 is fulfilled with the constant k2 = 0. However, in prin-
ciple, k2 stands for the Λ cosmological constant. The value of the
constant k1 will be determined later after we will write the matter
part of the action.
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non-vacuum field equations take into account the presence
of matter. Accordingly we have to define the action for matter [23]

Smatter[φ;gµν] =
∫
Lmatter(φ(x),∂λφ(x), . . . ,gµν(x),∂λgµν(x), . . .)

√
−gd4x,

(2.9)
where φ is any type of matter field, such as a scalar, vector or tensor.
The metric variation of the matter action [46] is

δSmatter

δgµν
=

∫ [
∂Lmatter

∂gµν
−
1

2
Lmatterg

µν

]√
−gd4x. (2.10)

Then if we define a covariant energy-momentum tensor

Tµν ≡ 2
[
∂Lmatter

∂gµν
−
1

2
Lmatterg

µν

]
, (2.11)

we can express the variation of the action through this tensor

δSmatter

δgµν
=−

1

2

∫
Tµν
√
−gd4x. (2.12)

the full action can be used to write the field equations for GR.
The variation of the full action δS/δgµν = 0 leads to the following
expression:

− k1G
µν +

1

2
k2g

µν +
1

2
Tµν = 0. (2.13)

The factor before the Einstein tensor has to be determined from the
Newtonian limit of the resulting equations, which would also influ-
ence the choice of the constants k1 and k2. Therefore for a sufficient
value of this constant we can rewrite

16πk1G
µν − 8πk2g

µν = 8πTµν (2.14)

and in SI units

16πG

c4
k1G

µν −
8πG

c4
k2g

µν =
8πG

c4
Tµν. (2.15)

Now we have to define the constants k1 and k2. The coefficient
k1 determines the coupling constant of gravity. We can set it to be
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k1 = c
4/16πG. For example, if it goes to infinity (k1→∞) it means

that the gravitational constant G= 0, which would imply that gravity
is not coupled to the matter, "turned off" in some sense [60]. Whereas,
the other constant k2 is related to the cosmological constant Λ. In the
action the Λ-component is not associated with the metric curvature
but instead with the volume of the spacetime.

2.2 modifications of the action of gravity

We have seen under which assumptions the equations of GR have
been formulated. Moreover we were interested in the derivation of
GR field equations in terms of the action variation, since modified
gravity theories are commonly represented by introducing changes
to the Lagrangians of gravity and matter. In this thesis we are going
to address a certain class of modified theories of gravity and will
start first with a brief review of how these changes can be made and
which theoretical and experimental conditions they have to fulfil. We
will review theories with additional fields, theories that modify the
way the scalar field enters the action of gravity and theories with
more dimensions.

2.2.1 Validity of gravitational theories

Many of the modified theories arise as an attempt to explain some
astrophysical phenomena that do not find a simple interpretation in
the commonly adopted theories, or to incorporate some theoretical
concept (such as quantum-gravitational representation of nature or
unification of gravity with the other interactions). In general, many
choices of Lagrangians both for gravity and for matter are possible in
the case when the theory that it describes is consistent both in the
way it is posed and in the observation.

The alternative theories of gravity are expected to be consistent
with the experimental limit of the Equivalence principle. There are dif-
ferent formulations of the equivalence principle, with different de-
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grees of strength of their conditions that they impose on the theo-
ries [115]:

• Weak equivalence principle implies the universality of free fall;

• Einstein equivalence principle in addition to the universality of
the free fall postulates Lorentz invariance and local position
invariance;

• Strong equivalence principle extends weak equivalence principle
to cover gravitating bodies, additionally stating that the out-
come of any local test experiment is independent of the velocity
of the free falling body and its position.

The degree to which the Equivalence principle is valid can be tested
experimentally [114].

experimental tests can be performed for the different regimes
of the theories, either by observation of some astrophysical phenom-
ena or by dedicated experiments.

• Weak field tests
For the weak field limit we refer to the Solar System tests.
Among these tests are the classical tests of GR: gravitational de-
flection of light observed near the Sun, anomalous precession
of the Mercury’s perihelion and gravitational redshift.

The weak field tests of the validity of the gravitational theories
are often interpreted in the framework of the Parameterised Post-
Newtonian Formalism.

• Strong field tests
Tests of gravity can be performed by observation of the be-
haviour of matter in the vicinity of compact objects. These tests
can be from the observation of gravitational waves or the obser-
vations of compact binaries by timing the pulsars or accretion
disks that are their components.
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We will discuss these tests in both the weak field and the strong
field regimes that are within the scope of this thesis in more detail in
the Ch. 4.

2.2.2 f(R) theories of Gravity

As we have seen in the derivation of the Einstein-Hilbert gravity La-
grangian, the Ricci scalar was taken as the simplest possible suitable
choice of the scalar formed from the second derivative of the met-
ric. It is natural therefore that there appeared a class of theories that
derive the action from the functional dependency on R or from the
higher order derivatives of the metric

S=
1

2k2

∫
f(R)
√
−gd4x+ Smatter[Ψ;gµν]. (2.16)

A thorough review of such theories is given in [44].

2.2.3 Theories with additional dimensions – Kaluza-Klein Gravity

One more way of modifying the Einstein-Hilbert action is to intro-
duce additional dimensions to the metric. This modification of grav-
ity arises from attempts to unify gravitation and electrodynamics
[76]. Following [27] let us write the generalised Einstein-Hilbert ac-
tion for D= d+ 1 dimensions

S[ĝAB]gravity =
1

2k2

∫
R̂
√

−ĝdDX, (2.17)

where ĝAB is the metric, R̂ is the Ricci tensor, all in D dimensions
and the coordinates are XA = (xµ,z). The idea behind this theory is
that gravity is to be considered on a D = d + 1 dimensional mani-
fold, where at least one of the spatial dimensions has to be small
and compact. To cast the theory into an effective d dimensional the-
ory, we can compactify one of the coordinates z on a circle of radius
L/2π. This can be done by the harmonic expansion of the fields of the
theory along the extra dimension. This is the same idea that stands
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behind compactification of string theory. Following very closely [27]
we can write the d-dimensional effective action. We will start with
the Fourier expansion of the metric

ĝAB(x,z) =
∑
n

g
(n)
AB(x)e

inz/L. (2.18)

The modes that have n 6= 0 are associated with the massive fields with
the mass |n|/L. Since L is very small and the masses are thus very big,
they can be neglected at large distances. Thus what we actually do,
is compactify and truncate up to the zero mode. The zero modes
of the metric ĝ(0)µν , ĝ(0)µz and ĝ(0)zz can be redefined in terms of the d-
dimensional fields: metric gµν, gauge field Aµ and dilation φ. It is
possible to choose the following parameterisation

ĝ
(0)
µν = e2αφgµν + e

2βφAµAν (2.19)

ĝ
(0)
µz = e2βφAµ

ĝ
(0)
zz = e2βφ,

where α2 = 1/2(d− 1)(d− 2) and β=−(d− 2)α. We can now finally
write the d-dimensional effective action after integrating out the z
component

Seff[g,A,φ] =
L

2k2

∫ (
R−

1

2
(∇φ)2 − 1

4
e−2(d−1)αφF2

)√
−gddX,

(2.20)
where F2 = FµνFµν and Fµν =∇µAν −∇νAµ.

2.2.4 Theories with the additional fields

These are the theories that in addition to the metric gµν have extra
scalar, vector or tensor fields. In principle, the theories that have been
considered so far can also be recast as these kind of theories. Some
of these theories can be constructed in a way that they modify the
Newtonian dynamics in the non-relativistic limit.
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scalar-tensor theories generically have in addition to the
metric gµν a scalar field ϕ, potential function V(ϕ) and a coupling
function A(φ) [33]. The action can be written in a form

S=
1

2k2

∫ [
φR−

ω(φ)

φ
gµν∇µφ∇νφ−φ2V

]√
−gd4x+Smatter(Ψ,gµν),

(2.21)
where Einstein’s metric was rewritten in terms of the physical metric
gµν ≡A2(ϕ)g∗µν which exempts from direct interaction between the
scalar and matter fields. In the expression for the action φ≡A(ϕ)−2
is a function of a scalar field ϕ, ω(φ) is an arbitrary function defined
as 3+ 2ω(φ)≡α(ϕ)−2 and α(ϕ)≡ d(lnA(ϕ))/dϕ.

These theories are very important for our investigation because
they are the most studied ones. For them often the restrictions on
the modified theories of gravity are written. They are going to be
discussed later in the Ch. 4.

vector-tensor theories – einstein-æther theories have
an additional vector field and are known for their violation of Lorentz
invariance. For this vector field Aµ is defined to have a preferred
time-like direction. The action for these kind of theories can be writ-
ten in a form

S=

∫ [
1

2k2
R+L(gµν,Aν)

]√
−gd4x+ Smatter[Ψ;gµν], (2.22)

where the expression for additional Lagrangian can be found from [65,
66].

tensor-tensor theories – bimetric theories are theories
that accommodate two rank-2 tensors [84]. There is a version of bi-
metric gravity that is interesting in the scope of this thesis, which re-
duces to MOdified Newtonian Dynamics (MOND) in the non-relativistic
limit. An action for a Bimetric MOND [72] can be written as follows

S=
1

2k2

∫ [
β
√
−gR+α

√
−g̃R̃− 2(gg̃)1/4f(k)l−2M

]
d4x− S̃matter[ψ; g̃µν]−Smatter[χ;gµν],

(2.23)
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with the parameters l ≡ 1/a0, k ≡ (g/g̃)−1/4, f(1) = 1 and M called
the interaction term.

tensor-vector-scalar theories include scalar and vector fields
additionally beyond the metric. The action for tensor-vector-scalar
theories is split into the action for different components – metric,
vector, scalar and matter [16]

S= Sg̃ + SA + Sφ + Sm. (2.24)

All components of this theory will be discussed in more detail in
Ch. 4 since the solutions for this theory will be used in the data
analysis to produce example signals near the SP.
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L I S A PAT H F I N D E R

3.1 lisa pathfinder – technology demonstration for lisa

LPF is a compact version of one arm of LISA, designed to verify
the ability to place test masses in free fall with the required sensi-
tivity level at a frequency around 1 mHz. It consists of two equal
test masses that are accommodated within a drag-free spacecraft. To
make the motion of the test masses solely influenced by the curva-
ture of the space-time, the control systems are used to actuate on one
of the test masses and on the spacecraft outside of the instruments
sensitivity range. The second test mass is controlled by means of the
capacitive actuator and the spacecraft is kept drag-free with the help
of the µNewton thrusters (see Fig. 16) [83]. The instrument measures
the relative position of two free-falling test masses with picometer
precision around its maximum sensitivity frequency. The overview
of the technological implementations of the spacecraft can be found,
for example, in [13].

The system of the two test masses and the spacecraft has 18 de-
grees of freedom. Three of these are measured by the spacecraft
tracking, and the others either by the OMS, Inertial Sensor (IS) or star
trackers on board of the LPF.

We are interested in the main scientific measurement, the variation
in distance between the test masses, which is equivalent to the mea-
surement of the differential gradient of the gravitational potential.
The OMS consists of four Mach-Zender interferometers implemented
on its optical bench: one that measures the relative distance between
two free-falling test masses, one that measures the position of one of
the test masses relative to the Optical Bench (OB) (see Fig. 18) and the
other two that are responsible for reduction of the common mode
noise and laser frequency noise.

51
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1

12

Figure 16: Two test masses following geodesics. Path 1 represents the in-
terferometer readout that measures the position of the first test
mass relative to the spacecraft. Path 12 represents the output of
the differential interferometer.

Figure 17: Definition of the LPF coordinates. The system’s degrees of free-
dom that are measured by the interferometer

3.2 mission timeline

The spacecraft will be launched from Kourou, French Guiana, by a
VEGA launcher. It is composed of two elements: the science space-
craft and the propulsion module. The spacecraft will be transferred to
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(a) IFO x12 (b) IFO x1

Figure 18: The scheme of the LPF interferometers outlined on the optical
bench. The Figures are taken from [48].

the L1 point via a series of apogee raising manoeuvres (see Fig. 20a).
The apogee raising manoeuvres will take approximately 2 weeks
prior to the transition from Earth to L1, which will take slightly less
than three months. At the approach of the spacecraft to L1, the sci-
ence spacecraft will be separated from the propulsion module. On
the operational orbit LPF will go into the calibration and commission-
ing phase which will be followed by six months (of which 3 months
for LISA Technology Package (LTP) and 3 for Disturbance Reduction
System (DRS) of experiments performed to verify the on-board tech-
nologies and performance of the satellite (see Fig. 19)) [108].

The Lagrange point L1 is a point of dynamically unstable equilib-
rium between the Sun and the Earth, where the gravitational forces
and the centrifugal force cancel out in the non-inertial rotating refer-
ence frame. LPF is going to be at L1 because of the stable environment,
smooth gravity gradient and the convenience of transport. An exam-
ple orbit is plotted in Fig. 20b (taken from [83]). While the spacecraft
is in that orbit it can maintain a stable environment.
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Launch and 
Early Orbit 
Phase

Transfer 
Phase

De-spin 
and Orbit 
Correction

Science Operations

Launch (L) L + 21d L + 41d L + 56d L + 86d L + 266d

Extension

?
Commissioning

L + 50d

MPACS or DFACS 
mode

Figure 19: Timeline of the LPF mission.

(a) The transit of LPF to L1. (b) Lissajous orbits around L1.

Figure 20: The transit of the spacecraft to L1 and Lissajous orbits around
L1.

The in-orbit lifetime of the spacecraft after the separation is 11

months. This thesis is dedicated to what might follow after the main
mission time, which would be a mission extension that would imply
the transition of the spacecraft to the Sun-Earth saddle point, which
will be discussed in Ch. 4.

At present the spacecraft is fully assembled and is already shipped
to Kourou.
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(a) Optical bench. Front view. (b) Oprical bench. Side view.

(c) LPF payload.

(d) LPF spacecraft in test facility.

Figure 21: LPF flight hardware and preparations for the flight.
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4
T E S T I N G G R AV I T Y I N T H E W E A K F I E L D L I M I T

4.1 gravity theories with an additional scalar field

We have seen the variety of theories that suggest a modifications to
gravity in Sec. 2.2 trying to address different theoretical and observa-
tional problems. Based on the study of such theories we can conclude
that the most common way to introduce the modification to gravity
is by means of an additional scalar field.

LPF measures how two test masses follow the curvature of space-
time by monitoring the distance between these masses. Therefore
the effect of the additional scalar field can be observed through a
coupling of the additional scalar field to the metric. The most general
representation [17] in which the additional scalar field can couple to
the metric is

g̃µν = e
−2φ(A(X)gµν +B(X)∂µφ∂νφ), (4.1)

where gµν is the gravitational metric, g̃µν is the physical metric, φ
is the scalar field and X= gµν∂µφ∂νφ is an invariant. The first term
in this equation is known as conformal coupling and the second one
as the disformal coupling. The conformal coupling means that the
interval stays invariant under these transformations. The disformal
coupling would imply the alteration of the interval. The theories that
try to avoid incorporation of dark matter by introduction of the ad-
ditional scalar field can, in principle, benefit from the disformal cou-
pling. The reason is that it can potentially solve the problem with
gravitational lensing and account for the required deflection of light by
galaxies [18]. However causality requires the factor B to be B(X)<0,
which means for that kind of coupling of the scalar field to the metric
that light will be even less deflected. The problem of the disformal
coupling can be overcome with an additional vector field [90] that

59
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can be introduced to account for the problem of the gravitational
lensing

g̃µν = u(φ)gµν −w(φ)AµAν, (4.2)

where u(φ) and w(φ) are arbitrary functions of the scalar field φ and
gµν is derived from the Einstein-Hilbert action. The variable Aµ was
defined as a non-dynamical vector field and gµνAµAµ = −1. This
introduces the existence of a preferred reference frame. This coupling
now becomes very similar to the TeVeS one. It will be discussed later
in 4.3.

4.2 objectives for modifications of gravity

There are multiple observational discrepancies from observing the
motion of stars and gas in spiral galaxies. According to observations
of the surface brightness distribution of galaxies at large distances
from the galactic centre the gravitational potential should be like it is
produced by the central point mass. However, observed spiral galaxy
rotation curves do not match these predictions (see Fig. 22). The ob-
servations show that the rotational curves of galaxies stay constant
and do not depend on the distance from the galactic centre, as ex-
pected in Newtonian gravity [77, 88, 78, 24, 89, 116].

For illustrative purposes we can roughly estimate the radial veloc-
ity to be

∇φ=G
M

R2

∇φ=
v2(R)

R

 v∝ R−1/2. (4.3)

Instead observations show that v∝ const.
There are two proposed solutions to this problem. The first, and

commonly accepted one, is that the mass distribution in spiral galax-
ies does not follow the distribution of visible matter, and instead the
visible (flat) galactic disk is embedded in a quasi-spherical potential
well produced by dark matter [50].
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(a) Galaxy NGC
3198 image. The
image is taken
from the NASA
database.

(b) Galaxy NGC 3198 rota-
tional curves. The plot is
taken from [54]. The ob-
servations of the HI dy-
namics is plotted along
with the various fits. The
dotted line is the Newto-
nian contribution of the
stellar disk. The dashed
line is the Newtonian con-
tribution of the gaseous
disk. The solid line is the
MONDian fit.

(c) Galaxy NGC 3198 rota-
tional curves. The plot
is taken from [106]. The
fit to the observations is
done accounting for the
bright disk and dark halo.

Figure 22: Galaxy NGC 3198.

Another possible way to explain the observations of rotational
curves of spiral galaxies is to modify the equations of gravity. MOND

(originally proposed by Milgrom [71]) is a possible heuristic solution
to this problem, in contrast to the introduction of hidden mass (i.e.,
dark matter). At the core of the theory is a characteristic acceleration
a0 ≈ 10−10m/s2 at which a transition occurs, from the regime accu-
rately described by the Newtonian field equation, to one in which
the gravitational dynamics is better described by the equation

µ(a/a0)a=MGr
−2 = aN, (4.4)

where µ(x) is an interpolating function that has an arbitrary form
but has to satisfy the following conditionsµ(x)≈ 1 if x� 1

µ(x)≈ x if x� 1.
(4.5)
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Each theory that is suggested as the solution for the discrepancy
in the rotational curves of the galaxies has to pass observational as-
trophysical and cosmological tests such as gravitational lensing, for-
mation of galactic structure. For example, dark matter could explain
the dynamics of clusters of galaxies, whereas MOND is not able to
explain it without the involvement of at least non-luminous baryonic
matter.

4.3 TeVeS theory as an example

TeVeS [16] was the first consistent relativistic theory of gravity re-
ducing to MOND in the non-relativistic limit. It is built upon a non-
dynamical gravitational scalar field σ and three dynamical gravita-
tional fields, namely, the Einstein metric tensor gαβ, a timelike 4-
vector field Uβ, and a scalar field φ. Accordingly, it was dubbed
Tensor-Vector-Scalar theory. The 4-vector is defined in such a way
that gαβUαUβ = −1. The physical metric may be obtained from the
dynamical fields via the relation

g̃αβ = e−2φ(gαβ +UαUβ) − e
2φUαUβ (4.6)

= e−2φgαβ − 2UαUβ sinh(2φ),

thus stretching Einstein’s metric in the direction of Uα = gαβUβ.
Within this theory, the total action takes the form

S= Sg + Sv + Ss + Sm , (4.7)

where Sg is the Einstein-Hilbert action for the metric tensor, Sv is the
action governing the timelike vector field

Sv =−
K

32πG

∫
[gαβgµνU[α,µ]U[β,ν]−2(λ/K)(g

µνUµUν+1)](−g)
1/2d4x,

(4.8)
where λ is a Lagrange multiplier and K is a dimensionless constant.
Ss is the action for the dynamical and the non-dynamical scalar fields

Ss =−
1

2

∫
[σ2hαβφ,αφ,β +

1

2
Gl−2σ4F(kGσ2)]

√
−gd4x ,

(4.9)
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where hαβ ≡ gαβ − UαUβ, G is the gravitational constant, k is a di-
mensionless constant, l is a constant length, and F is a free dimen-
sionless function. Lastly, Sm is the action for the matter fields

Sm =

∫
L(g̃µν,fα,fα;µ, . . .)(−g̃)1/2d4x, (4.10)

where L is the flat space-time Lagrangian for fields fα and (−g̃)1/2 =

e−2φ(−g)1/2.
The equation for the dynamical gravitational scalar field may be de-
rived by varying Ss with respect to the two scalar fields σ and φ,
using the equation for the variation of matter part of the action, Sm,
for the dynamical scalar field enters there through the physical met-
ric g̃µν. As a result, one can obtain a relation solely for φ expressed
in terms of T̃αβ [16]

[µ(kl2hµνφ,µφ,ν)h
αβφ,α];β =

kG[gαβ + (1+ e−4φ)UαUβ]T̃αβ ,
(4.11)

where T̃αβ is the physical energy-momentum tensor, i.e., built upon
the physical metric g̃αβ, and the function µ(y) obeys

− µF(µ) −
1

2
µ2

dF(µ)
dµ

= y. (4.12)

the parameters of the theory are thus k, K, l and a free
function F(µ). Conditions on these parameters can give different lim-
its of the theories. The GR limit of the theory can be acquired by
setting k→ 0, l∝ k−3/2, K∝ k and µ being any arbitrary function or
rather K→ 0, k arbitrary and l→∞, in which case the scalar action Ss
will disappear, which means that the scalar field will decouple from
the metric. There is no restriction on the choice of the F(µ) function.

4.4 non-relativistic limits of TeVeS

As we are going to perform the experiment in the Solar System, we
must consider the quasi-static, weak potential, and slow motion limit
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of TeVeS [16]. We may thus take the metric to be time-independent.
Additionally, as we work in a neighbourhood of the Sun – Earth SP,
far enough from both bodies, we may set the metric to be flat. More-
over we assume |φ|� 1. In the non-relativistic limit g̃tt =−(1+ΦN +

φ), thus the full physical potential that determines the test particle
acceleration within TeVeS, ~a=−∇Φ, is given by the sum of the New-
tonian vector potential ΦN and the scalar potential φ, i.e.,

Φ=ΦN +φ+O(Φ2N) . (4.13)

The Newtonian potential is given by the familiar Poisson equation

∇2ΦN = 4πGρ̃ , (4.14)

where ρ̃ is the baryonic mass density, whereas the scalar potential φ
is determined by the non-linear Poisson equation

∇ ·
[
µ
(
kl2(∇φ)2

)
∇φ
]
= kGρ̃ , (4.15)

where k is a dimensionless constant and l is a constant length.
The µ function appearing in the last equation is a free function that

governs the transition from the Newtonian regime to the MONDian
one (see Eq. 4.11). We can reparametrise its dimensionless argument
y≡ kl2(∇φ)2 in terms of an acceleration parameter

a0 ≡
(3k)1/2

4πl
, (4.16)

thus obtaining:

y= 3

(
k

4π

)2(∇φ
a0

)2
, (4.17)

where the ratio between the MONDian acceleration and the accelera-
tion parameter is now manifest. The asymptotic limits of the µ func-
tion must therefore obey the following requirements{

µ(y)→ 1, for y→∞
µ(y)≈

√
y/3, for y� 1

, (4.18)
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where the first condition leads to the Newtonian regime. The second
condition ensures that in the low acceleration regime, i.e. |∇Φ|� a0,
the MOND modification originally proposed by Milgrom [71] gener-
ates a different dynamic, recovering, for example, the one exhibited
by rotational curves of galaxies.

4.5 parameters of the theories

All theories that have a conformally coupled scalar field in their ac-
tion, and that in the non-relativistic limit reduce to theories that pre-
dict deviation from Newtonian dynamics have two parameters in the
non-relativistic regime

• k – coupling of the additional scalar field,

• a0 – characteristic acceleration.

Moreover the transition to the regime of low accelerations is de-
scribed by the interpolating function µ. The various forms of this
function were originally acquired from fits to the rotational curves of
galaxies.





5
L I S A PAT H F I N D E R M E A S U R E M E N T

5.1 newtonian limit of gr

In our Solar System we will be working in the weak field limit of
gravity. Therefore let us understand the meaning of the curvature
tensor in this limit and the form of the geodesic. This then allows
us to write the expression for the geodesic deviation in Newtonian
space-time, the quantity that will be measured by LPF.

The Newtonian limit of GR is the limit in which gravity is so
weak Φ� 1 that the velocities are very small compared to the speed
of light v � 1 (in geometrised units). This would also imply that
the stress energy-tensor is dominated by the mass-energy density
|T ij|/ρ� 1 and that space-time is asymptotically flat. Moreover we
can neglect the time derivatives because velocities are very small
dxi/dτ� dt/dτ≈ 1.

Thus, for the metric in the weak field limit gµν = ηµν + hµν, the
conditions |hµν|� 1 and |vj|= |dxj/dt|� 1 have to be fulfilled [74].

Let us first consider how gravity influences the motion of a freely
falling particle. We write down the geodesic equation and reduce it
to the equation for the Newtonian world line

d2xi

dt2
=

d2xi

dτ2
=−Γ iαβ

dxα

dτ
xβ

dτ
. (5.1)

The right hand side of Eq. 5.1 in the weak field limit becomes [74]

− Γ i00 =−Γi00 =
1

2
h00,i − h0i,0 =

1

2
h00,i. (5.2)

If we define
−
1

2
h00,i =Φ,i (5.3)

67



68 lisa pathfinder measurement

the geodesic equation becomes

d2xi

dt2
=−

∂Φ

∂xi
. (5.4)

Moreover taking into account the boundary conditions{
Φ(r=∞) = 0

hµν(r=∞) = 0
(5.5)

we obtain the following relation

h00 − 2Φ, (5.6)

which implies that
g00 =−1− 2Φ. (5.7)

This is the equation that determines the Newtonian limit of GR. It
will also follow that

Ri0j0 =
∂2Φ

∂xi∂xj
. (5.8)

The interval will then be

ds2 =−(1+ 2Φ)dt2 + (1− 2Φ)(dx2 + dy2 + dz2). (5.9)

Finally, the linearised Einstein’s equation

h̄µν =−16πTµν (5.10)

becomes the Poisson equation

∇2Φ= 4πρ. (5.11)

5.2 measurements of the gravity stress tensor

LPF measures differential displacements between two free falling test
masses and is thus sensitive to their differential acceleration [107].
Consider the relative motion of two masses that follow the geodesics
of the gravitational field and let the vector ξ denote the separation
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between the two test masses. The components of this vector may be
expressed as ξi = xi1 − x

i
2, where xi

{1,2} are the coordinates of the
two test masses. Working in Cartesian coordinates, the equations of
motion for the test masses are

d2xi1
dt2

=−
∂φ(x1,t)
∂xi

(5.12)

and
d2xi2
dt2

=−
∂φ(x2,t)
∂xi

. (5.13)

The relative acceleration is thus given by

d2ξi

dt2
=

d2xi1
dt2

−
d2xi2
dt2

=

=−ξj
∂2φ

∂xi∂xj
+ o(ξiξi) =−Eijξ

j + o(ξiξi) ,
(5.14)

where summation over repeated indices is implied, the gravitational
potential is expanded in terms of the separation vector up to the
first order, and Eij = ∂

2φ/∂xi∂xj is the gravitational tidal field in
Cartesian coordinates [74].

LPF has one sensitive axis that is oriented along the line joining the
two free falling test masses. By projecting Eq. (5.14) along this axis,
one obtains

d2ξi
dt2

ξ̂i =−ξ̂iξj
∂2φ(~x,t)
∂xi∂xj

, (5.15)

where ξ̂i = ξi/‖ξ‖ is the i-th component of the unit vector in the ξ
direction. The diagonal components of Eij contribute to the relative
acceleration of the test masses, whereas the remaining components
contribute to their tilts. The diagonal components of the stress ten-
sors are larger than the non-diagonal ones, therefore we will consider
only the relative acceleration contribution.

5.3 noise sources in the lisa pathfinder measurement

LPF measurements are contaminated by the system noise. The main
noise contributions come from the measurement subsystems:
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(a) Requirements noise (b) Current best noise estimate

Figure 23: Contribution to the overall noise from the different noise sources.
The figures are taken from [12].

• OMS sensing,

• OMS angular sensing,

• star trackers;

systems utilised in the actuation on the spacecraft:

• thrusters;

and on the test masses:

• electrostatic actuators;

and

• residual forces

that it is not possible to account for with the control systems. The
contributions to the total noise can be seen in Fig. 23. The design
of LPF is such that the sensitivity of the instrument is expected to
be limited by the interferometer readout noise at high frequencies
and by force noise on the test masses at low frequencies, which is
similar to the limiting noises of the space gravitational wave detector
design (see Sec. 1.3). Various tests of the flight hardware, however,
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show that the real sensitivity of LPF is expected to exceed the design
requirements [12], as shown in Fig. 24. The current best estimate
noise for LPF is limited by the electrostatic actuation noise on the
second test mass at low frequencies.
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Figure 24: LPF sensitivity. Amplitude spectral densities of the requirements
and the current best estimate noise.

Therefore, in the analysis that will follow, we will be using both
sensitivities, one that we refer to as requirements sensitivity and one
that we refer to as current best noise estimate.

5.4 extended mission trajectories

The spacecraft will be sent to the Sun–Earth SP to measure the low
gravity gradient. The location of the SP (see Fig. 25) can be calculated
from the condition that the Newtonian gravitational forces from the
Sun and the Earth have to cancel out. In general, we have to take
into account the influence of other bodies in the Solar System, but an
approximate estimate can be computed as follows
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rSP =
rSE√
MS

ME
+ 1

≈ 259000 km, (5.16)

where rSE is the distance from the Sun to the Earth, MS is the mass
of the Sun and ME is the mass of the Earth.

Figure 25: Location of the SP relative to the Sun, Earth and L1. The Figure is
not to scale (Pictures of the Earth and the Sun courtesy of ESA).

The spacecraft will be operating at the Lissajous orbit around the
Lagrange point L1. To leave the Lissajous orbit only a small increase
in the velocity has to be applied. This will bring LPF into an unstable
orbit and it’s trajectory will exponentially diverge from the original
Lissajous orbit [41] around L1. This trajectory will depend on the date
of the departure from the orbit, but can be measured very precisely
once the spacecraft is following this path.

In the study of the trajectories performed by ASTRIUM [41] is was
stated that it should be possible to cross the SP once or twice. The
An example of the trajectory from this study is presented in Fig. 26,
in which case it will take 250 days for LPF to get from the Lissajous
orbit to the first SP flyby and 65 days more for the second flyby.
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Figure 26: Trajectories of the double SP flyby. The figure is taken from [41].

5.5 spacecraft navigation and parameterisation of the

trajectory

5.5.1 Parameterisation of the trajectory

In order to parametrise the signals measured by LPF, we must begin
by defining a method to determine the spacecraft trajectory uniquely.
Let us fix a right-handed Cartesian coordinate system with its origin
in the Sun – Earth SP, its x-axis aligned with the line connecting the
Earth and the Sun, and its z-axis perpendicular to the ecliptic (see
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Fig. 27). The trajectory of LPF in the neighbourhood of the SP can be
approximated as a straight line. The direction of the trajectory will
be determined by two angles: η, the angle between the z-axis and
the direction of the spacecraft velocity, and ϕ, the angle between the
x-axis and the projection of the velocity vector on the ecliptic. The
unit vector along the trajectory of the spacecraft in the direction of
motion is, therefore

(êx, êy, êz) = (sinηcosϕ, sinηsinϕ, cosη) . (5.17)

The point of the closest approach of the trajectory to the SP, (ξx,ξy,ξz),
determines the impact parameter, i.e., the distance of the fly-by, which
is the length of the perpendicular dropped from the SP onto the tra-
jectory. The position of the spacecraft may thus be written as

(x,y,z) = (ξx,ξy,ξz) + (êx, êy, êz)r , (5.18)

where r is the distance from the point of closest approach.
Given the distance to the saddle point, the position of the closest

approach becomes redundant. Therefore, to avoid the uncertainty the
two angles η⊥ and ϕ⊥ that define the position of the perpendicular
to the trajectory are introduced

(ξx,ξy,ξz) =

‖ξ‖(sinη⊥ cosϕ⊥, sinη⊥ sinϕ⊥, cosη⊥) ,
(5.19)

where ‖ξ‖ is the length of the vector (ξx,ξy,ξz). Similarly to the
(η,ϕ) notation previously introduced, η⊥ denotes the angle between
the perpendicular and the ecliptic, while ϕ⊥ denotes the angle be-
tween the x-axis and the projection of the perpendicular on the eclip-
tic. Notice that the additional condition

sinηsinη⊥(cosϕcosϕ⊥ + sinϕsinϕ⊥)+

cosηcosη⊥ = 0
(5.20)

holds for the four angles η, ϕ, η⊥, and ϕ⊥ as a consequence of the
orthogonality between the satellite trajectory and the line of clos-
est approach. This allows us to further reduce the parameters that
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Figure 27: Schematic of the trajectory parameters. The coordinate system
has its origin in the SP (S) and the x-axis is parallel to the line
joining the Sun and the Earth and pointing in the direction of
the Sun. The z-axis is perpendicular to the ecliptic and the space-
craft velocity v is aligned with the trajectory. The direction of the
trajectory is defined by the two angles η (the angle between the
z-axis and v) and ϕ (the angle between x-axis and projection of
v on the (x,y) plane, shown as the segment OD). The position of
the spacecraft along the trajectory is determined by the variable r,
the distance to the point A where the perpendicular dropped on
the trajectory intersects with it. The length of the perpendicular
is given by the parameter ‖ξ‖. The position of the perpendicu-
lar is given by two angles, η⊥ (the angle between the z-axis and
the perpendicular) and ϕ⊥ (the angle between the x-axis and the
projection of the perpendicular on the (x,y) plane, segment BS).
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determine the perpendicular to the trajectory of the satellite in the
neighbourhood of the SP down to η⊥ and sign(sinϕ⊥). The latter
determines whether ϕ⊥ ∈ (0,π) or ϕ⊥ ∈ (π,2π).

The signal measured by LPF can be simulated by sampling the
stress tensor along the trajectory with velocity v and the instrument
sampling frequency of 10Hz. The velocity of the spacecraft and the
sampling frequency determine the resolution at which the gravity
stress tensor is being sampled.

As a final step, we must define the projection of the stress ten-
sor on the sensitive axis of LPF. The projection is determined by the
two angles α and β that the sensitive axis forms with the x-axis and
y-axis of the coordinate system, respectively. However, since LPF is
held oriented so that its solar panel faces the Sun, and since we are
considering a neighbourhood of the Sun – Earth SP, and because the
sensitive axis of LPF is parallel to the solar panel, α can be fixed to
α = 90◦. The projection of the stress tensor on the sensitive axis is
thus determined only by the angle β, making LPF sensitive to the lin-
ear combination of the two diagonal components of the stress tensor:

d2ξi
dt2

ξ̂i = Eyy sin2(β) + Ezz cos2(β) . (5.21)

All in all, the signal can be fully described in terms of the following
set of mission parameters:

λm
0 = {‖ξ‖,η,ϕ,η⊥, sign(sinϕ⊥),‖v‖,β}, (5.22)

which are depicted in Fig. 27.
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Table 2: This table lists the seven mission parameters also shown graphi-
cally in Fig. 27 and provides estimates for their uncertainties. These
parameters can be determined from measurements of the space-
craft position which are based on the spacecraft navigation system
without involving the LPF optical readout [41, 1]. The uncertainties
on the navigation parameter values before the flight, i.e., before the
trajectory for the transition from L1 to SP is chosen, and those de-
termined during the flight are provided in columns three and four,
respectively. The errors on the angle, α, that defines the orientation
of the solar panel are below 1◦: as explained in Sec. 5.5.1, we set
α = 90◦ and the error may be neglected within the scope of this
thesis. Additionally, the time of closest approach to the SP is not in-
cluded in the parameter list as it is of the order of several seconds
and can be neglected with respect to the signal length.

Parameter Description Uncertainty before flight Uncertainty after flight

‖ξ‖ Fly-by distance 5km 5km

ϕ Trajectory polar angle 30◦ � 1◦

η Trajectory azimuthal angle 30◦ � 1◦

η⊥ Polar angle of the position of closest approach uniform ‖ξ‖ -dependent

sign(sinϕ⊥) Hemisphere of the position of closest approach {−1,1} –

‖v‖ Spacecraft velocity 0.1km/s 1cm/s

β Orientation of the LPF sensitive axis 30′ 30′
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S I G N A L T E M P L AT E S

To extract meaningful information from the data, we develop a data
analysis framework for the parameter estimation and model selec-
tion. In order to test this framework on artificial data, we must come
up with the estimates of the signals that can be possibly observed.

6.1 numerical solutions for non-relativistic limit of

TeVeS

In order to test the data analysis framework on artificial data, we
must choose a model to produce signal templates. Let us consider the
stress tensor predictions obtained within the non-relativistic limit of
Bekenstein’s TeVeS theory of gravity. This theory embeds the heuristic
description of the dynamics of galaxies provided by MOND into a
consistent relativistic theory.

As shown by Eqs. (4.15)-(4.17), the signal models will be deter-
mined by two parameters k and a0, and a free function, µ. For the
moment, we fix the µ function to the form that was proposed in [16].
In terms of the notation introduced in Eq. (7.1), therefore, λt

0 = {k,a0}.
The non-linear elliptical differential equation which determines the
scalar potential φ and hence the tidal stress tensor, Eq. (4.15), can
be solved numerically [20, 69, 70] (the code that implements the nu-
merical solution was kindly provided by Imperial College London).
While in [16] the µ function definition is

y=
3

4

µ2(µ− 2)2

1− µ
, (6.1)

the interpolating function µ in our numerical calculations is fixed via
the relation

µ̂√
1− µ̂4

=
k

4π

|∇φ|
a0

, (6.2)
79
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Figure 28: Comparison between the interpolating function used for the nu-
merical calculations and the one originally proposed in [16].

where we used the notation µ̂ to explicitly distinguish this function
from the one appearing in Eq. (6.1). As shown in Fig. 28, the two
functions are in a good agreement. The advantage of µ̂ is that it may
be written out analytically as

µ̂=

√
−1+

√
1+ 4x2

2x
, (6.3)

where x = y/3. In solving the non-linear Poisson equation numeri-
cally, the condition µ=

√
x for x<10−5 is used [see Eq. (4.18)].

To solve Eq. (4.15) numerically, other than fixing the µ-function, we
must prescribe boundary conditions. We use the rescaled Newtonian
potential for this purpose. This is readily obtained from Eqs. (4.14)-
(4.15) by taking into account that µ → 1 as |∇φ|/ao → ∞ and by
applying Gauss’s theorem. This yields

∇φ=
k

4π
∇ΦN , (6.4)
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so that the gradient of the physical potential Φ reduces to the usual
Newtonian form with a renormalised gravitational constant given by

GN =

(
1+

k

4π

)
G . (6.5)

6.2 generation of templates

In order to produce signal templates for LPF, as a first step we com-
pute the spatial derivatives of ∇φ at each grid point. This provides
the nine stress tensor components, namely, ∂2φ/∂xi∂xj, where xi,j =
x,y,z, at each point of the lattice. Once this is done, we must prescribe
values for the set of mission parameters listed in Eq. (5.22) and sam-
ple the stress tensor along the LPF trajectory [Eq. (5.18)]. The sampling
points are determined by the the spacings ‖(∆x,∆y,∆z)‖ = ‖v‖∆t,
with time step ∆t= 1/fsamp, fsamp = 10Hz being the LPF sampling fre-
quency. The stress tensor components are calculated at each sampling
point by performing a trilinear interpolation on a 3-dimensional ir-
regular grid. The interpolation procedure starts with a linear inter-
polation in the x-axis direction. This is followed by a linear interpo-
lation along the y-axis employing the x-interpolated values. Finally,
both the x- and y-interpolated values are used to perform a linear
interpolation along the z direction.

Our goals are (1) to see how the signal templates change when
varying the two theory parameters k and a0, and (2) to study their de-
tectability in the noise. The value of the dimensionless coupling con-
stant k should be of the order 10−2 to be consistent with cosmological
expansion; k = 0.03 is chosen in [16]. The characteristic acceleration
is usually set to a0 ≈ 10−10m/s2, in accordance with observations
of rotational curves of galaxies [43]. We vary both parameters within
reasonable ranges around their “original” values, so that k ∈ [0;0.12]
and a0 ∈ [0;4 · 10−10] m/s2. We cover this two dimensional space of
theory parameters with a 9× 9 uniform grid (see Fig. 39) and solve
Eq. (4.15) numerically in the neighbourhood of the Sun – Earth SP

for all choices of (k,a0).1 We then fix a set of trajectory parameters

1 Calculations were performed using [2].
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Figure 29: Comparison between a template produced with a numerical cal-
culation and the rescaled Newtonian background analytically
estimated using Eq. (6.11). In this example, k = 0.03 and a0 =

10−10m/s2. The ∂Φ2/∂z2 and ∂Φ2N/∂z
2 components of the

MONDian and Newtonian stress tensors are plotted. This means
that the sensitive axis is parallel to the z-axis of the coordinate
system and, therefore, that β= 0.

and produce LPF signal templates by projecting the computed stress
tensor as in Eq. (5.21), at all points in the (k,a0) parameter space. Ad-
ditionally, we set ∂φ2/∂xi∂xj = 0 along k = 0 and a0 = 0 m/s2, as
proposed in [16]. In order to obtain signal templates for generic val-
ues of k and a0, we use a bicubic interpolation along both directions.
We interpolate the signal templates from the knows solutions for the
stress tensor on the two-dimensional parameter space. The interpo-
lation is performed for each sample in the template time series. This
is possible since, for a given set of trajectory parameters, a sample in
the template time series represents the same position in time and in
space for a particular choice of a0 and k.

As a final remark, we note that in some instances the choice of
the theory parameters requires us to extend the templates outside
the lattice where the MONDian stress tensor is calculated. As this ex-
tension must be performed in a Newtonian limit regime, we exploit
the scaling relation between the Newtonian stress tensor (analytically
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computed, see Sec. 6.3) and the MONDdian one: these are related by a
factor k/4π [see Eqs. (6.4)-(6.5)], so that projecting the rescaled New-
tonian stress tensor along the LPF sensitive axis allows us to extend
the MONDian template. An example of this is shown in Fig. 29.

6.3 newtonian stress tensor

The expression of the Newtonian potential ΦN for the Sun – Earth
two-body system is

ΦN =−G

[
Me

r0 − de

der0
+Ms

rse − r0 − ds

ds(r− rse − r0)

]
, (6.6)

where G is Newton’s gravitational constant, Ms (Me) is the mass of
the Sun (Earth), rse is the Sun – Earth separation,

r0 =
rse
√
Me/Ms√

Me/Ms + 1
=

rse√
Ms/Me + 1

(6.7)

is the distance from the Earth to the SP, and ds (de) is the distance
from the point where the potential is calculated to the Sun (Earth)
respectively, i.e.,

de =
√

(x1 + r0)2 + x
2
2 + x

2
3, (6.8)

ds =
√
((rse − r0) − x1)2 + x

2
2 + x

2
3 . (6.9)

The gradient of the Newtonian potential is therefore

∂ΦN

∂xi
=
GMe[xi − r0ci]

d3e

+
GMs[xi − (rse − r0)ci]

d3s
,

(6.10)
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where êxi(i= 1..3) is the orthonormal unit vectors set of the reference
system and ci = êx1 · êxi . The Newtonian stress tensor reads

∂2ΦN

∂x2i
=GMe

{
1

d3e
−
3[xi + r0ci]

2

d5e

}
+GMs

{
1

d3s
−
3[xi − (rse − r0)ci]

2

d5s

}
∂2ΦN

∂xi∂xj
|
i 6=j

=−
3GMe

d5e
[xi + r0ci][xj + r0cj]

−
3GMs

d5s
[xi − (rse − r0)ci][xj − (rse − r0)cj] .

(6.11)



Part III

D ATA A N A LY S I S





7
M I S S I O N PA R A M E T E R S A N A LY S I S

We now introduce the approach to the analysis of the data that will
be acquired with LPF in the vicinity of the Sun – Earth SP. We describe
the model of the data and the derivation of a matched filter which
will be designed to study the mission parameters. Thereafter, we de-
velop a Bayesian approach to the analysis of the theory parameters.

7.1 data model

The detector noise is modelled as having a frequency dependent spec-
trum (see Fig. 24), hence it is more natural to carry out the analysis
in the frequency domain. We write the measured data as

x̃(f,λ0) = h̃(f,λm
0 ,λt

0) + ñ(f) , (7.1)

where h̃(f,λm
0 ,λt

0) and ñ(f) are the Fourier transforms of the signal
and the detector noise, respectively. ~λ0 = (λm

0 ,λt
0), where λm

0 and λt
0

denote the mission and the theory parameters that govern the signal:
the former are listed in Eq. (5.22), whereas the latter will be discussed
in the course of the thesis. We model the noise as Gaussian, with zero
mean and two-sided noise power spectral density

S(f)≈ (|ñ(f)|2)/∆f , (7.2)

where ∆f is the frequency resolution of the data. It is defined as
∆f = 1/T = 1/(∆tN). The noise models we use are defined by the
theoretical ASD shown in Fig. 24.

7.2 mission parameters analysis

In this section we study how the template of the predicted signal
changes when varying the mission parameters. This knowledge will

87
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validate our choice in studying the theory and the mission parame-
ters independently. This greatly simplifies the study of theories that
predict signals that can be measured with LPF. To investigate the mis-
sion parameter space we fix the theory parameters to k = 0.03 and
a0 = 10

−10m/s2, following [16]. In this Section, for the sake of sim-
plicity, we also remove references to the theory parameters from the
notation.

We begin by introducing the concept of a linear filter. In terms of
our problem, it is a signal template with a certain set of parameters.
Its construction is based on the “true” signal that has a fixed set of
(mission) parameters λm

0 . In order to quantitatively assess the influ-
ence of parameter variations, we estimate the response of the filter
to “data” generated using mission parameters λm

v that have an offset
∆λm = λm

v − λm
0 within the range of spacecraft navigation errors re-

ported in Table 3. This table provides the accuracy with which each
parameter can be determined from navigation system measurements.
We report both the errors on the mission parameters assigned before
the flight (Uncertainty before the flight) and the precision attainable
during the flight by spacecraft navigation system measurements (Un-
certainty after the flight) [41, 1]. Notice that the low precision on the
angles ϕ and η before the flight follows from the uncertainty on the
trajectory which depends on the departure conditions from the Lis-
sajous orbit around L1 [41] and they will be known better once the
trajectory is chosen.

The correlation between the data, x̃, and a signal template, q̃, can
be calculated as the output of a matched filter via

C(τ,∆λm) =

∫∞
−∞ x̃(f,λm

v )q̃
∗(f,λm

0 )e
−2πifτdf. (7.3)

The signal at the output of the matched filter is the averaged corre-
lation function, for which 〈x̃(f,λm

v )〉= 〈h̃(f,λm
v )〉 since 〈ñ(f)〉= 0. We

do not take into account the time delay τ of the signal arrival. We
assume that the expected time of the signal arrival, which is the time
when the spacecraft has its closest approach to the SP is known. The
error on the time of the signal arrival is embedded in the parameter
that defines the distance from the SP to the point where the measure-
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ment is made. The mean of the correlation function between the data
on the output of the instrument and the linear filter q̃ [37] thus reads

Ĉ(∆λm) =

∫∞
−∞ h̃(f,λm

v )q̃
∗(f,λm

0 )df. (7.4)

By setting the linear filter to the “true” template weighted by the
noise power spectral density, i.e.,

q̃∗(f,λm
0 ) =

h̃∗(f,λm
0 )

S(f)
, (7.5)

the filter becomes optimal [91]. An optimal matched filter is one that
maximises the SNR

ρ2 = Ĉ(∆λm = 0) =

∫∞
−∞

h̃(f,λm
0 )h̃
∗(f,λm

0 )

S(f)
df . (7.6)

In the case of optimal filtering, one searches for the filter that best
fits the data. This provides a way to estimate the “true” signal tem-
plate. In our study, fixing the “true” signal template a priori and
building a filter upon it allows us to determine the dependency of
the magnitude of the matched filter response to a signal with its pa-
rameters offset by ∆λm. This is the measure generally used to quan-
tify the resolution with which we can distinguish one template from
another. With this in mind, we rewrite the filter in discrete form

c(∆λm) = c(λm
0 ,λm

v ) =

N∑
j=1

h̃(fj,λm
v )h̃
∗(fj,λm

0 )

S(fj)
∆fj , (7.7)

where frequency indices cover the instrument frequency range and
∆fj = fj+1 − fj, and we consider the ambiguity function built upon
the linear filter as follows:

ĉ(λm
0 ,λm

v ) =
c(λm

0 ,λm
v )√

c(λm
0 ,λm

0 )c(λ
m
v ,λm

v )
. (7.8)

The ambiguity function is normalised to yield unity when the tem-
plate matches the input signal and less than unity otherwise.
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7.2.1 SNR as a function of mission parameters

Estimating the SNR as a function of the mission parameters provides
insight into the optimal values these should take and allows us to
identify any peculiar behaviour of the templates over the parameter
space. In turn, if no peculiarities emerge, we assume that this allows
us to investigate the behaviour of the signal in the neighbourhood
of a single, representative point of our choice in the parameter space
and to extrapolate results over the whole range of parameter values.
At this location of our choice, we investigate the behaviour of the
ambiguity function, as this allows us to assess how much reduction
in SNR would be caused by deviations from the nominal mission pa-
rameter values.

0
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0.1

0.15

0.2

0 10 20 30 40 50 60

n

SNR

Current best estimate
Requirements

Figure 30: Fraction of trajectories n with SNR value specified on the hori-
zontal axis. The SNR was calculated using 1000 trajectories with
randomly varied parameters for both the current best noise es-
timate and the requirements noise. The parameter values were
uniformly sampled over the ranges given in the last column of
Table 3. The curves are the Gaussian fits to the discrete distribu-
tions that were obtained.

We now compute the expected SNR for the two noise models –
current best noise estimate and requirements noise – discussed in
Sec. 5.3. The SNR values are calculated using Eq. (7.6) for 1000 differ-
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Figure 31: SNR as a function of the orientation angle of the sensitive axis β
for the two noise realizations. The remaining mission parameters
are fixed according to the set of values given in the last column
of Table 3.

ent trajectories each with random parameter values uniformly sam-
pled within the ranges given in the last column of Table 3. As shown
in Fig. 30, the Gaussian fits to the histograms of the SNR values peak
at ρ ' 23 and ρ ' 5 for the current best noise estimate and the re-
quirements estimate, respectively.

When varying the mission parameters sequentially within the pre-
defined ranges, the remaining parameters are fixed to the values
given in the last column of Table 3.

The first parameter we vary is the sensitive axis orientation angle
β. As seen in Fig. 31, the SNR is not very sensitive to the choice of β
and that the optimal value for β for both noise realisations is β= 0◦

or β = 180◦. We will thus fix β = 0◦ for the analysis and for the
experiment planning.

The SNR exhibits a smooth behaviour also when the fly-by distance
and the spacecraft velocity are varied, as shown in Figs. 32 and 33,
respectively. We notice that, as is to be expected, the closer LPF flies
to the SP, the higher the SNR is, because tidal stress deviations are
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Figure 32: SNR as a function of the distance from the SP ‖ξ‖ for the two
noise realizations. The remaining parameters are fixed according
to the set of values given in the last column of Table 3.
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Figure 33: SNR as a function of the spacecraft velocity v for the two noise re-
alizations. The remaining parameters are fixed according to the
set of values given in the last column of Table 3. We vary the val-
ues of velocity within the larger range than given in the Table 2,
i.e. from 0 to 4 km/s, to observe the maximum of SNR.
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stronger, whereas the specific value of the spacecraft velocity is not
very crucial in the interval reported in Table 3.

Similarly, the SNR is smooth in the ϕ-η subspace, as shown in
Fig. 34. These are the two angles that define the orientation of the
spacecraft trajectory. While the SNR is flat in ϕ, it is maximum for
η = {90◦,270◦}. In these specific cases we see that more SNR is accu-
mulated if LPF flies within the Ecliptic plane and that the direction of
flight within this plane has minimal influence.

As the range of values covered by η⊥ depends on the combination
of other parameter values via Eq. (5.20), η⊥ cannot span the whole
interval [0,180]◦ for a specific choice of η and ϕ. Therefore, we do
not present SNR estimates as a function of η⊥. We note, however, that
in the cases we considered the dependence of the SNR on η⊥ is weak.

7.2.2 SNR loss due to mismatched mission parameters

Having established the dependence of the SNR on the mission pa-
rameter space, we may now study the loss of SNR as a function of
parameter mismatch within the known navigation uncertainties on
the mission parameters. As discussed previously, we fix β = 0◦. At
the same time, even though η has its highest SNR estimate for η= 90◦,
we will choose it to be η= 70◦ in order to avoid performing our anal-
yses in the best case scenario. Contrary to the alignment of the LPF

sensitive axis, the value of η depends on the manoeuvres that are nec-
essary for LPF to leave the Lissajous orbit around the first Lagrangian
point. Further, the option of multiple fly-bys [41] implies different es-
timates for the angle values. We therefore keep this parameter away
from its optimal value during our analyses and avoid choosing a
trajectory within the Ecliptic plane.

Hereafter, we proceed by taking one dimensional slices through
the parameter space, fixing six parameters out of seven to the values
listed in the last column of Table 3. The parameters are varied only
around their true values, i.e. the values listed in Table 3, that we treat
as the parameters of the signal buried in the data. All parameters are
varied within intervals that include the spacecraft navigation errors
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Figure 34: SNR as a function of the angles ϕ and η that determine the di-
rection of the trajectory. The SNR estimates are plotted for the
current best noise estimate. The behaviour for the requirements
noise is similar, but with magnitudes in the range [8;12]. The re-
maining parameters are fixed to the set of values given in the last
column of Table 3.
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Figure 35: Ambiguity function for the fly-by distance ‖ξ‖ for the two noise
realizations. The true value of the parameter is ‖ξ‖0 = 20km. The
remaining parameters are fixed according to the set of values
given in the last column of Table 3.
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Figure 36: Ambiguity function for the spacecraft velocity v for the two noise
realizations. The true value of the parameter is v0 = 1.5km/s.
The remaining parameters are fixed according to the set of values
given in the last column of Table 3.

listed in Table 3. Similarly to what we did for SNRs, we estimate the
ambiguity function [Eq. (7.8)] between templates with varied param-
eter values and the template with all parameters set to the values
listed in Table 3. When the ambiguity function varies very little, we
can assume the parameters are essentially exactly known and can be
fixed during the analysis of the theory parameters.

Our results for the fly-by distance ‖ξ‖ are shown in Fig. 35. The
true values of the mission parameters follow Table 3, so that ‖ξ‖0 =
20km. Templates were evaluated between ‖ξ‖ = 10km and ‖ξ‖ =
30km every 1km and the ambiguity function ĉ(‖ξ‖0,‖ξ‖) was calcu-
lated correspondingly, using both LPF noise curves. We find that if
the fly-by distance is mismatched by less then 5km, i.e., the naviga-
tion error before the flight reported in Table 2, the ambiguity function
is greater than 0.999. We conclude that we can fix this parameter to
20km for future analyses and that it does not need to be estimated
from the LPF measurement, but can instead be determined via the
spacecraft navigation system.

The same conclusion holds for the spacecraft velocity v. We set
v0 = 1.5km/s to be the true value of the parameter and calculate the



96 mission parameters analysis

25 30 35

ϕ [◦]

65

70

75

η
[◦
]

0.9988

0.999

0.9992

0.9994

0.9996

0.9998

1

Figure 37: Two-dimensional ambiguity function for the angles ϕ and η that
determine the direction of the spacecraft trajectory. The results
are obtained with the current best noise estimate model. The
true values of the parameters are set to ϕ0 = 30◦ and η0 = 70◦

and the remaining parameters are fixed according to the set of
values given in the last column of Table 3. Both angles are var-
ied with steps of 1◦. The closed contour indicates the location of
ĉ= 0.99998.
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ambiguity function ĉ(v0,v) varying v between 1.0km/s and 2km/s
and sampling it every 0.1km/s. The results are shown in Fig. 36 for
both LPF noise realizations. As is evident, templates are more sensi-
tive to velocity uncertainties and variations. However, ĉ(v0,v) 0.998
for velocity variations within 0.1km/s, which is the value reported in
Table 2 for the uncertainty before the flight. Further, v may be deter-
mined during the flight with an uncertainty of 1cm/s, so we assume
this parameter to be fixed at 1.5km/s during future analyses.

Next, we vary the angles ϕ and η that determine the orientation
of the spacecraft trajectory. Our results for the ambiguity function
are presented in Fig. 37. The true parameter values are ϕ0 = 30◦

and η0 = 70◦. We consider an interval of 10◦ around both values
and sample each interval every 1◦. The contours shown in the figure
are for the current best noise estimate. The elongation relative to the
ecliptic changes the template more than the angle that defines the
inclination to the line connecting the Earth and the Sun. Despite the
big uncertainty in these parameters before the experiment (see Table
2), the errors on the determination of these parameters during flight
are very small (� 1◦), so that they, too, may be assumed to be fixed to
their true values for future analyses. The result for the requirements
noise is very similar to the result for the current best noise estimate,
therefore we will not display them here.

Finally we consider the position of the perpendicular to the tra-
jectory determined by sign(sinϕ⊥) and η⊥. For sign(sinϕ⊥) there
will be no uncertainty after the flight and for the η⊥ the results are
presented in Fig. 38. They show that the signal templates are not
sensitive to variations of this angle.

To summarise, we picked a specific location in the mission and the-
ory parameter space and investigated the behaviour of the ambiguity
function. Within the predicted uncertainties on the mission param-
eters reported in Table 3, the ambiguity function drops minimally
compared to the case of exactly matching templates. By assuming
that this is the case for all other possible parameters space locations,
we make the accurate approximation that the mission parameters can
be assumed to be “known” without any loss of generality. They are
no longer search parameters, which leaves only the theory parame-
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Figure 38: Ambiguity function for the angle η⊥ which defines the position
of the perpendicular to the trajectory for the two noise realiza-
tions. The true value of the parameter is η⊥ = 90◦ The remaining
parameters are fixed according to the set of values given in the
last column of Table 3.

ters as unknowns and as the sole target of the search. The analysis of
the theory parameters will therefore not require the mission param-
eters to be measured, nor will it need them to be considered during
parameter estimation and model selection. In other words, we can
factor the mission parameters out of the theory parameter analyses.

Additionally, we were able to determine the optimal values of β
– the LPF sensitive axis orientation – and η – the angle between the
spacecraft trajectory and the perpendicular to the Ecliptic plane. In
the latter case, we showed that the optical trajectory lies in the plane
of the Ecliptic.
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Table 3: This table lists the seven mission parameters also shown graphi-
cally in Fig. 27 and provides the ranges in which their values are
varied to produce Fig. 30, and the values assigned to them during
our parameter estimation analyses. The values reported in the last
column are those used for the analysis of the theory parameters.
These numbers are based on [105] and [41]. While, recent investi-
gations show that it may be possible to realise a trajectory directly
through the SP, we have conservatively set ‖ξ‖= 20km.

Parameter Description Range Value

‖ξ‖ Fly-by distance [0;300]km 20km

ϕ Trajectory polar angle [0;360]◦ 30◦

η Trajectory azimuthal angle [0;180]◦ 70◦

η⊥ Polar angle of the position of closest approach uniform [0;180]◦ 90◦

sign(sinϕ⊥) Hemisphere of the position of closest approach {−1,1} +1

‖v‖ Spacecraft velocity [1;2]km/s 1.5km/s

β Orientation of the LPF sensitive axis [0;360]◦ 0◦
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8.1 bayesian approach to data analysis

8.1.1 Analysis of the theory parameters

We now discuss the data analysis framework to study the signal pre-
dicted by various alternative theories of gravity. We apply this frame-
work to the case of the TeVeS theory. More specifically, having fixed an
interpolating function µ, we study the (k,a0) parameter space, where
k is a dimensionless coupling parameter and a0 is a characteristic ac-
celeration scale (see Sec. 6.1). We introduce a parameter estimation
method based on a Bayesian approach. With this method, informa-
tion regarding the parameters of the theory can be extracted from
the data. Further, we exploit Bayes’ theorem to perform model selec-
tion, choosing between the hypothesis of having a signal in the noise
and the null hypothesis according to which the data consists of noise
only.

We discuss how parameter estimation results can be assessed in
the case of absence of a signal and how this allows us to rule out
portions of the parameter space. Finally, we show how model selec-
tion can be applied to realistic data that contains noise artefacts. The
results of this study will show whether a glitch in the data can be
misinterpreted as a signal and where this will be localised in the
parameter space.
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8.1.2 Bayesian parameter estimation

Following Bayes’ theorem, the posterior distribution p(k,a0|{x̃},I) of
k and a0 given the data {x̃} and the relevant background information
I reads

p(k,a0|{x̃},I) =
p({x̃}|k,a0,I)p(k,a0|I)

p({x̃}|I)
, (8.1)

where p(k,a0|I) is the prior distribution on the parameters, p({x̃}|k,a0,I)
is the likelihood, and p({x̃}|I) is the Bayesian evidence, which is the
marginal probability density of the data and normalises the poste-
rior. The data model is the sum of a deterministic signal and Gaus-
sian noise and is computed in the frequency domain, as described in
Sec. 7.1. We therefore write the likelihood of the Fourier transformed
data {x̃} as

p({x̃}|k,a0,I) =
N∏
j=1

1

σ2j 2π
exp

(
−
|x̃j − h̃j(k,a0)|

2

2σ2j

)
.

(8.2)

In this expression, the variance of the noise σ2j is calculated from
the Power Spectral Density (PSD) normalised by the width of the fre-
quency bin, therefore σ2j = S(fj)∆f [see Eq. (7.2)]. The noise model is
based on the theoretical estimates of the noise for LPF (see Fig. 24).
In writing the expression for the likelihood, we assumed that each
frequency bin is statistically independent, so that the likelihood can
be written as the product of bivariate Gaussian probability density
functions.

As a result of the parameter estimation, we shall obtain a joint
posterior distribution for parameters k and a0. However, we are also
interested in estimating each parameter separately after performing
the experiment. To obtain the posterior distribution of each param-
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eter separately, we marginalise the joint distribution for the two pa-
rameters over the other parameter, i.e.

p(k|{x̃},I) =
∫∞
−∞p(k,a0|{x̃},I)da0 (8.3a)

p(a0|{x̃},I) =
∫∞
−∞p(k,a0|{x̃},I)dk . (8.3b)

These marginal distributions represent our belief in a specific value of
one of the two parameters and yield the uncertainty on the parameter
estimate following the experiment.

8.1.3 Prior space

As a first step to set priors in the (k,a0) parameter space, we restrict
it using the following considerations. We assume that, within some
precision, the gradient of the gravitational potential is Newtonian in
the non-relativistic limit at a distance from the SP equal to the dis-
tance from the SP to the Earth. The gradient of the non-Newtonian
potential at this distance depends on the parameters k and a0 and al-
lows us, therefore, to impose restrictions on the combination of these
parameters. Eq. (4.15), which governs the non-Newtonian potential
φ, depends on the µ-function, which goes to unity in the Newtonian
limit, when its argument becomes sufficiently large. Taking the defini-
tion1 of the interpolating function µ given in Eq. (6.1) and expanding
it in the |∇Φ|/a0� 1 limit, when µ→ 1, we obtain

y=
3

4(1− µ)
+O(1− µ) . (8.4)

Eqs. (4.13) and (6.4) can then be used to express the argument of the
µ-function as

y≡ kl2|∇φ|2 = k3l2

16π2
|∇Φ|2, (8.5)

1 We remark that the interpolating function used in the numerical calculations de-
fined in Eq. (6.2) and the one expanded here correspond in the limit we consider, as
shown in Fig. 28.
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where higher order corrections in (k/4π) are neglected. Combing the
last two results and expressing l in terms of a0 as in Eq. (4.16) yield

µ≈ 1− 64π
4

k4
a20

|∇Φ|2
+O

(
y−2

)
. (8.6)

If we fix an admissible error ε2 on deviations of µ from unity, we
readily obtain the constraint

a0
|∇Φ|

k2

8π2
ε . (8.7)

Imposing this restriction allows one to exclude certain combinations
of k and a0.

In our analysis, we set ε = 10−5, and the resulting, restricted pa-
rameter space is shown in Fig. 39. This is a conservative value com-
pared to the latest boundaries imposed on the precision of the addi-
tional acceleration allowed in the Solar System [47]. We do not take
into account such stringent requirements, as we want to develop and
illustrate a data analysis scheme that does not automatically depend
on other astronomical restrictions of the parameter space.

We consider a uniform prior parameter distribution (known as flat
or constant prior) for the theory parameters. We thus set the prior for
a0 and k to be flat in the admissible portion of the parameter space
P, the area of which is given by

A=

∫kmin

0

a′0(k)dk+ (kmax − kmin)(amax
0 − amin

0 ), (8.8)

where kmin is the value for which a′0(k
min) = amax

0 = 4 · 10−10m/s2

and a′0(k) is a solution of Eq. (8.7). Moreover the values of the mod-
ified stress tensor are set at the lower boundary of the parameter
space amin

0 = 0 to ∂2φ/∂xi∂xj = 0. It reflects the GR limit of TeVeS that
can be obtained when l→∞ [16]. Eq. (4.16) shows that this corre-
sponds to a0→ 0. We therefore have

p(k,a0|I) =

1/A (k,a0)∈P
0, otherwise.

(8.9)
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Figure 39: The (k,a0) parameter space. The shaded area represents the part
of the parameter space ruled out by Eq. (8.7). Crosses indicate
points where Eq. (4.15) was solved numerically. Signal templates
are built upon these solutions and are used, in turn, to determine
signal templates at a generic point (k,a0) via bicubic interpola-
tion.

Flat priors depend on no underlying knowledge on the parameters,
except the assumptions made on their span. As discussed in Sec. 6.1,
the ranges for the theory parameters is chosen here on the basis of
astrophysical observations [43] and in order to keep the theory con-
sistent [16].

As we consider a constant prior, with the exception of the prior
boundary constraints, the shape of the posterior parameter distribu-
tions will be dictated only by the likelihood function. We note that
our Bayesian analysis scheme allows for more physically realistic pri-
ors which opens a way for the future analyses of different theoretical
models.
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8.2 model selection

The framework for model selection that we develop here is based
on the Bayesian approach to model selection and can be applied to a
variety of hypotheses. For example, we can test a model that assumes
the data is the sum of a signal and Gaussian noise, a model that
assumes that the data is Gaussian noise only, a model that assumes
the data is non-Gaussian noise, a model that assumes Gaussian noise
with glitches, and so forth.

Any number of models Mi can be defined and Bayes’ theorem [see
Eq. (8.1)] can be directly applied as follows:

p(Mi|{x̃},I) =
p({x̃}|Mi,I)p(Mi|I)

p({x̃}|I)
. (8.10)

This expression tells us how to determine the posterior probability
p(Mi|{x̃},I), which is the probability of the i-th model Mi being cor-
rect, given the data {x̃} and the background information I. The de-
nominator is the Bayesian evidence, a normalisation term that reads

p({x̃}|I) =
∑
i

p({x̃}|Mi,I)p(Mi|I) , (8.11)

where p({x̃}|Mi,I) is the evidence for the model Mi and p(Mi|I) is
the model prior.

To properly normalise the model posterior distribution, however,
one must know all possible models in order to compute Eq. (8.11)
and hence Eq. (8.10). This may be avoided by considering the ratio
between model posteriors, usually referred to as posterior odds ratio.
For two models M1 and M2, this reads

p(M1|{x̃},I)
p(M2|{x̃},I)

=
p({x̃}|M1,I)
p({x̃}|M2,I)

p(M1|I)

p(M2|I)
. (8.12)

The ratio between the evidences for the two models appearing on the
right hand side of the equation is called the Bayes factor. The second
fraction on the same side of the equation, p(M1|I)/p(M2|I), is the
prior model odds. The posterior odds ratio represents our confidence
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in one model against the other, based on the data and the background
information I. Here p({x̃}|M,I) is the likelihood marginalised over its
entire parameter space for each model.

As our goal is to quantify our confidence in signal detection, we
introduce two ways to model the measured data. The first model,
labelled S, describes the data as the sum of a signal and of Gaussian
noise, i.e.,

x̃j = h̃j + ñj . (8.13)

The second model, with label N, describes the data as Gaussian noise
only, that is,

x̃j = ñj . (8.14)

The ratio between the S and N model posteriors is thus

p(S|{x̃},I)
p(N|{x̃},I)

=
p({x̃}|S,I)
p({x̃}|N,I)

p(S|I)

p(N|I)
. (8.15)

The Bayesian evidence for a model is calculated by integrating the
joint probability density for the data and parameters over the param-
eter space of the model. In our MOND example, the evidence for the
S model reads

p({x̃}|S,I) =
∫∫

P

p({x̃},k,a0|S,I)dkda0

=

∫∫
P

p({x̃}|k,a0,S,I)p(k,a0|S,I)dkda0 .
(8.16)

This is a weighted integral of the likelihood, p({x̃}|λt
0,S,I) [see Eq. (8.16)],

over the space of unknown parameters, where the weights are set by
the prior distributions of the theory parameters, k and a0 in this case.
The Bayesian evidence thus depends on the volume of the parameter
space and on the priors. If the dimensionality of the parameter space
is large, or if the likelihood and/or the prior are strongly localised,
calculating this integral on a uniform grid in the parameter space
can become computationally costly. A more practical solution to the
problem is to randomly sample the parameter space. To compute the
integral in Eq. (8.16), we use the Nested Sampling algorithm, which
was specifically designed to calculate evidence values [98].
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For the N model, there are no theory parameters to marginalise
over, i.e. the theory parameter space is dimensionless (λt

0 = {∅}). The
evidence is thus simply the noise likelihood

p({x̃}|N,I) =
N∏
j=1

1

σ2j 2π
exp

[
−
|x̃j|
2

2σ2j

]
. (8.17)

The difference between the likelihoods for models S and N, Eqs. (8.16)
and (8.17), respectively, is that in the latter the Gaussian noise is ex-
pressed as ñj = x̃j, while in the former ñj = x̃j − h̃j. The likelihood
for model N can thus be viewed as the likelihood for model S with
the signal amplitude set to zero. For the Bayes factor in Eq. (8.15), the
likelihood normalisation terms in cancel out, which simplifies the
calculations, leaving only the exponentials of the likelihoods and the
normalisation due to the model priors. The ratio of the model priors
represents our confidence in one model against the other, based on
the background information I. In the absence of preference for either
model, this ratio is set to unity, while if background information is
available, it can be included in the prior odds ratio accordingly. We
will not prioritise a model over the other, so that the posterior odds
ratio is simply equal to the Bayes factor.

The posterior odds ratio discussed in this section can be used to
decide whether there was a signal buried in the data gathered during
the SP fly-by and to provide a quantitative measure of our confidence
in a signal detection.

8.3 results

We test our data analysis method on artificially simulated data to as-
sess the performance of the framework and inspect the various pos-
sible outcomes of the experiment. In order to justify the experiment
feasibility, it is important to establish what conclusions can be made
on the basis of data acquired during the LPF flight. More specifically,
we check the implementation of the parameter estimation and model
selection, and determine how well the parameters values may be in-
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ferred and what choices about the model that best describes the data
may be made.

The artificial data is generated following the model defined in
Eq. (7.1) and consists of the signal with additive Gaussian noise char-
acterised by the known ASD of the instrument noise (see Fig. 24). The
real and imaginary parts of the noise ñ(f) are treated as statistically
independent and drawn from a Gaussian distribution with the given
ASD σ(f) providing

p(ñ(f)) = p(< [ñ(f)]) p(= [ñ(f)])

=
1

2πσ2(f)
exp

(
−
< [ñ(f)]2 + = [ñ(f)]2

2σ2(f)

)
.

(8.18)

For the signal model h̃(λm
0 ,λt

0) we chose a particular theoretical
prediction for the deviations of the gravity stress tensor from the
Newtonian case, as discussed in Sec. 4.4. We test our data analysis
setup on TeVeS, but we wish to emphasise that this analysis frame-
work is general and can be used for any signal predictions.

As shown in Sec. 7.2, the mission parameters can be fixed and do
not cause the signal to vary significantly once they are defined and
measured. Throughout the analysis of the theory parameters, we fix
a specific set of mission parameters values in accordance with Table
2. We may thus write

h̃(fj,λm
0 ,λt

0) = h̃(fj,λ
m
0 ,k,a0) = h̃(fj,k,a0) . (8.19)

The theory parameter space (k, a0) was discussed in Sec. 6.1 and
SNRs are calculated following Eq. (7.6). Figure 40 shows the SNRs for
the chosen LPF trajectory as a function of (k, a0). For large values of
both k and a0 the SNR reaches values of ∼ 100 for the current best
estimate and ∼ 20 for the requirements noise. This implies that the
posterior distributions for the parameter estimates will be reason-
ably narrow in those high SNR regions. Conversely, we expect signals
residing in low SNR areas to have correspondingly broader posterior
probabilities.

Given the SNR estimates shown in Fig. 40, we choose a number of
representative points in the parameter space with high, intermediate,
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Figure 40: SNR estimates for the current best noise estimate (right panel) and
the requirements noise (left panel). The SNRs are calculated at the
points in parameter space where the TeVeS numerical calculations
were performed. The triangles correspond to the values of k and
a0 for which the signal templates were injected into the data (see
Table 4).

Table 4: Values of k and a0 for which the signal template was injected in
the data to probe parameter estimation.

Number k a0 [10−10m/s2]

1 0.030 1.00

2 0.080 3.50

3 0.010 1.10

4 0.017 3.10

5 0.100 0.20

6 0.100 0.68

7 0 0
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and low SNR values, and estimate their posterior probabilities. These
points are listed in Table 4. We start with point 1, for which k and a0
take their “standard” values [20]. This point belongs to the high SNR

region. To test the area with the loudest SNRs, we probe point 2. A
third interesting region, where the performance of our interpolation
must be checked, is the area near the boundary that was imposed
on the prior parameter space [Eq. (8.7)]. We chose two points here:
point 3 and point 4 for low and high SNRs, respectively. Further, we
consider two points with low SNRs: point 5 and point 6. They are cho-
sen relatively close to each other in order to assess the area where
the transition from the detectable to non-detectable signal might oc-
cur. Finally, we consider point 7, where the Newtonian limit of the
theory lies and we expect to find no signal in the data. For each cho-
sen point on the parameter space we perform 200 simulations with
different noise realisations.

8.3.1 Parameter estimation

The experiment can give us insight into how well the parameters of
the theory can be recovered and constrained from the data. This can
be achieved by calculating the posterior probability distribution for
the parameters. We have an initial prior assumption for the param-
eter values, which in our case is a simple uniform distribution over
the predefined parameter space discussed in Sec. 6.1. We compute
evidence values using a random sampling algorithm (Nested Sam-
pling [97, 99]) as a mean to overcome potential issues due to the
sampling of the theory parameter space, or to its high dimension-
ality. While the theory parameter space is two-dimensional in our
example, we must be ready to consider theories with a higher num-
ber of parameters. The algorithm and its specific implementation we
used, MultiNest [45], are designed to efficiently sample a parameter
space and to output the samples from the joint posterior parameter
distribution and the Bayesian evidence.

To quantitatively summarise the information on the posterior dis-
tributions of the parameters, it is natural to use confidence intervals.
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Figure 41: Joint posterior probability distribution for the parameters k and
a0 using the current best estimate noise model. Contours repre-
sent lines of constant probability density defining regions that
enclose 68%, 95%, and 99% of the probability. The panels repre-
sent 6 signal injections at the first 6 points in the parameter space
listed in Table 5.
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Figure 42: Same as Fig. 41 but for the requirements noise model.
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These indicate the parameter range within which the area enclosed
under the posterior has a certain probability. This provides an esti-
mate on how confident we are that the value of a parameter falls in
that range. As is customary, use the confidence interval values 68%,
95%, and 99%, which correspond to 1σ, 2σ, and 3σ deviations of a
parameter from its mean value in the special case of a one dimen-
sional Gaussian distribution. Accordingly, we define the confidence
contours

P((k,a0)⊂ S,I) =
∫∫
S

p(k,a0|{x},I)dkda0

= (68%,95%,99%),
(8.20)

where the space S corresponds to the minimal volume underneath
the posterior probability that integrates to predefined probability.
The resulting contours also represent lines of constant probability
density. Figure 41 shows the contour plots of the joint posterior dis-
tributions for the parameters k and a0 for simulated signals located
at selected parameter space positions.

The resulting estimates of the posterior probabilities are shown in
Figs. 41 and 42 for the current best estimate noise and for the require-
ments noise, respectively. The results are presented for a single noise
realisation. Estimates for the standard deviation of the posterior dis-
tributions of k and a0 averaged over 200 noise realisations for the
current best noise estimate and requirements noise are given in Ta-
ble 5. For signals with high SNRs (see Fig. 40) the posterior likelihoods
are narrow and exhibit low correlation between the two parameters.
This means that in the case of signal detection it would be possible
to estimate them with relatively small uncertainties. For lower SNRs,
however, the error on k is much larger then one on a0. In some cases
the error on k is limited only by the range of the parameter prior.
This scenario will be considered in more detail in Sec. 8.3.2, which is
dedicated to the case of noise-only simulated data.

Using Eqs. (8.3a)-(8.3b) we determine the marginal distributions
for the parameters k and a0 and their expected values. These mar-
ginalised posterior distributions allow us to identify three types of
results within our 6 signal simulations. As shown in Figs. 43 and 44,
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Table 5: Average values of the standard deviations ∆k and ∆a0 of the one
dimensional posteriors of the parameters. The values are given for
the 6 points in the (k,a0) parameter space where the true signal
injections were made. The averages are determined from 200 dif-
ferent noise realisations (using the current best estimate noise) and
posterior estimates truncated by our priors are artificially reduced.

Current best estimate Requirements noise

k a0 ∆k ∆a0 ∆k ∆a0

[10−10m/s2] [10−10m/s2] [10−10m/s2]

0.030 1.00 0.00203 0.096 0.0121 0.687

0.080 3.50 0.00306 0.117 0.0125 0.352

0.010 1.10 0.00087 0.225 0.0295 0.515

0.017 3.10 0.00066 0.422 0.0066 0.907

0.100 0.20 0.03053 0.084 0.0345 0.173

0.100 0.68 0.01838 0.137 0.0295 0.268

for the first type of result the joint posterior distribution is narrow
and well localised, especially for the current best estimate noise. In
this scenario the marginal distributions of both k and a0 can be es-
timated relatively well. Results for the second case can be found in
Figs. 45 and 46. This time the posterior is near the boundary of the
prior established in Sec. 6.1. The uncertainty on a0 is much broader
than the one on k. Finally, Figs. 47 and 48 show the third kind of
result: the marginalised distribution for k is very broad and is deter-
mined by the range that was imposed on it as a prior. In this low SNR

regime, it will be hard to make estimates for k.

8.3.2 The no signal injection case

No deviations from Newtonian gravity potential have been observed
so far in the Solar System. Hence, this is a particularly important case
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for our analysis and corresponds to a dataset containing no signal.
We consider this case as a likely outcome of the experiment and wish
to assess the impact that a measurement of data with no signal would
have on the theory parameter space, i.e. which observation-based
restrictions can be placed on the (k,a0) space.

In Figs. 47 and 48, we already saw the shape of the posterior distri-
bution in the case of low SNRs. We would expect to have somewhat
similar results for the case of a noise-only data model, i.e. when we
set h̃(fj,λm

0 ,λt
0) = 0 in Eq. (7.1). On the basis of the theory proposed

in [16], we place the Newtonian limit of the theory at a0 = 0, thus
setting the gravity stress tensor to be equal to the Newtonian stress
tensor for all templates on the k-axis.
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Figure 43: Posterior probability distributions and marginalised posterior
distributions for the current best noise estimate for the param-
eters of the injected signal at k = 0.08 and a0 = 3.5 · 10−10m/s2.
The red lines indicate the true values at which the simulated sig-
nal was injected.
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We perform 200 simulations, each with a different noise realisation,
for both the current best estimate and requirements noise models.
We determine 68%, 95%, and 99% confidence interval for both of
them. To visualise the restriction on the parameter space that follows,
we chose a representative noise realisation. The results in Figs. 49

and 50 show uncertainty on the determination of the parameter k,
meaning that a null measurement would not help us constrain k at
all, whereas a0 would be tightly bounded. The average error on the
marginalised posterior distribution of a0 for the current best noise
estimate is ∆a0 = 0.055 ·10−10m/s2, while for the requirements noise
it is ∆a0 = 0.154 · 10−10m/s2
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Figure 44: Posterior probability and marginalised posterior distributions for
requirements noise for the parameters of the injected signal at
k= 0.08 and a0 = 3.5 · 10−10m/s2. The red lines indicate the true
values at which the simulated signal was injected.



118 data analysis for theoretical parameters

0

1

2

3

4

0 0.04 0.08 0.12

a
0
[m

/
s2
]

k

×10−10

P = 0.68
P = 0.95
P = 0.99

Figure 45: Posterior probability distributions and marginalised posterior
distributions for the current best noise estimate for the parame-
ters of the injected signal k= 0.017 and a0 = 3.1 · 10−10m/s. The
red lines indicate the true values at which the simulated signal
was injected.

8.3.3 Model Selection

We now follow Eq. (8.15) and compute the Bayes factor2 between our
two candidate models S and N using the signals calculated for the
sets of parameters listed in Table 4. This gives a measure of the signal
detectability in noise, depending on the combination of the theory pa-
rameters λt

0 = {k,a0}, allowing us to quantify the confidence in one
model relative to the other on the basis of the outcome of the experi-
ment. As discussed in Sec. 8.2, the S hypothesis assumes that the data
is the sum of noise and a signal that depends on k and a0, while the
N hypothesis assumes it to be noise-only and to have no parameter

2 We remind the reader that we set the prior model odds to unity.
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Figure 46: Same as Fig. 45 but for the requirements noise.

dependencies. As indicated in Eq. (8.16), the S hypothesis requires us
to integrate the joint probability p({x̃},k,a0) over the parameter space
of the signal (k,a0), whereas the evidence for the noise-only model
is simply given by the likelihood in Eq. (8.17).

In reality, we will have a single measurement yielding one value
for the Bayes factor which itself is a random variable subject to vari-
ations between noise realisations. By performing an analysis of the
artificial data, however, we can study the distribution of the Bayes
factor and therefore understand the interpretation of a single value
measurement. For the model selection we analysed the same data as
for the parameter estimation. The Bayes factors distributions depen-
dence upon the theory parameters is found in Fig. 51 for the current
best estimate noise model and in Fig. 52 for the requirements noise.
We show the logarithms of the Bayes factor estimates at the 7 rep-
resentative points in the parameter space collected in Table 4. In 5
cases out of 7 the Bayes factor logarithms all have positive values:
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Figure 47: Posterior probability distributions and marginalised posterior
distributions for the current best noise estimate for parameters
of the signal modelled for k= 0.1 and a0 = 0.68 · 10−10m/s2. The
red lines indicate the true values at which the simulated signal
was injected.

this means that the S hypothesis will be strongly favoured over the
N hypothesis. On the other hand, negative logarithms of the Bayes
factor imply that the noise-only model N is favoured. This occurs in
2 cases out of 7. One of these is the noise-only (k= 0, a0 = 0m/s2)
point, where the data only contains noise: this behaviour is therefore
expected. The second point is at (k= 0.1, a0 = 0.2 · 10−10 m/s2). In
this case, noise and signal are mixed, but a rejection of the S hypoth-
esis is likely.

The analysis just discussed shows a rigorous way of determining
the detectability of a signal. While we solely considered a noise-only
model and a signal model of MONDian inspiration, we note that our
analysis can be extended to include other models, as, for example,
models with non-Gaussian noise or ones incorporating glitches that
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Figure 48: Same as Fig. 47 but for the requirements noise.

could resemble the signal. In addition we can probe whether the
data will be best described by one theory or another when it exhibits
a deviation from the Newtonian background.

8.4 conclusions

As shown in Eq. (5.15), the gravitational stress tensor affects the rela-
tive acceleration between the two test masses onboard the spacecraft.
The tidal field can be sampled by LPF, allowing us to measure its
(dis)agreement with the Newtonian tidal field. The time series that
an LPF measurement will provide depends on the trajectory of the
spacecraft and on the orientation of its sensitive axis via the seven
mission parameters listed in Eq. (5.22). The data analysis framework
we built will allow for quantitative statements on measuring the tidal
field and posing constraints on alternative theories of gravity.
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Figure 49: Posterior probability density for the current best estimate noise
realisation in the case of no signal injection, i.e. h̃(fj,λm
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0) = 0.
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Figure 50: Same as Fig. 49 but for the requirements noise.
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Figure 51: Histograms of the logarithms of the Bayes factor logB for the 200
noise realisations (current best estimate) at the 7 representative
points in the parameter space, where the signals were injected.
These points are listed in Table 4.

Testing our data analysis approach required picking a theory of
gravity that predicts deviations from the Newtonian tidal stresses
within the Solar System, where LPF will fly. As discussed in Sec. 4.4,
we considered the example of the TeVeS theory. This choice is con-
venient as we are able to calculate signal templates from it. In the
regime of our interest, the signal measured by LPF depends on two
theory parameters only, namely, a dimensionless coupling constant k
and a characteristic acceleration a0. Having picked an alternative the-
ory of gravity, we were able to quantify how the signal is influenced
by variations of each of the mission parameters. We concluded that,
within the errors on the measurement of the position of the space-
craft, the variations of the signal will be negligible. This is a crucial
result as it allows us to fix the values of the mission parameters when
building signal templates in order to carry out a Bayesian analysis of
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the theory parameter estimation and a model selection. However, the
impact of possible correlations between the mission and the theory
parameters on the conclusions drawn so far in our study was not
assessed. Nevertheless, we expect this correlation to be insignificant
and leave this investigation for the future work.

The results of our Bayesian analysis are presented in Sec. 8.3 in the
form of posterior distributions for the two theory parameters that
determine the signal. These are obtained by considering 200 differ-
ent noise realisations. Some combinations of the parameters (point
1 and point 2 in Table 4) yield a sharp and narrow joint posterior
distribution, indicating that it will be possible to estimate the theory
parameters with high precision in case of high SNRs. For weak sig-
nals with low SNRs (point 5 and point 6 in Table 4) the parameter k
can only be poorly estimated from the posterior probability. The re-
sults for the current best estimate of the noise systematically exhibit
better parameter estimation and better distinction between the noise
and the signal hypotheses (see Figs. 51 and 52) than the requirements
noise. As the former model was built upon the estimates of the noise
from the flight hardware test campaigns (see Sec. 5.3), it is a good
approximation of the noise during flight.

We also considered the special case in which the data consists of
noise only, i.e. a modified gravity signal is absent. This is a very im-
portant case as it is a priori the most likely possible outcome of the
experiment. In this scenario, the parameter space outside the confi-
dence area of the posterior distribution can be ruled out. In the case
of no signal injection, we obtained an average error on the determi-
nation of a0 which is ∆a0 = 0.055 · 10−10m/s2 for the current best
estimate noise model and ∆a0 = 0.154 · 10−10m/s2 for the require-
ments noise. This rules out most values of a0 except those that are
close to 0m/s2. At the same time, there is a complete uncertainty on
k, which means that we will not be unable to draw any conclusions
on this parameter in case of no signal detection.

In order to distinguish between signal detection and no signal de-
tection, we used the Bayesian approach to model selection. We lim-
ited the choice to two models: one is the sum of noise and signal
(signal hypotheses), while the other consists of noise only (noise hy-
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pothesis). We computed the ratio of the probabilities for these two
hypotheses given the data and based on this number drew a conclu-
sion on which model is preferable. We estimated the expectation for
a signal in the artificial data by calculating Bayes factors for 200 differ-
ent noise realisation for several points in the parameter space listed
in Table 4. On the basis of these estimates, we were able to allocate
areas in the parameter space where the signal hypothesis could be
strongly prioritised over the noise hypothesis and areas where even
in presence of a signal a confident statement on its detection cannot
be made. Notice that for a single fly-by the experiment will provide
us only with a single measured dataset and a single deduced Bayes
factor. The estimates of the Bayes factors for the artificial data gives a
way to compare the single Bayes factor estimated from the real data
to the expected values and judge the outcome of the experiment on
the basis of this comparison.

Finally, we studied the data from one of the test campaigns for LPF.
The importance of this study lies in the fact that in reality the noise
may have glitches and non-Gaussianities (see Fig. 53). When applied
to this data, our Bayesian model selection can prefer the signal hy-
pothesis over the noise hypothesis because neither of them describes
the data with the glitch correctly. In order to adequately address the
problem of glitches, a separate model to be fed to the Bayesian hy-
pothesis selection approach must be developed.

In our analysis we investigated the influence of the parameters k
and a0 on the template, but we kept the interpolating function fixed.
As the interpolating function is heuristically designed on the basis
of astrophysical observations, it is not a smoothly varying parame-
ter but a point model. In the next Chapter, we would like to apply
the data analysis framework we built to study a generalised, phe-
nomenological model of the interpolating function that uses a finite
set of parameters. This would allow us to assess different theories
that have MOND as their non-relativistic limit. Ultimately, the more
general goal is to consider other theories that yield a phenomenol-
ogy detectable with LPF and to be able to perform a model selection
among different models of gravity.
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The significant issue that has to be assessed in the future work is
the influence of the mission design and the mission time-line on the
experiment. We will have to study the influence of the accuracy of
the acceleration recovery from the measurement of the displacement
on the parameter estimation. Finally, the question of how much data
before and after the SP fly-by needs to be gathered to perform an
accurate estimation of the acceleration and the rate of the outliers in
the data is left for the future work.
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D E T E C T O R N O I S E A RT E FA C T S . M O D E L
S E L E C T I O N B E T W E E N G L I T C H E S A N D S I G N A L S

9.1 the glitch problem

So far we analysed the simulated LPF data with noise taken to be
Gaussian and the ASD defined by the theoretical amplitude spectral
density of LPF. In reality, however, non-Gaussian glitches might ap-
pear in the noise as shown in the measurement of the differential
displacements from the test campaigns for LPF 1 [56, 57, 49]. We now
examine the response of our data analysis framework to glitches by
performing parameter estimation and model selection on the OSTT

data. We keep working in the TeVeS (k,a0) parameter space and use
the signal templates produced within this theory.

We shift the test campaign data so that a glitch occurs at the ex-
pected signal arrival time, as shown in Fig. 53. We then estimate
the posterior probability distribution for k and a0 for this dataset.
Results are presented in Fig. 54. The posterior probability peaks at
(k = 0.12,a0 = 1.34 · 10−10 m/s2). The standard deviations for the
two parameters are given by ∆k= 0.001 and ∆a0 = 0.07 · 10−10 m/s2,
respectively. The recovered parameter values are in the parameter
space region that is inconsistent with the noise-only model. Addi-
tionally, the estimated value of the parameter k is on the boundary
of the parameter range defined by the parameter priors. The loga-
rithm of the Bayes factor is

logp(S|{x̃},I)/p(N|{x̃},I) = 199, (9.1)

1 The LPF spacecraft is already being prepared for launch and is undergoing several
instrumental tests. To assess the impact of noise artifacts, we took the data available
from the LPF On-Station Thermal Tests (OSTT) performed by Astrium Ltd., Astrium
Satellite GmbH (Astrium Deutschland (ASD)) extensively testing the end-to-end per-
formance of the OMS. However, we would like to point out that the noise artifacts
might have been artificially caused by the test environment.
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Figure 53: Data from the test campaign with a glitch of unknown origin
bandpass filtered in the sensitive frequency band of LPF.

so that the S hypothesis is prioritised over the N one.
This can happen if the characteristic frequency of the glitch is sim-

ilar to the characteristic frequency of the signal and highlights that,
in order to achieve confident signal detection, we must introduce
more realistic noise models. In particular, these should describe non-
Gaussianities in the noise, such as glitches. With such noise mod-
els it would be possible to extend the model selection described in
Sec. 8.2 and distinguish between noise artifacts and authentic sig-
nals. The question of the non-stationarities and glitches in the data
is particularly important in the setup of this experiment because our
measurement relies on one or two repetitions at the most (one or
two SP fly-by’s). Multiple SP fly-by’s can significantly increase our
confidence in signal detection against glitches in the data. However,
distinguishing between noise glitches and signal, and characterising
glitches are very important topics that are going to be discussed in
this Chapter.
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Figure 54: Resulting posterior probability density for the parameter estima-
tion in case of the realistic data of Fig. 53.

9.2 real optical metrology system noise from the test

campaign

9.2.1 Non-Gaussianities in interferometric measurements

In Chapter 8 we developed a scheme for analysing the data from
the saddle point fly-by experiment. The analysis was applied to ar-
tificially simulated data containing noise generated by drawing ran-
dom samples from the Gaussian distribution with the known noise
ASD. The spectral density was constructed based on the noise contri-
butions from different components of the instrument, such as OMS, IS,
direct forces on the Spacecraft, electrostatic actuation system and oth-
ers [12]. In the case when the noise in the data can be sufficiently de-
scribed by the Gaussian noise, then parameter estimation and model
selection given in Chapter 8 would be enough to perform data anal-
ysis for the experiment. However, experience with ground based in-
terferometers designed to detect gravitational waves shows that the
noise is not always Gaussian [29]. Further the test campaign data
from Section 9.1 shows that there might be glitches in the data that
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regardless of their influence on the overall performance of the instru-
ment might be important for our experiment. As it was pointed out
in Section 9.1 the experiment will be carried out only once or twice,
therefore it is important to extract the maximum amount of informa-
tion and have a rigorous way to distinguish parts of the parameter
space that can be contaminated by glitches. Consequently we have
to take into account the non-Gaussianities and noise artefacts that
can be the source of confusion for the outcome of our experiment.
The common departures from the Gaussianity appear in the outliers
present in the data and the overall heavier tails of the data’s proba-
bility density. Thus, the non-Gaussianities that might appear in the
data can be taken into account in two steps. First of all we will make
a separate model for the glitches in the data. This would be an analyt-
ically parameterised model. The purpose of modelling the glitch is to
have a way of distinguishing between signals and noise artefacts. The
second component of modelling the non-Gaussianities is assuming
Student’s t distribution for the data which is better for incorporating
the outliers and has parameters that can be adjusted according to the
data [87, 86]. This approach of assuming a Student’s t likelihood not
only incorporates ’heavier tails’ to the distribution but also accounts
for insufficient prior knowledge of the noise ASD. Since the glitches
that occur in the data do not allow to choose an appropriately long
piece of data to make a robust estimate of the ASD. Thus marginal-
ising out the noise variance from the likelihood function solves the
problem of having an accurate ASD estimate.

9.2.2 Test campaign data for LPF

The most realistic data for LPF that we have available are the data
that were produced with the flight hardware [49, 56, 57] during the
test campaign performed by Astrium (Airbus Space and defence)
on the Industrieanlagen-Betriebsgesellschaft mbH (iABG) facility near
München in 2011. The data that we have used are the performance
measurements of the fully assembled OMS with its control loops be-
ing locked and with the noise level reaching the required perfor-
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mance. To perform these measurements free-falling test masses were
replaced with fixed mirrors, that were aligned with 1µrad precision.

During this test campaign various measurements with different
configurations and scenarios were conducted. We are interested in
two data sets from that test campaign. These are the performance
measurements that were made with the two different temperature
regimes and were named Hot Performance Measurement and Cold Per-
formance Measurement. Both sets of measurements were made after
an adequate level of thermal stability was achieved and the relevant
control loops were locked to bring the OMS into performance mode.

9.3 lisa pathfinder software simulator

The data from the test campaign represents realistic OMS noise. Con-
sequently we need to take the other noise sources into account by
modelling their contributions to the overall instrument’s noise.

LPF can be schematically represented as a set of subsystems plot-
ted in Fig. 55. Each subsystem can be represented as matrix of co-
efficients which embody processes that happen in the system while
the signal propagates through it. The set of sensors – OMS, IS and Star
Tracker (ST) – measures the positions of the test masses and the space-
craft. We are interested in the measurements made with OMS, which
measures 6 degrees of freedom for the two test masses – 4 angles
φ1, η1, φ2, η2, the position of the first test mass x1, and the distance
between two test masses x12, that is the observable that we are in-
terested in. We will call the direction along the x12 measurement the
sensitive axis. The On-board Computer (OBC) has Drag-Free Attitude
Control System (DFACS) as its subcomponent that propagates the sig-
nal to the controllers, namely Capacitive actuators and µN-thrusters
that maintain the spacecraft in a free fall. This is represented in the
Dynamics of the spacecraft. Thereafter the motion of the spacecraft
and the test masses are measured with the sensors.

The simulator implemented in LISA Technology Package Data Anal-
ysis (LTPDA) [3] uses a state-space model to represent the dynamics and
the feedback of the system
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{
ẋ = Ax + Bu

y = Cx + Du,
(9.2)

where u is the vector of inputs, x is a vector of states, and y is a vector
of outputs and the matrices that describe the propagation of these
vectors through the system.

In the test campaign the test masses are replaced with fixed mir-
rors, and therefore only the noise is propagated through the system.
Therefore the data measured in 6 OMS channels (two displacement
and four angles measurements) have to be injected as noise into the
simulator. This can be done for each subsystem and in our case it is
going to be the interferometer readout noise as shown in Fig. 55. The
estimates for the remaining noise sources are already modelled in
the simulator and will be added to the injected noise. The models of
the noise PSDs and couplings for the other subsystems are measured
during the flight hardware tests in the ground based laboratories of
the Universities and research Institutes involved in LPF study.

The output of this process is a time series of the LPF noise with the
OMS noise taken from a test campaign that used the flight hardware.

9.4 conversion of the displacement data to accelera-
tion

The primary measurement made by LPF is the variation in the dis-
tance between test masses 1.73. However, the cause of these changes
is the gravitational tidal force that acts on the test masses as they
follow the geodesics in the curved space-time. Thus the task of mea-
suring the residual differential acceleration of two free-falling test
masses is one of the main objectives of the LPF mission and, there-
fore, the conversion from the observed differential displacements to
differential accelerations has been analysed in depth [107, 75].

LPF is designed to keep the distance between the two test masses
constant at frequencies below 1mHz by accounting for external forces,
whereas at the sensitivity frequencies of 1− 30mHz the test masses
are in free fall. Both test masses are accommodated within one space-
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Figure 55: LPF simulator

craft and free-fall is achieved by controlling the position of the space-
craft relative to one test mass. The position of the second test mass is
then controlled relative to the first outside the LPF sensitive frequency
band. The differential gravitational force can thus be recovered from
the measurement of the differential displacement. An anomalous
stress tensor predicted by an alternative theory of gravity may there-
fore be sensed by LPF as the differential force acting on the test
masses.

We can now write the equation of motion for the two test masses.
For simplicity, we can write the equations of motion along only one
of the axes

L=
m

2
ẋ21 +

m

2
ẋ22 −

k1
2
x21 −

k3
2
(x2 − x1)

2 −
k3
2
x22, (9.3)



138 detector noise artefacts

where the terms k1x1 and k2x2 are the spring couplings between
first and second test masses respectively with the spacecraft; and
(k3/2)(x2 − x1)

2 represents the gravitational coupling between the
test masses.

Writing the equations of motion for the test masses using this La-
grangian [75] one can arrive at the equations that describe the force
acting on each of the test masses. This includes the forces from the
drag-free and the suspension control loops and the couplings be-
tween the test masses and the spacecraft.

This is performed by taking into account the models [107] of the
LPF subsystems in the equations of motion for the test masses along
the sensitive axis, described by

a = [D−1I−1 + C]o , (9.4)

where o = (o1,o∆)T is read interferometrically along the sensitive
axis of LPF by the two interferometers on board, o1 is the position of
the first test mass relative to the spacecraft, and o∆ is the position of
the second test mass relative to the first. The estimate residual accel-
eration of the spacecraft and the estimated residual differential accel-
eration of the two test masses are a = (a1,a∆)T, with a1 = d2x1/dt2

and a∆ = d2ξ/dt2, respectively. The matrix D represents the dynam-
ics of the spacecraft, I is the interferometer sensing matrix, and C is
the controller transfer functions. More specifically, we can write the
dynamics of the spacecraft as

D =


1

(s2 +ω21)
0

−
(ω2 −ω1)

2

(s2 +ω21)(s
2 +ω22)

1

(s2 +ω22)

 , (9.5)

where s is a Laplace domain complex variable andω2
{1,2} = k{1,2}/m.

The mass of the test-mass is m and k{1,2} are the spring constants
that model the gravitational and electrostatic couplings between the
test masses and the spacecraft as it was described in Eq. 9.3. Given
the coupling factor δ modelling the degree to which the differential
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interferometer picks up motion of the spacecraft, the interferometer
sensing matrix can be written as

I =

[
1 0

δ 1

]
. (9.6)

Finally, the controller matrix that converts the measured signal into
the commanded forces may be written as

C =

[
Hdf 0

0 Hsus

]
, (9.7)

where Hdf and Hsus are the gains of the drag-free and suspen-
sion control loops along the sensitive axis of LPF, respectively. The
drag-free control loop actuates on the spacecraft via micro-Newton
thrusters, while the suspension loop actuates on the second test mass
by electrostatic actuation.

9.5 typical non-gaussianities observed in the data

Here we present the performance measurements from the test cam-
paign (see Sec. 9.2) converted to the acceleration (see Sec. 9.4) and
processed with the LPF simulator (see Sec. 9.3).

The LPF simulator adds the noise contributions from the various
subsystems of LPF on top of the interferometer noise measured dur-
ing the test campaign. In this way we can assess the noise realisation
which is closest to the real noise during the flight acquired using
the flight hardware measurements on Earth. The data shown in Fig-
ures 56 and 57 exhibit outliers that can cause problems in the model
selection between the signal model and the noise as was pointed out
in the example from the Sec. 9.1. In that example the glitch in the data
can be more favoured by our analysis as a signal as opposed to noise,
therefore, we need to make a separate model for a glitch. Moreover if
we compare the distribution of the data with the Gaussian distribu-
tion, we can see that the overall data distribution has heavier tails. This
is shown in Fig. 58, where the ordered values of the data (the dataset
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presented in Fig. 57a) are plotted against the probabilities from the
cumulative distribution function (cdf) of the Normal distribution.

If the data were drawn from the Gaussian distribution, it would be
lying on the straight dashed line. However, Fig. 58 displays the tails
that do not agree well with the Gaussian distribution. We can see
from the plot that the tails of the distribution can be more accurately
described by the Student’s t cdf. Consequently, in this study we will
use the Student’s t likelihood for the parameter estimation and model
selection as well as the Gaussian likelihood. We will compare the per-
formance of two likelihoods on the data sampled from the Student’s
t distribution with the parameters that are fitted to the data from the
test campaign. The probability density function (pdf) of the Student’s
t distribution is

p(x̃j|νj,sj) =
Γ
(
νj+1
2

)
Γ
(νj
2

) (
νjs

2
j + x̃

2
j

2

)−
νj+1

2
(
νjs

2
j

2

)νj
2

. (9.8)

This distribution is characterised by three parameters (s,ν): a scale
parameter s and a parameter describing the number of degrees-of-
freedom µ. The choice for these parameters will be described later in
the context of the definition of the Student’s t likelihood.
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Figure 56: Performance measurements from the test campaign. Cold runs.
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Figure 57: Performance measurements from the test campaign. Hot runs.
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Figure 58: Distribution of the data compared to the Normal distribution and
to the cdf of the Student’s t distribution. This is the probability plot
that plots the sorted data versus the quantiles of the Gaussian
distribution.
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9.6 modelling noise artefacts

The data from the test campaign exhibit spurious signals of varying
durations and amplitudes. Rather than treating them as Gaussian
noise, a more generalised way to describe these noise artefacts would
be to introduce a parameterised model. The way in which these arte-
facts appear in the data indicate that they may be described by a
deterministic process with a short time duration compared to the
overall measurement, with a model similar to the driven harmonic
oscillator. Thus a straight-forward approach to modelling the glitches
is to use a sine-Gaussian model [32] which describes the glitch as a
sine-function with a Gaussian envelope

G(t;A,t0,f0,τ,φ0) =Aexp
(
−
(t− t0)

2

τ2

)
cos(2πf0(t− t0) +φ0) , (9.9)

where τ=Q/(2πf0) can be interpreted as the duration of the glitch.
The glitch is described by the following parameters

A overall amplitude,

t0 central time,

f0 central frequency,

Q number of cycles,

φ0 central phase.

We take the ranges for the parameters to be

A∈ [0;2× 10−9] [m/s2],

t0 ∈ [0;T ] [s],

f0 ∈ [10−5;1] [Hz],

Q∈ [0.1;10],

φ0 ∈ [0;2π) [rad].

The maximum value of the amplitude is chosen based on the dis-
tribution of the noise from the test campaign and the minimum is
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taken to be zero. The upper limit on t0 is T , which is the duration
of the measurement. The range for the central frequency parame-
ter matches the sensitivity range of the instrument, however, the
real minimum frequencies for detectable signals will depend on the
length of the measurement. This is due to the frequency resolution
∆f = 1/T , which, for example, for the measurement of the length
1000 s will be equal to 10−3 Hz. The phase parameter is uniformly
distributed over the interval 0 to 2π. The parameterQ is proportional
to the duration of the glitch. The lower boundary describes a single
spike glitch and the upper boundary is equivalent to 10 cycles.These
choices represent very conservative values based on the test cam-
paign data.

Figure 59: Examples of the sine-Gaussian signals with the following param-
eters:
(1) A= 2 · 10−9m/s2, ϕ= 2πn, f0 = 0.1Hz, Q= 0.2, t0 = 20s
(2) A= 10−9m/s2, ϕ0 = 1.8± 2πn, f0 = 0.5Hz, Q= 10, t0 = 50s
(3) A= 10−9m/s2, ϕ0 = π± 2φn, f0 = 0.05Hz, Q= 2, t0 = 80s,
with n∈Z

In Fig. 59 example time domain plots for some glitches are pre-
sented.
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9.7 model of the signal

9.7.1 Two parameter model of the signal

We want to have a model of the signal that is independent of the
chosen modified theory of gravity. However the results of the exper-
iment should be easily interpreted in terms of the existing modified
theories. Thus, we want to have a parameterised model, such that
the parameters of this generalised model could be easily interpreted
and cast into the signal predictions for any chosen alternative theory
of gravity. Consequently we will need a parametric model that has
parameters that define the amplitude of the signal, the time of its
arrival and its width. The Lorentzian function is a good model that
suits these purposes, however it is going to be modified in a way
that it is no longer normalised as a probability distribution but has
an independent parameter that is responsible for the variations of the
amplitude:

S(t) =−
1

π

1
2A

(t− t0)2 + (12Γ)
2

. (9.10)

Thus we have a model with three parameters

A amplitude [m],

t0 central time [s],

Γ width [s].

In Fig. 60 we show the signature of this function for some choices
of parameters.

As a result we have a model of the signal with two parameters,
amplitude and duration of the signal. The time of the signal arrival
is also a parameter but we assume it to be fixed because as was dis-
cussed in the previous chapters (see discussion on the trajectory pa-
rameters), our knowledge on the position of the saddle point and on
the trajectory of the spacecraft would be sufficient enough to assume
this parameter to be constant. However, if at some point it is required
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Figure 60: Signal model for several choices of parameters. Functions are
plotted on the interval [0;1000] s and in all cases the time of
arrival is fixed to the same value t0 = 500 s.

that the time of arrival be made a variable, then our model can be
easily extended to have an additional parameter with the appropriate
choice of prior.

9.7.2 Prior ranges on parameters

We define the prior ranges on this parameter space by estimating
the maximum log-likelihood for the parameters of the generalised
model, given the data produced from the numerical solutions for
one alternative theory of gravity that we have investigated in the
previous chapters, namely TeVeS. We find how the TeVeS space maps
onto the new parameters by finding locations of best fit defined by
maximising the likelihood.

L(θ) =

N∏
j=0

p(x̃j|θ)∝
N∏
j=0

exp

[
−
|x̃j − s̃j(θ)|

2

2σ̃2j

]
. (9.11)

Here the parameters are θ = {A,Γ }, and the data in the frequency
domain are x̃j = h̃j + ñj. The data will be are noise free templates
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(ñj = 0) drawn from the numerically simulated solutions of TeVeS the-
ory predictions of the gravity stress tensor around the saddle point
(see Sec. 6.1). We want to find the parameters {A,Γ } that maximise
the likelihood function. Since the likelihood is a smooth function of
its argument we can as well consider the natural logarithm instead
and neglect the constant terms that would not displace the position
of the function’s maximum:

ln L(A,Γ)∝
N∑
j=0

−
|h̃− s̃(A,Γ)|2

2σ̃2
=

N∑
j=0

−
|h̃|2 − 2h̃s̃∗(A,Γ) + |s̃(A,Γ)|2

2σ̃2
,

(9.12)
with σj – the PSD of the noise normalised by the frequency bin reso-
lution.

The estimated values of the parameters will then be

{Â, Γ̂ }= argmax
A,Γ

ln [L(A,Γ)] = argmax
A,Γ

N∑
j=0

1

σ̃2j

[
h̃s̃∗(A,Γ) −

1

2
|h̃|2 −

1

2
|s̃(A,Γ)|2

]
.

(9.13)
The templates from the numerical calculations were taken from a

9× 9 grid and are described in Sec. 6.1. We have mapped the values
of parameters to the new parameter space based on the estimate of
the parameters that maximise the likelihood function [see Eq. (9.12)].
The colour of the points for the mapped parameters correspond to
the values of the overlap between the template from the numerical
simulations of the TeVeS function and template from the proposed
generalised function. The overlap is calculated as the scalar prod-
uct between two templates weighted by the noise and normalised by
the length of the vectors h̃ and s̃. The plot shows that the overlap
calculation will not be a good measure for finding the best match
of one parameter space to another because it cancels out the ampli-
tude parameter and thus does not find the best match. This means
that location of maximum overlap won’t be the location of maximum
likelihood and that parameters that maximise the likelihood function
will be a better solution.
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(a) Parameter grid for TeVeS templates. (b) Corresponding generalised signal pa-
rameters. The color scheme corre-
sponds to the values of the overlap,
given by Eq. 9.14.

Figure 61: TeVeS parameter space transformed into generalised signal pa-
rameter space.

C=
(h|s)

(h|h)(s|s)
, (9.14)

where

(h|s) =

N∑
j=0

h̃j(k,a0)s̃∗j (A,Γ)
2σ̃j

. (9.15)

9.8 signal , noise and glitch models

We evaluate which model better describes the data within the frame-
work of Bayesian inference by calculating the posterior probabilities
for each one of the proposed models and comparing them with each
other. A quantitative way to compare the two models is to look at the
ratio of the two posterior probabilities, which gives us the merit to
which one model is more probable then the other one

p(Mα|{x̃},I)
p(Mβ|{x̃},I)

=
p({x̃}|Mα,I)
p({x̃}|Mβ,I)

p(Mα|I)

p(Mβ|I)
, (9.16)
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where Mα and Mβ are any two models that are proposed to de-
scribe the data. This ratio is often called the Odds ratio. However
to estimate the Odds ratio one needs to know the ratio of the prior
probabilities for the models. In our analysis we set it to one, there-
fore assuming that we do not favour one model over the other. This
decision is based on the absence of similar experiments, when the
gravity is measured directly in the non-relativistic regime with the
small gravity gradients. This means that no previous experiments
give a sensible way to determine the prior odds. Our results will
only represent the information present in the data coupled with our
prior beliefs in the model parameters. Therefore, it will say nothing
regarding our prior belief in the deviations of the gravity from the
Newtonian model. Thus instead of using the Odds ratio, we will use
the Bayes Factor estimates

Bαβ =
p({x̃}|Mα,I)
p({x̃}|Mβ,I)

. (9.17)

The Bayes factor is the ratio of the evidence values for each model.
To estimate the evidence we need to integrate out the unknown pa-
rameters of the model from the joint probability density function

p({x̃}|M,I) =
∫
θ

p({x̃}|θ,M,I)p(θ|M,I)dθ. (9.18)

In Sec. 8.2 it was shown how this approach works for the case of the
models described below. According to the first model it is believed
that the data consist only of noise

N : x̃j = ñj, (9.19)

whereas the second model suggests that a signal is present in the
noise

S : x̃j = s̃j + ñj. (9.20)

Now we extend this by accounting for non-Gaussian outliers in
the data that can be described as high SNR transient signals and, as
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it was described in the previous section, can be well modelled with
sine-Gaussian waveforms.

The most general model for the data based on our current notion
of the LPF output is the following one

x̃j = s̃j + ñj +

m∑
i=1

g̃ij. (9.21)

Here ñj are the noise components that are distributed either ac-
cording to a Gaussian or Student’s t distribution. Moreover there
may be up to m glitches present in the data. In order to deal with the
unknown number of glitches we marginalise over the unknown num-
ber m using a Poisson prior distribution on m. This is later estimated
from real data obtained prior to the saddle-point fly-by. Therefore
taking this into account the evidence can be written as

p({x̃}|Mα,I) =
∞∑
i=0

p({x̃},m|Mα,I)

=

∞∑
i=0

p({x̃}|m,Mα,I)p(m|Mα,I), (9.22)

where the second term is the prior probability of obtainingm glitches
in the data under the model Mα and the first term is the Bayesian
evidence for the model assuming m glitches. The number of glitches
can be modelled by the Poisson distribution such that

p(m|Mα,I) =
λme−λ

m!
. (9.23)

However, here we will be testing only the case for m = 1. The
reason is that at the moment we are more interested in evaluating
whether the signal is present in the data and whether the glitch can
be misinterpreted as a signal. We want to have a figure of merit that
would indicate our ability to recover whether the signal, the glitch,
both or none had appeared in the data. This would give us a quanti-
tative measure of the experiment outcome. At the same time we will
show that we can infer the parameters of the signal and the glitch
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simultaneously if both are present. In the future the model can be
easily generalised to multiple glitches increasing the computational
complexity of the evidence calculation.

In the end, for the general model given by Eq. 9.21 we will be
investigating 4 specific cases. First, the noise only model given by
Eq. 9.19. Second, the model for the mixture of the noise with the
signal specified in Eq. 9.20 Third, the model for the case of having
only one glitch present in the data

G : x̃j = g̃j + ñj. (9.24)

And eventually the model for both signal and glitch present in the
data

S+ G : x̃j = s̃j + g̃j + ñj. (9.25)

We will be testing for all possible combinations of the models to see
how in each case we can judge the outcome of the experiment. The
Bayes Ratios that we are going to estimate are listed in the Table 6.

9.9 artificial data

Here we describe how we test the performance of the model selection
on the artificially simulated data. We generate random realisations
of data by drawing samples with parameters corresponding to the
properties of our data from the Gaussian and Student’s t distributions.

When the data is simulated as Gaussian noise, the generation of
noise samples is done as described in Section 8.3. The only differ-
ence is that now the variance for each frequency bin is taken from
the fit to the averaged ASD estimate for the OSTT test campaign data
(see Fig. 62). The ASD is inferred from the data using the Welch algo-
rithm [113, 81].

In addition to Gaussian noise, we repeat the analysis using Stu-
dent’s t distributed noise to test that our methods will perform equally
well on this kind of data. The noise in this case is generated with a
zero mean, a scale parameter s that equals the ASD for each separate
frequency bin and with degrees-of-freedom ν= 20. The value for the
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p({x̃}|S)
p({x̃}|N)

p({x̃}|G)
p({x̃}|N)

p({x̃}|S+G)
p({x̃}|N)

p({x̃}|G)
p({x̃}|S)

p({x̃}|S+G)
p({x̃}|S)

p({x̃}|S+G)
p({x̃}|N)

Table 6: The list of the Bayes Ratios that represent all possible combinations
of the models studied in this work.

degrees-of-freedom is estimated from the fit of the Student’s t cdf of
the data from the test campaign (see Sec. 9.2).

9.10 student’s t likelihood

The test campaign data that we have shows non-Gaussian features in
its distribution (see Fig. 58). For this reason and because of the non-
stationarities present in the noise, we cannot find a suitably long
stretch of data to make an accurate estimate of the PSD. Therefore,
we are going to adopt an approach that considers the variance of the
noise as one of the parameters of the analysis, along with the signal
parameters themselves. In this framework one writes the distribution
for the noise variance and analytically integrates it out of the likeli-
hood [87, 86, 85, 109]. The resulting likelihood follows the Student’s
t distribution instead of a Gaussian one. In addition, our knowledge
about the noise PSD can be incorporated in the likelihood as a prior
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Figure 62: The noise curve estimated from the data from the test campaign,
generated by fitting to the averaged ASD estimate

guess for the noise variance by determining its magnitude and the
certainty with which we assume this magnitude to be known.

Therefore we treat the variance of the noise as a parameter and get
a likelihood that follows a Student’s t distribution as a result, which is
consistent with the previous discussion that the noise of the real data
is distributed according to the Student’s t distribution, rather than to
the Gaussian distribution.

9.10.1 Prior for the variance

When the noise variance is an unknown, the likelihood for the ran-
dom variables {x̃} can be written as a function of the variance param-
eters

p({x̃}|{σ̃2})∝ exp

[
−

N∑
j=0

(2log(σ̃2(fj)) +
|x̃j|
2

2σ̃2j
)

]
. (9.26)



9.10 student’s t likelihood 155

In order for the variance to follow such distribution, the conjugate
prior for the variance of each frequency bin has to be a scaled inverse
χ2 distribution [53]:

σ2j ∼ Invχ2(νj,s2j ), (9.27)

where the parameters of this distribution are νj (the number of
the degrees-of-freedom) and s2j (the square of the scale parameter
s). The expectation value and variance for the σ2j ’s are expressed in
terms of the scale parameter and the number of degrees-of-freedom
in the following way [87]

E[σ2j ] =
νj

νj − 2
s2j (9.28)

and

Var(σ2j ) =
2ν2j

(νj − 2)2(νj − 4)
s4j , (9.29)

therefore, the number of the degrees-of-freedom parameter has to be
νj>4 for both mean and variance to be finite.

9.10.2 Marginalised likelihood

Due to the use of the scaled inverse χ2 distribution as a prior for σ2

it is possible to integrate out the variance from the expression for the
likelihood

p({x̃j}|ν,s2) =
N∏
j=0

∫∞
0

p(x̃j|σ̃
2
j )p(σ̃

2
j |νj,s

2
j )dσ̃

2
j . (9.30)

Following the derivations in [87] this expression for the likelihoods
becomes

p({x̃j}|ν,s2)∝ exp

(
−

N∑
j=0

νj + 2

2
log

(
1+

4|x̃j|
2

νjs
2
j

))
, (9.31)
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which gives us the expression of the product of Student’s t pdfs.
Therefore marginalising out the variance of the noise can be inter-
preted as assuming the Student’s t distribution for the noise.

9.10.3 Choice of the parameter values

The parameters of the Student’s t distribution can be expressed in
terms of the expectation value and variance of the noise. The scale
parameter is proportional to the expectation of the noise

s2j =
νj − 2

νj
E[σ2j ]. (9.32)

Whereas the number of the degrees-of-freedom parameter is in-
versely proportional to the square of the error that we allow on our
knowledge on the noise variance (in the limit of νj>4).

νj = 4+ 2
E[σ2j ]

2

Var(σ2j )
. (9.33)

Therefore, we can define these parameters based on our prior knowl-
edge about the noise. We will set the value of the scale parameters by
taking the value of the PSD estimate in each, distinct frequency bin.

In the limit of ν→∞, the marginalised likelihood [see Eq.( 9.31)]
tends to the Gaussian likelihood. Therefore the choice of the number
of the degrees-of-freedom parameter indicates how close our likeli-
hood will be to the Gaussian one. The smaller values of parameter ν
mean more uncertainty on the knowledge of the noise PSD.

9.11 performance of the model selection

We are interested in testing our model selection approach. To ver-
ify its performance we generate data that has characteristics closely
matched to the real world measurements from LPF. For this reason
the noise will be generated following a Student’s t distribution with
the parameters that best fit the data. We will test whether it can be
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inferred as to what kind of model is buried in present within the data
and how robust our inference is in choosing the relevant model.

For this purpose we generate 4 different data sets:

• d̃j = ñj,

• d̃j = s̃j + ñj,

• d̃j = g̃j + ñj,

• d̃j = s̃j + g̃j + ñj.

The data are constructed based on the set of models described in
Sec. 9.8 that according to our current understanding, provide the
most simple and interesting set of models for our experiment of the
SP flyby. The models are compared to each other in pairs. This is done
using Bayes Factors described in Sec. 9.8.

We then investigate how well each model describes each of the
predefined datasets with the following set of models:

• h̃j = 0,

• h̃j = s̃j,

• h̃j = g̃j,

• h̃j = s̃j + g̃j.

The Bayes Factor compares two models with each other and eval-
uates which one of them better describes the data. We will compare
each model with the other one, therefore estimating 6 Bayes Factors
for one dataset.

For each dataset we will estimate the Bayes Factors based on Gaus-
sian (see Eq. 9.34) and Student’s t (see Eq. 9.35) log-likelihood func-
tions. The argument of the likelihood function x̃j = d̃j − h̃j(θ) differs
depending on the model that we are testing and the dataset that we
are using.

The expression for the Gaussian log-likelihood of the data d̃ and
depending on the model h̃(θ) is
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log LG ∝−

N∑
j=1

|d̃j − h̃j(θ)|
2

2σ̃2
. (9.34)

The expression for the Student’s t log-likelihood of the data d̃ and
depending on the model h̃(θ) is

log Lt ∝−

N∑
j=0

νj + 2

2
log

(
1+

4|d̃j − h̃j(θ)|
2

νjs
2
j

)
. (9.35)

The simulated datasets were produced in the following way. For
100 random noise realisations of the Student’s t distributed noise an
instance of the signal, glitch or both were injected in the noise. The
values of the parameters for the glitch (see Sec. 9.6) and signal (see
Sec. 9.7) models that were injected in the data were generated ran-
domly within their prior ranges. For each of 100 different noise reali-
sations the evidence was calculated by integrating the joint probabil-
ity over all parameters of the models.

In Table 7 we show all possible combinations of the datasets and
models and give reference to the plots that show the resulting distri-
butions of the Bayes Factors for the different datasets.

We estimate the values of the Bayes Factors for each combination
of models. This represents a measure of how one model is more plau-
sible than the other without any knowledge on the prior model prob-
abilities. For testing the performance of the model selection on our
data we make a distribution of the Bayes Factors for each dataset
and each pair of models. In this setup to evaluate which model is
preferred to the other one, we calculate the Bayes Factors ratios that
are greater than 1 relative to the overall number of simulations. This
gives probability with which one model describes data better than
the other one. Though the Bayes Factor estimate provides us with a
comprehensive information on the comparison between the models,
it is sometimes useful to have a definitive threshold that would allow
us to say whether one model or another describes the data better. The
common approach to answer this question is by using Jeffreys crite-
rion [67], that says, for example, that in the case when B12>10 there
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is strong confidence that the model M1 is preferred to the model M2.
This can be used for the data received from experiment, when we
have one measurement and will have to make a conclusion based on
this measurement. At the same time the distributions of the Bayes
Factors and the probabilities that say which model is preferred to
the other one give us insight into how the Bayes Factor varies with
different realisations.

Table 7: Simulations where run for all possible combinations of data and
signal models. The results of the Bayes Factor distributions are pre-
sented in the Figures that are given in this table

Data

d̃j = ñj d̃j = s̃j + ñj d̃j = g̃j + ñj d̃j = s̃j + g̃j + ñj

M
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h̃j = 0

h̃j = s̃j

h̃j = g̃j

h̃j = s̃j + g̃j
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In Figs. 63, 64, 65, 66 the distributions of the log-Bayes Factors
are plotted for the different datasets. The threshold based on Jeffreys
criterion is plotted vertically as a reference at logB12 = log(10) to
allow comparison with the Bayes Factor distributions.

9.11.1 Bayes Factor distributions for data with only noise present d̃j = ñj

The results are presented for different datasets. Let us start with the
d̃j = ñj, the case when only noise is present in the data. The distri-
butions of the log-Bayes Factors are shown in Fig. 63. These are cal-
culated for both Gaussian and Student’s t log-likelihoods. Each plot
presents a comparison of two models.

On the first panel with the title "S/N" (Fig. 63), the distribution of
the Bayes Factors for BSN = p({x̃}|S)/p({x̃}|N) is plotted. We can see
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that the span of the Bayes Factors is not very broad and the distribu-
tions peak around −3. The plot shows us that in this case the noise
model (N) is preferred to the signal model (S). The measure of how
much one model is preferred to the other can be described by the
fraction of the log-Bayes Factors greater than the threshold (zero in
our case), normalised by the overall number of realisations. This can
be seen as a probability, marginalised over noise realisations, that the
data was generated from the model M1 rather than the model M2

if the Bayes Factor is defined as p({x̃}|M1)/p({x̃}|M2). The results are
presented in the table 8a. The probability P(BSN>1) ∼ 0.03means that
there is a 3% chance that the data composed from the noise only will
be misinterpreted as a signal. At the same time it means that with
97% probability we will be able to say that the noisy data has only
noise in it and does not have any signal.

On the next panel, labeled "G/N" (Fig. 63), the results for glitch
versus noise models are presented. The probability (see table 8a) that
we can misinterpret the data as a glitch when there is only noise
present is P(BGN>1) ∼ 0.01. This means that with a probability of 99%
we can correctly determine glitch from the noise.

The next panel "S+G/N" (Fig. 63) tells us that in the case that we
compare the noise model to the model that suggests that the data
is a mixture of the noise, signal and a glitch, all Bayes Factors will
be below zero. That defines the probability P(B(S+G),N>1) ∼ 0 (ta-
ble 8a), which states that in 100% cases we can conclude that these
data favour the noise model as opposed to the signal, glitch, noise
mixture model.

Panel "G/S" (Fig. 63) shows the Bayes Factors in the case when
one model suggests that there is signal in the data and the other sug-
gests that there is glitch in that data. We can see that the Bayes Factor
peaks at a negative values and the probability of the signal model to
be preferred over glitch model is P(BGS>1) ∼ 0.21 (table 8a). This is
an expected result because the glitch model is parameterised with 5

parameters, whereas the signal model has only 2. The Bayes Factor
defined through the integral of the joint probabilities over all param-
eters will panellise unnecessarily complicated models. It will not be
a problem when the model correctly describes the data, however in
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the case when both models equally well or equally badly describe
the data it will prefer the simpler one.

Next panel "S+G/S" (Fig. 63) presents the results for the case when
the signal model is compared to the mixture of the signal with the
glitch model with P(B(S+G),S>1) ∼ 0.01 (table 8a). Such a small proba-
bility for the signal with glitch model indicates again that the model
with less parameters is preferred to more complicated model.

The distribution for the last Bayes Factor computed for this data
is shown on the panel "S+G/G" (Fig. 63) and it displays the similar
results as the previous case. This time the probability that this type
of data is described by signal plus glitch model versus only glitch
model is P(B(S+G),G>1) ∼ 0.03 and the method also prefers simpler
model.

Fig. 63 and table 8b provide results for the same data for the Gaus-
sian likelihood (calculated for the Student’s t noise). When only noise
is present in the data the results are almost identical. However for
the dataset that we will consider later, when signal, glitch or both
were injected, the Bayes Factors for Gaussian likelihood have unex-
pectedly large outliers. These outliers, however, do not significantly
change the fraction of Bayes Factors above the detection threshold.
The results are, thus, consistent with the ones from the Student’s t
likelihoods, but are less robust. That is why they are excluded for
now from the results of this work.

9.11.2 Bayes Factor distributions for data with a signal present d̃j = s̃j + ñj

Let us consider the model for the data, when it is a mixture of noise
and signal d̃j = s̃j+ ñj. Fig. 64 displays the Bayes Factor distributions
for this case. On the first panel with the title "S/N" the results for
the signal against noise model are shown. The probability that the
data prefers the signal model (see table 9) is P(BSN>1) ∼ 0.89 versus
the noise only model. This agrees well with the dataset that was
simulated.

On the next panel "G/N" the results are presented for the case
of the glitch when compared with the noise model. The probability
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that the glitch is preferred over noise is P(BGN>1) ∼ 0.44 (see table 9)
which means that in this case it is more probable that the data is just
Gaussian noise, however, this statement is not very strong. Moreover
this result indicates that our approach will be rather robust against
glitches. Though for some choice of parameters, glitches can be mis-
interpreted as a signal (see Sec. 9.1), in most cases it can be distin-
guished from the signal.

When the model where both signal and glitch are present in the
data is compared with the noise model, which is shown on a panel
"S+G/N", data containing a signal together with a glitch is prioritised
over the noise model P(B(S+G),N>1) ∼ 0.81 (table 9).

Nevertheless to see whether the dataset favours the signal or a
glitch we have to compare those two models separately, which is
shown on the panel "G/S" in Fig. 64. It shows that with 99% proba-
bility this was a signal rather then a glitch P(BGS>1) ∼ 0.01 (table 9),
which is a very encouraging result.

On the next panel "S+G/S" we compare the signal with glitch
model to the signal only model (Fig. 64). The signal model is in all re-
alisations preferred to the mixture of the signal with the glitch model
(table 9) P(B(S+G),S>1) ∼ 0.

Finally, when the signal plus glitch model is compared to the glitch
only model "S+G/G" the mixture of the signal and a glitch is chosen
to be a preferable model with a probability P(B(S+G),G>1) ∼ 0.89.

9.11.3 Bayes Factor distributions for data with a glitch present d̃j = g̃j + ñj
and a mixture of signal and glitch d̃j = s̃j + g̃j + ñj.

In the next set of results we are most interested in the comparisons
of the signal and glitch, when one of them or both are present in
the data. This is the most important question of this study, which
should define how well the signal can be distinguished from the in-
strument’s noise artefacts.

In Fig. 65 and the corresponding table 10 the results for the case
where the glitch is present in the data are shown. Moreover, we
present the results for the case where the mixture of signal and glitch
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are present in the data. The results for this data are shown in Fig 66

and table 11. The conclusions that we can draw from these Bayes Fac-
tor distributions are consistent with the models that are injected in
the data and follow the logic described in Secs. 9.11.1, 9.11.2.

P(BSN>1) = 0.03

P(BGN>1) = 0.01

P(B(S+G),N>1) = 0

P(BGS>1) = 0.21

P(B(S+G),S>1) = 0.01

P(B(S+G),G>1) = 0.03
(a) Bayes Factors are calculated with

the Student’s t likelihood.

P(BSN>1) = 0.04

P(BGN>1) = 0.01

P(B(S+G),N>1) = 0

P(BGS>1) = 0.17

P(B(S+G),S>1) = 0.01

P(B(S+G),G>1) = 0.04
(b) Bayes Factors are calculated with

the Gaussian likelihood.

Table 8: Probabilities for one model to be preferred over the other one. Re-
sults for the data with only noise present x̃j = ñj.

P(BSN>1) = 0.89

P(BGN>1) = 0.44

P(B(S+G),N>1) = 0.81

P(BGS>1) = 0.01

P(B(S+G),S>1) = 0

P(B(S+G),G>1) = 0.89

Table 9: Probabilities for one model to be preferred over the other one. Re-
sults for the data with the signal in noise x̃j = s̃j+ ñj. Bayes Factors
are calculated with the Student’s t likelihood.
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P(BSN>1) = 0.35

P(BGN>1) = 0.91

P(B(S+G),N>1) = 0.91

P(BGS>1) = 0.93

P(B(S+G),S>1) = 0.91

P(B(S+G),G>1) = 0.22

Table 10: Probabilities for one model to be preferred over the other one.
Results for the data with the glitch in noise x̃j = g̃j + ñj. Bayes
Factors are calculated with the Student’s t likelihood.

P(BSN>1) = 0.77

P(BGN>1) = 0.98

P(B(S+G),N>1) = 0.98

P(BGS>1) = 0.85

P(B(S+G),S>1) = 0.91

P(B(S+G),G>1) = 0.82

Table 11: Probabilities for one model to be preferred over the other one.
Results for the data with the signal and the glitch in noise
x̃j = s̃j + g̃j + ñj. Bayes Factors are calculated with the Student’s
t likelihood.
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9.12 parameter estimation for glitches and signals

Together with the calculation of the Bayes Factors we also get esti-
mates of the model parameters. Here we only present a set of results
to illustrate the parameter estimation performance and to show how
well parameter values are recovered for different models injected in
the data.

We present the results for one random noise realisation. The sig-
nal, glitch and the mixture of the signal with the glitch models were
injected at the following randomly chosen parameter values.

Parameters for the signal generated for this noise realisation are

As = 1.7 · 10−9 [m],

Γ = 73.67 [s].

Parameters for the glitch generated for this noise realisation are

φ0 = 5.33 [rad],

Ag = 3.57 · 10−10 [m/s2],

f0 = 0.06 [Hz],

Q = 3.93,

t0 = 275.40 [s],

Parameters for the mixture of the signal and glitch generated for
one this noise realisation:

φ0 = 5.33 [rad],

Ag = 3.58 · 10−10 [m/s2],

f0 = 0.06 [Hz],

Q = 3.93,

t0 = 275.40 [s],

As = 1.06 · 10−9 [m],

Γ = 111.77 [s].
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mean standard deviation

As 1.57 · 10−9 0.739 · 10−10

Γ 69.879 1.988

Table 12: Results of the parameter estimation for the generalised signal
model. The mean and the standard deviation of the posterior prob-
abilities of the parameters are presented.

mean standard deviation

φ0 5.33 0.58 · 10−3

Ag 3.575 · 10−10 0.233 · 10−12

f0 0.064 0.174 · 10−4

Q 3.935 0.581 · 10−3

t0 275.405 0.219 · 10−2

Table 13: Results of the parameter estimation for the glitch model. The mean
and the standard deviation of the posterior probabilities of the
parameters are presented.

The results for the posterior parameters estimates are presented in
the following plots: the generalised signal model in Fig. 67, the glitch
model in Fig. 68 and the signal with the glitch model in Fig. 69. The
errors on the recovered parameters are given in Tables 12, 13 and 14.
One can see that for this particular noise realisation the true values
of parameters lie within their posterior distributions.
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mean standard deviation

φ0 533 0.57 · 103

Ag 3.577 · 10−10 0.227 · 10−12

f0 0.064 0.171 · 10−4

Q 3.934 0.578 · 103

t0 275.400 0.223 · 10−2

As 1.087 · 108 0.172 · 10−9

Γ 117.087 10.404

Table 14: Results of the parameter estimation for the mixture of the gener-
alised signal and glitch models. The mean and the standard devia-
tion of the posterior probabilities of the parameters are presented.
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Figure 67: Posterior distribution contour plots for data and model assuming
the generalised signal model. The contours contain 2.5 %, 16 %,
84 % and 97.5 % of the probability. The lines for each parameter
indicate the location of the true values that were injected into
simulated data.



9.12 parameter estimation for glitches and signals 173

Figure 68: Posterior distribution contour plots for the data and model as-
suming the glitch model. The contours contain 2.5 %, 16 %, 84

% and 97.5 % of the probability. The lines for each parameter
indicate the location of the true values that were injected into
simulated data.
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Figure 69: Posterior distribution contour plots for the data and model as-
suming the mixture of the generalised signal and glitch models.
The contours contain 2.5 %, 16 %, 84 % and 97.5 % of the prob-
ability. The lines for each parameter indicate the location of the
true values that were injected into simulated data.
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9.13 conclusions on the model selection

We have investigated the issue of the outliers in the LPF data. This
question was provoked by the glitches that appear in the test cam-
paign measurements for LPF. Combined with the conditions of the SP

experiment (which will happen only once or possibly twice) the abil-
ity to distinguish the signal from the glitch becomes very important.

To extract information about LPF noise we have shown how we can
convert the data to the acceleration measurement and add the noises
from the other subsystems of the spacecraft that were not measured
during the test campaign. Using the insight provided by this data,
we have constructed artificial data that has the characteristics closest
to the real world data.

To test our ability to distinguish a glitch from the signal we de-
fined two models, one for the signal and one for the glitch. The signal
model was constructed by making the simplest parameterised model
based on the waveforms that we have from the numerical simulations
for the TeVeS theories. We have mapped the parameter space of sig-
nals produced from numerical simulations to the parameter space of
a generalised model. However the new parameter space now covers
a broader range of models.

The glitch model was motivated by the test campaign data and by
the experience with the ground based detectors that use similar kind
of models. We used a sine-Gaussian model for a glitch.

For these two models, for the combination of a glitch with a signal
and for the noise generated from the Student’s t distribution we have
performed model selection that is reliant on a Bayesian approach to
data analysis. The estimated distributions of the Bayes Factors show
that we have a very high chance of distinguishing the signal from
the glitch. For example, the probability that the glitch will be misin-
terpreted as a signal is only 7%. This value was calculated by inte-
grating over the whole parameter space. However in the future we
plan to extend this study by finding a particular subspace of the sig-
nal parameters that are prone to being misleadingly fit to glitches in
the data.
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There remain a number of important studies that must be per-
formed during the flight of LPF.

• We have to derive the optimal value for ν in the Student’s t
likelihood based on the test campaign data. It could be done,
for example, by finding the maximum of the likelihood function
as a function of the number of degrees-of-freedom parameter.
This is equivalent to performing Bayesian model selection on
the discrete set of models defined by ν.

• We need to estimate the frequency of glitches (the glitch rate)
that would give us an estimate for the number of glitches that
we can expect during the SP flyby.

• We must identify a prior parameter space on the glitch model
that better describes the glitches in the real flight data. More-
over, we plan to investigate the feasibility of applying unsu-
pervised machine learning algorithms which would ultimately
estimate the glitch distribution and rate based on actual LPF
data prior to the flyby.
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C O N C L U S I O N S A N D F U T U R E P L A N S

10.1 data analysis framework for mission extension

In this thesis we have developed a data analysis framework for the
mission extension of LPF. We study the signal that will be measured
by LPF. First, we have looked at the parameterisation of the signal
in terms of the spacecraft trajectory and its relative position to the
SP. It was concluded that the precision of our knowledge on the er-
rors of the trajectory parameters will increase once the navigation is
performed. This precision would be good to the extent that these pa-
rameters can be fixed as known once we know the trajectory that has
been used. This allows us, during the experiment, to disentangle the
study of the measured signal from the uncertainty on the trajectory
parameters.

Prior to the mission extension it has to be shown that valuable
results can be obtained from the LPF measurement. This is demon-
strated for one example of a theoretical prediction for a signal that
could be measured around the SP. The impact of two possible out-
comes was presented. First, the case where there is a signal present
in the data. It was shown how well we would be able to estimate the
parameters of this signal. Second, and most important, in the case
that we have no signal. It was demonstrated how this measurement
will be useful in ruling out a subspace of alternative theories of grav-
ity.

The major concern for this experiment was always that it might be
contaminated by spurious noise signals which can be misinterpreted
as the measurement of a real gravity field. We have investigated this
problem by proposing a model for the glitch based on real world
data from a test campaign. The conclusion of this study is that we
are able to distinguish the signal from the glitch with the high prob-
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ability. Moreover, alongside this study we proposed a generalised
model of the signal that will be useful in parameterising the stress
tensor measurement and then mapping this measurement on to the
parameter spaces of various theories.

10.2 future work

We need to put the SP flyby results in correspondence with the mea-
surements and restrictions from other experiments.

10.2.1 Observations of the planetary motions in the Solar System

The observations of the planetary motions in the Solar System give
very tight constraints on deviations from GR [80, 101].

The gravitational forces from the bodies in the Solar System can be
written in a form

r̈i =
∑
j6=i

µj(rj − ri)
r3ij

+C1 +C2 +C3, (10.1)

where C1 are the relativistic corrections (in parameterised post-
Newtonian approximation), C2 are the components that come from
the ellipticity of the Sun, and C3 are the contributions from the small
Solar System bodies. Here ri and r̈i are the solar-system-barycentric
position and acceleration of the body i; µj = Gmj, where mj is the
mass of the body j and G is the gravitational constant; and rij =

|rj − ri|. We can add additional components into equation 10.1 that
will be responsible for modifications of the gravity at small gravita-
tional accelerations and see how this additional component should
influence the observations. The constraints imposed by the observa-
tion of the dynamics of the bodies in the Solar System will impose
the constraint on the additional component in the equation of the
Solar System dynamics.
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10.2.2 Pulsar timing tests

Recent observations of the relativistic pulsar-white dwarf binary [51]
impose very tight constraints on the deviations of gravity theories
from GR. They also cover the class of the theories that we are inter-
ested in.

As was discussed in Sec. 2.2, the metric of those theories is coupled
into the physical metric as follows

g00 ≡A2(φ)g∗00
gij ≡A−2(φ)g∗ij.

(10.2)

In [51] it is proposed that A(φ) is expanded around the back-
ground value of the additional scalar potential

A(φ) = lnA(φ0) +α0(φ−φ0) +
1

2
β0(φ−φ0)

2 + . . . , (10.3)

where α0 is the linear and β0 is the quadratic matter-scalar cou-
pling. The restriction from the observations of the pulsars are im-
posed on these two constants. The values for these constants in GR

are α0 = β0 = 0. We need to cast these two parameters into the pa-
rameter space that defines our signal and see which constraints they
impose on it.
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A
D E F I N I T I O N O F T H E F O U R I E R T R A N S F O R M

In this thesis the convention for the Discrete Fourier Transform (DFT)
is the following

x̃j =

N−1∑
j=0

xj exp(−2π
√
−1jk/N)∆t (A.1)

where N is the number of samples in the time series and ∆t is the
sampling frequency.
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