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Figure 1. Solutions for the vertices of an equilateral triangle and a square.

The problem is completely solved inℝ2 and there exists a wide literature on the subject, mainly devoted
to improving the e�ciency of algorithms for the construction of solutions: see, for instance, [13] and [14] for
a survey of the problem. The recent papers [22] and [23] witness the current studies on the problem and its
generalizations.

Our aim is to rephrase the Steiner tree problemas an equivalentmass-minimizationproblemby replacing
connected sets with 1-currents with coe�cients in amore suitable group thanℤ, in such a way that solutions
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The problem is completely solved inℝ2 and there exists a wide literature on the subject, mainly devoted
to improving the e�ciency of algorithms for the construction of solutions: see, for instance, [13] and [14] for
a survey of the problem. The recent papers [22] and [23] witness the current studies on the problem and its
generalizations.

Our aim is to rephrase the Steiner tree problemas an equivalentmass-minimization problemby replacing
connected sets with 1-currents with coe�cients in amore suitable group thanℤ, in such a way that solutions
of one problem correspond to solutions of the other, and vice-versa. The use of currents allows to exploit
techniques and tools from the Calculus of Variations and the Geometric Measure Theory.
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of one problem correspond to solutions of the other, and vice-versa. The use of currents allows to exploit
techniques and tools from the Calculus of Variations and the Geometric Measure Theory.

Let us brie�y point out a few facts suggesting that classical polyhedral chains with integer coe�cients
might not be the correct environment for our problem. First of all, one shouldmake the given points p1, . . . , pn
in the Steiner problem correspond to some integral polyhedral 0-chain supported on p1, . . . , pn, with suitable
multiplicitiesm1, . . . , mn. One has to impose thatm1 + ⋅ ⋅ ⋅ + mn = 0 in order that this 0-chain is the boundary
of a compactly supported 1-chain. In the example of the equilateral triangle, see Figure 1, the conditionm3 = −(m1 + m2) forces to break symmetry, leading to the minimizer in Figure 2. The desired solution is
instead depicted in Figure 1. In the second example from Figure 1, we get the “wrong” non-connected
minimizer even though all boundary multiplicities have modulus 1; see Figure 2.
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Figure 2. Solutions for the mass-minimization problems among polyhedral chains with integer coe�cients.

These examples show that ℤ is not the right group of coe�cients.
Our frameworkwill be that of currentswith coe�cients in a normed abelian groupG (brie�y:G-currents),

which we will introduce in Section 1.
Currents with coe�cients in a group were introduced by W. Fleming. There is a vast literature on the

subject: let us mention only the seminal paper [12], the work of B. White [26, 27], and the more recent papers
by T. De Pauw and R. Hardt [8] and by L. Ambrosio and M. G. Katz [3]. A closure theorem holds for these
�at G-chains, see [12] and [26].

In Section 2 we recast the Steiner problem in terms of a mass-minimization problem over currents with
coe�cients in a discrete group G, chosen only on the basis of the number of boundary points. As we already
said, this construction provides a way to pass from a mass-minimizer to a Steiner solution and vice-versa.

This new formulation permits to initiate a study of calibrations as a su�cient condition for minimality;
this is the subject of Section 3. Classically a calibration ø associated with a given oriented k-submanifoldS ⊂ ℝd is a unit closed k-form taking value 1 on the tangent space of S. The existence of a calibration guaran-
tees the minimality of S among oriented submanifolds with the same boundary àS. Indeed, Stokes’ theorem
and the assumptions on ø imply that vol(S) = ∫S ø = ∫S� ø ≤ vol(S�),
for any submanifold S� having the same boundary of S.

In order to de�ne calibrations in the framework of G-currents, it is convenient to view currents as
linear functionals on forms, which is not always possible in the usual setting of currents with coe�cients
in groups. This motivates the preliminary work in Section 1, where we embed the group G in a normed
linear space E and we construct the currents with coe�cients in E in the classical way. In De�nition 3.5,
the notion of calibration is slightly weakened in order to include piecewise smooth forms, which appear in
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These examples show thatℤ is not the right group of coe�cients.
Our frameworkwill be that of currentswith coe�cients in a normed abelian groupG (brie�y:G-currents),

which we will introduce in Section 1.
Currents with coe�cients in a group were introduced by W. Fleming. There is a vast literature on the

subject: let us mention only the seminal paper [12], the work of B. White [26, 27], and the more recent papers
by T. De Pauw and R. Hardt [8] and by L. Ambrosio and M.G. Katz [3]. A closure theorem holds for these
�at G-chains, see [12] and [26].

In Section 2 we recast the Steiner problem in terms of a mass-minimization problem over currents with
coe�cients in a discrete group G, chosen only on the basis of the number of boundary points. As we already
said, this construction provides a way to pass from a mass-minimizer to a Steiner solution and vice-versa.

This new formulation permits to initiate a study of calibrations as a su�cient condition for minimality;
this is the subject of Section 3. Classically a calibration ø associated with a given oriented k-submanifoldS ⊂ ℝd is a unit closed k-form taking value 1 on the tangent space of S. The existence of a calibration guaran-
tees the minimality of S among oriented submanifolds with the same boundary àS. Indeed, Stokes’ theorem
and the assumptions on ø imply that vol(S) = ∫S ø = ∫S� ø ≤ vol(S�),
for any submanifold S� having the same boundary of S.

In order to de�ne calibrations in the framework of G-currents, it is convenient to view currents as
linear functionals on forms, which is not always possible in the usual setting of currents with coe�cients
in groups. This motivates the preliminary work in Section 1, where we embed the group G in a normed
linear space E and we construct the currents with coe�cients in E in the classical way. In De�nition 3.5,
the notion of calibration is slightly weakened in order to include piecewise smooth forms, which appear in
Examples 3.10 and 3.11, where we exhibit calibrations for the problem on the right of Figure 1 and for the
Steiner tree problem on the vertices of a regular hexagon plus the center. It is worthwhile to note that our
theory works for the Steiner tree problem inℝd and for currents supported inℝd; we made explicit computa-
tions only on 2-dimensional con�gurations for simplicity reasons. We conclude Section 3 with some remarks
concerning the use of calibrations in similar contexts, see for instance [19].
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The existence of a calibration is a su�cient condition for a manifold to be a minimizer; one could
wonder whether this condition is necessary as well. In general, a smooth (or piecewise smooth, according to
De�nition 3.7) calibration might not exist; nevertheless, one can still search for some weak calibration, for
instance a di�erential formwith boundedmeasurable coe�cients. In Section 4 we discuss a strategy in order
to get the existence of such a weak calibration. A duality argument due to H. Federer [11] ensures that a weak
calibration exists for mass-minimizing normal currents; the same argument works for mass-minimizing
normal currents with coe�cients in the normed vector space E. Therefore an equivalence principle between
minima among normal and recti�able 1-currents with coe�cients in E and G, respectively, is su�cient to
conclude that a calibration exists. Proposition 4.3 guarantees that the equivalence between minima holds in
the case of classical 1-currents with real coe�cients; hence aweak calibration always exists. The proof of this
result is subject to the validity of a homogeneity property for the candidate minimizer stated in Remark 4.4.
Example 4.5 shows that for 1-dimensional G-currents an interesting new phenomenon occurs, since (at least
in a non-Euclidean setting) this homogeneity property might not hold; the validity of the homogeneity prop-
ertymay be related to the ambient space. The problem of the existence of a calibration in the Euclidean space
is still open.

1 Recti�able currents over a coe�cient group
In this section we provide de�nitions for currents over a coe�cient group, with some basic examples.

Fix an open set U ⊂ ℝd and a normed vector space (E, ‖ ⋅ ‖E)with �nite dimensionm ≥ 1. We will denote
by (E∗, ‖ ⋅ ‖E∗ ) its dual space endowed with the dual norm‖f‖E∗ := sup‖v‖E≤1⟨f; v⟩.
De�nition 1.1. We say that a map ø : Λ k(ℝd) × E → ℝ
is an E∗-valued k-covector inℝd if
(i) for all ó ∈ Λ k(ℝd), ø(ó, ⋅ ) ∈ E∗, that is, ø(ó, ⋅ ) : E → ℝ is a linear function.
(ii) for all v ∈ E, ø( ⋅ , v) : Λ k(ℝd) → ℝ is a (classical) k-covector.
Sometimes we will use ⟨ø; ó, v⟩ instead of ø(ó, v), in order to simplify the notation. The space of E∗-valuedk-covectors inℝd is denoted by ΛkE(ℝd) and it is endowed with the comass norm‖ø‖ := sup{‖ø(ó, ⋅ )‖E∗ : |ó| ≤ 1, ó simple}. (1.1)

Remark 1.2. Fix an orthonormal system of coordinates in ℝd, (e1, . . . , ed); the corresponding dual base
in (ℝd)∗ is (dx1, . . . , dxd). Consider a complete biorthonormal system for E, i.e. a pair(v1, . . . , vm) ∈ Em, (w1, . . . , wm) ⊂ (E∗)m
such that ‖vi‖E = 1, ‖wi‖E∗ = 1 and ⟨wi; vj⟩ = äij. Given an E∗-valued k-covector ø, we denoteøj := ø( ⋅ , vj).
For each j ∈ {1, . . . , m}, øj is a k-covector in the usual sense. Hence the biorthonormal system (v1, . . . , vm),(w1, . . . , wm) allows to write ø in “components”ø = (ø1, . . . , øm),
in fact we have ø(ó, v) = m∑j=1⟨øj; ó⟩⟨wj; v⟩.
In particular øj admits the usual representationøj = ∑1≤i1<⋅⋅⋅<ik≤d aji1 ...ikdxi1 ∧ ⋅ ⋅ ⋅ ∧ dxik , j = 1, . . . , m.
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De�nition 1.3. An E∗-valued di�erential k-form inU ⊂ ℝd, or just a k-formwhen it is clear which vector space
we are referring to, is a map ø : U → ΛkE(ℝd);
we say that ø is C∞-regular if every component øj is so (see Remark 1.2). We denote by C∞c (U, ΛkE(ℝd)) the
vector space of C∞-regular E∗-valued k-forms with compact support in U.

We are mainly interested in E∗-valued 1-forms, nevertheless we analyze k-forms in wider generality, in order
to ease other de�nitions, such as the di�erential of an E∗-valued form and the boundary of an E-current.
De�nition 1.4. We de�ne the di�erential dø of a C∞-regular E∗-valued k-form ø by components:døj := d(øj) : U → Λk+1(ℝd), j = 1, . . . , m,
Moreover, C∞c (U, Λ1E(ℝd)) has a norm, denoted by ‖ ⋅ ‖, given by the supremum of the comass norm of the
form de�ned in (1.1). Hence we mean ‖ø‖ := supx∈U ‖ø(x)‖. (1.2)

De�nition 1.5. A k-dimensional current T in U ⊂ ℝd, with coe�cients in E, or just an E-current when there is
no doubt on the dimension, is a linear and continuous functionT : C∞c (U, ΛkE(ℝd)) → ℝ,
where the continuity is meant with respect to the locally convex topology on the space C∞c (U, ΛkE(ℝd)),
built in analogy with the topology on C∞c (ℝn), with respect to which distributions are dual. This de�nes the
weak∗ topology on the space of k-dimensional E-currents. Convergence in this topology is equivalent to the
convergence of all the “components” in the space of classical¹ k-currents, by which we mean the following.
We de�ne for every k-dimensional E-current T its components Tj, for j = 1, . . . , m, and we writeT = (T1, . . . , Tm),
denoting ⟨Tj; ÿ⟩ := ⟨T; ÿ̃j⟩,
for every (classical) compactly supported di�erential k-form ÿ onℝd. Here ÿ̃j denotes the E∗-valued di�eren-
tial k-form onℝd such that ÿ̃j( ⋅ , vj) = ÿ, (1.3)ÿ̃j( ⋅ , vi) = 0 for i ̸= j. (1.4)

It turns out that a sequence of k-dimensional E-currents Tℎ weakly∗ converges to an E-current T (in this case
we write Tℎ ∗⇀ T) if and only if the sequence of the components Tjℎ converge to Tj in the space of classicalk-currents, for j = 1, . . . , m.

De�nition 1.6. For a k-current T over E we de�ne the boundary operator⟨àT; ÿ⟩ := ⟨T; dÿ⟩ for all ÿ = (ÿ1, . . . , ÿm) ∈ C∞c (U, Λk−1E (ℝd))
and the mass M(T) := sup‖ø‖≤1⟨T; ø⟩.

As one can expect, the boundary à(Tj) of every component Tj is the relative component (àT)jof the
boundary àT.
1 In the sequel we will use “classical” to refer to the usual currents, with coe�cients inℝ or possibly inℤ.
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De�nition 1.7. A k-dimensional normal E-current inU ⊂ ℝd is an E-current Twith the propertiesM(T) < +∞
andM(àT) < +∞. Thanks to the Riesz Theorem, T admits the following representation:⟨T; ø⟩ = ∫U ⟨ø(x); ó(x), v(x)⟩ dìT(x) for all ø ∈ C∞c (U, ΛkE(ℝd)),
where ìT is a Radon measure on U, v : U → E is summable with respect to ìT and |ó| = 1, ìT-a.e. A similar
representation holds for the boundary àT.
De�nition 1.8. A recti�able k-current T in U ⊂ ℝd, over E, or a recti�able E-current is an E-current admitting
the following representation:⟨T; ø⟩ := ∫Σ ⟨ø(x); ó(x), è(x)⟩ dH k(x) for all ø ∈ C∞c (ℝd, ΛkE(U))
where Σ is a countably k-recti�able set (see [16, De�nition 5.4.1]) contained in U, ó(x) ∈ TxΣ with |ó(x)| = 1
forH k-a.e. x ∈ Σ and è ∈ L1(H k Σ; E). Wewill refer to such a current asT = T(Σ, ó, è). If B is a Borel set andT(Σ, ó, è) is a recti�able E-current, we denote by T B the current T(Σ ∩ B, ó, è).
Consider now a discrete subgroup G < E, endowed with the restriction of the norm ‖ ⋅ ‖E. If the multiplicity è
takes only values in G, and if the same holds in the representation of àT, we call T a recti�able G-current.
Pay attention to the fact that, in the framework of currents over the coe�cient group E, recti�able E-currents
play the role of (classical) recti�able current, while recti�able G-currents correspond to (classical) integral
currents. Actually this correspondence is an equality, when E is the groupℝ (with the Euclidean norm) andG
isℤ.

The next proposition gives a formula to compute the mass of a 1-dimensional recti�able E-current.
Proposition 1.9. Let T = T(Σ, ó, è) be a 1-dimensional recti�able E-current. ThenM(T) = ∫Σ ‖è(x)‖E dH 1(x).
Since the mass is lower semicontinuous, we can apply the direct method of the Calculus of Variations for the
existence of minimizers with given boundary, once we provide the following compactness result. Here we
assume for simplicity thatG is the subgroup of E generated by v1, . . . , vm (see Remark 1.2). A similar argument
works for every discrete subgroup G.

Theorem 1.10. Let (Tℎ)ℎ≥1 be a sequence of recti�able G-currents such that there exists a positive �nite con-
stant C satisfying M(Tℎ) + M(àTℎ) ≤ C for every ℎ ≥ 1.
Then there exists a subsequence (Tℎi )i≥1 and a recti�able G-current T such thatTℎi ∗⇀ T.
Proof. The statement of the theorem can be proved component by component. In fact, let T1ℎ , . . . , Tmℎ be the
components of Tℎ. Since (v1, . . . , vm), (w1, . . . , wm) is a biorthonormal system, we haveM(Tjℎ) + M(àTjℎ) ≤ m(M(Tℎ) + M(àTℎ)) ≤ mC,
hence, after a diagonal procedure, we can �nd a subsequence (Tℎi )i≥1 such that (Tjℎi )i≥1 weakly∗ converges to
some integral current Tj, for every j = 1, . . . , m. Denoting by T the recti�able G-current, whose components
are T1, . . . , Tm, we have Tℎi ∗⇀ T.
We conclude this section with some notations and basic facts about certain classes of recti�able E-currents.
Given a Lipschitz path ã : [0, 1] → ℝ2 (parameterized with constant speed), and a coe�cient g ∈ G, we de�ne
the associated 1-dimensional recti�able G-current T = T(Γ, ó, g), where Γ is the curve ã([0, 1]) and, denoting

Brought to you by | UZH Hauptbibliothek / Zentralbibliothek Zürich
Authenticated

Download Date | 11/25/16 12:01 PM



24 | A.Marchese and A. Massaccesi, The Steiner tree problem revisited

by ℓ(Γ) the length of the curve Γ, the orientation ó is de�ned by ó(ã(t)) := ã�(t)/ℓ(Γ) for a.e. t ∈ [0, 1]. It turns
out that the boundary of such a current is àT = gäã(1) − gäã(0), where the notationmeans that for every smoothE∗-valued map ø, there holds ⟨àT; ø⟩ = ⟨ø(ã(1)); g⟩ − ⟨ø(ã(0)); g⟩.
Using this notation, we observe that, given some points P1, . . . , Pk and some multiplicities g1, . . . , gk in G,
the 0-dimensional recti�able G-current S = g1äP1 + ⋅ ⋅ ⋅ + gkäPk is the boundary of some 1-dimensional recti�-
able G-current with compact support T if and only if g1 + ⋅ ⋅ ⋅ + gk = 0.
2 Steiner tree problem revisited
In this section we establish the equivalence between the Steiner tree problem and a mass-minimization
problem in a family of G-currents. We �rstly need to choose the right group of coe�cients G. Once we �x the
number n of points in the Steiner problem, we construct a normed vector space (E, ‖ ⋅ ‖E) and a subgroup G
of E, satisfying the following properties:
(P1) There exist g1, . . . , gn−1 ∈ G and ℎ1, . . . , ℎn−1 ∈ E∗ such that (g1, . . . , gn−1) with (ℎ1, . . . , ℎn−1) is a complete

biorthonormal system for E and G is generated by g1, . . . , gn−1.
(P2) ‖gi1 + ⋅ ⋅ ⋅ + gik‖E = 1 whenever 1 ≤ i1 < ⋅ ⋅ ⋅ < ik ≤ n − 1 and k ≤ n − 1.
(P3) ‖g‖E ≥ 1 for every g ∈ G \ {0}.
(P4) Let è = ∑n−1j=1 èjgj and è̃ = ∑n−1j=1 è̃jgj satisfy the following condition:{{{0 ≤ è̃j ≤ èj when èj ≥ 0,0 ≥ è̃j ≥ èj otherwise.

Then ‖è̃‖E ≤ ‖è‖E.
For the moment we will assume the existence of G and E. The proof of their existence and an explicit repre-
sentation, useful for the computations, are given in Lemma 2.6.

The next lemma has a fundamental role: through it, we can give a nice structure of 1-dimensional recti-
�able G-current to every suitable competitor for the Steiner tree problem. From now on we will denotegn := −(g1 + ⋅ ⋅ ⋅ + gn−1).
Lemma 2.1. Let B be a compact and connected set with �nite length in ℝd, containing the points p1, . . . , pn.
Then there exists a connected set B� ⊂ B containing p1, . . . , pn and a 1-dimensional recti�able G-currentTB� = T(B�, ó, è) such that
(i) ‖è(x)‖E = 1 for a.e. x ∈ B�,
(ii) àTB� is the 0-dimensional G-current g1äp1 + ⋅ ⋅ ⋅ + gnäpn .
Proof. Since B is a connected, compact set of �nite length, it follows that B is connected by paths of �nite
length (see [9, Lemma 3.12]). Consider a curve B1 which is the image of an injective path contained in B going
from p1 to pn and associate to it the recti�able G-current T1 with multiplicity −g1, as explained in Section 1.
Repeat this procedure keeping the end-point pn and replacing at each step p1 with p2, . . . , pn−1. To be precise,
in this procedure, as soon as a curve Bi intersects another curve Bj with j < i, we force Bi to coincide with Bj
from that intersection point to the end-point pn. The set B� = B1 ∪ ⋅ ⋅ ⋅ ∪ Bn−1 ⊂ B is a connected set containing
the points p1, . . . , pn and the 1-dimensional recti�ableG-current T = T1 + ⋅ ⋅ ⋅ + Tn−1 satis�es the requirements
of the lemma, in particular condition (i) is a consequence of (P2).

Via the next lemma (Lemma 2.3), we can say that solutions to the mass-minimization problem de�ned
in Theorem 2.4 have connected supports. For the proof we need the following theorem on the structure of
classical integral 1-currents. This theorem has �rstly been stated as a corollary of [10, Theorem 4.2.25].
It allows us to consider an integral 1-current as a countable sum of oriented simple Lipschitz curves with
integer multiplicities.
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Theorem 2.2. Let T be an integral 1-current inℝd. ThenT = K∑k=1Tk + ∞∑ℓ=1Cℓ (2.1)

with
(i) Tk are integral 1-currents associated to injective Lipschitz paths for every k = 1, . . . , K, and Cℓ are integral1-currents associated to Lipschitz paths which have the same value at 0 and 1 and are injective on (0, 1) for

every ℓ ≥ 1,
(ii) àCℓ = 0 for every ℓ ≥ 1.
Moreover M(T) = K∑k=1M(Tk) + ∞∑ℓ=1M(Cℓ) (2.2)

and M(àT) = K∑k=1M(àTk). (2.3)

Lemma 2.3. Let T = T(Σ, ó, è) be a 1-dimensional recti�able G-current such that the boundary àT is the0-current g1äp1 + ⋅ ⋅ ⋅ + gnäpn . Then there exists a recti�able G-current T̃ = T(Σ̃, ó̃, è̃) such that
(i) àT̃ = àT = g1äp1 + ⋅ ⋅ ⋅ + gnäpn ,
(ii) supp(T̃) is a connected 1-recti�able set containing {p1, . . . , pn} and it is contained in supp(T),
(iii) H 1(supp(T̃) \ Σ̃) = 0,
(iv) M(T̃) ≤ M(T) and, if equality holds, then supp(T) = supp(T̃).
Proof. Let Tj = T(Σj, ój, èj) be the components of T, for j = 1, . . . , n − 1 (with respect to the biorthonormal
system (g1, . . . , gn−1), (ℎ1, . . . , ℎn−1)).

For every j, we can use Theorem 2.2 and writeTj = Kj∑k=1Tjk + ∞∑ℓ=1Cjℓ.
Moreover, since àTj = äpj − äpn , by equation (2.3), we have Kj = 1 for every j. We choose T̃ the recti�ableG-current whose components are T̃j := Tj1 . Because of (2.2), we have supp(T̃j) ⊂ supp(Tj) (the cyclic part of Tj
never cancels the acyclic one).

Property (i) is easy to check. Property (iii) is also easy to check, because the corresponding property holds
for every component T̃j. To prove property (ii), it is su�cient to observe that T̃ is a �nite sum of currents
associated to oriented curveswithmultiplicities, having the pointpn in the support and that, by property (P1),g1, . . . , gn−1 are linearly independent, hence the support of T̃ is the union of the supports of T̃j. The inequality
in property (iv) follows from (2.2) and from property (P4): indeed (2.2) implies that for every index ℓ such
that the support of Cjℓ intersects the support of Tj1 in a set of positive length, then H 1-a.e. on this set the
orientation of Cjℓ coincide with the orientation of Tj1 . Moreover, ifM(T̃) = M(T), then (2.2) implies that every
cycle Cjℓ is supported in supp(T̃), hence the second part of (iv) follows.

Before stating the main theorem, let us point out that the existence of a solution to the mass-minimization
problem is a consequence of Theorem 1.10.

Theorem 2.4. Assume thatT0 = T(Σ0, ó0, è0) is amass-minimizer amongall 1-dimensional recti�ableG-currents
with boundary B = g1äp1 + ⋅ ⋅ ⋅ + gnäpn .
Then S0 := supp(T0) is a solution of the Steiner tree problem. Conversely, given a set C which is a solution of
the Steiner problem for the points p1, . . . , pn, there exists a canonical 1-dimensional G-current, supported on C,
minimizing the mass among the currents with boundary B.
Proof. Since T0 is a mass-minimizer, the mass of T0 must coincide with that of the current T̃0 given by
Lemma 2.3. In particular, properties (ii) and (iv) of Lemma 2.3 guarantee that S0 is a connected set.
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Let S be a competitor for the Steiner tree problem and let S� andTS� be the connected set and the recti�able1-current given by Lemma 2.1, respectively. Hence we have

H 1(S) ≥ H 1(S�) (1)= M(TS� ) (2)≥ M(T0) (3)≥ H 1(Σ0) (4)= H 1(S0),
indeed
(1) thanks to the second property of Lemma 2.1 and Proposition 1.9, we obtainM(TS� ) = ∫S� ‖èS� (x)‖E dH 1(x) = H 1(S�),
(2) we assumed that T0 is a mass-minimizer,
(3) from property (P3), we getM(T0) = ∫Σ0 ‖è0(x)‖E dH 1(x) ≥ ∫Σ0 1 dH 1(x) = H 1(Σ0),
(4) is property (iii) in Lemma 2.3.

To prove the second part of the theorem, apply Lemma 2.1 to the set C. Notice that with the procedure
described in the lemma, the recti�able G-current TC� is uniquely determined, because for every point pi,
the set C contains exactly one path from pi to pn, in fact it is well known that solutions of the Steiner tree
problem cannot contain cycles; this explains the adjective “canonical”. Assume by contradiction there
exists a 1-dimensionalG-currentTwith àT = B andM(T) < M(TC� ). The 1-dimensionalG-current T̃ obtained
applying Lemma 2.3 to T has a connected 1-recti�able support containing {p1, . . . , pn} and satis�es

H 1(supp(T̃)) ≤ M(T̃) ≤ M(T) < M(TC� ) = H 1(supp(TC� ) ≤ H 1(C),
which is a contradiction.

Remark 2.5. The proof given in the previous theorem shows in particular that the solutions of the mass-
minimization problem do not depend on the choice of E and G, but are universal for every G and E satisfying
properties (P1)–(P4).

Eventually, we give an explicit representation for G and E.
Lemma 2.6. For every n ∈ ℕ there exist a normed vector space (E, ‖ ⋅ ‖E) and a subgroupG of E satisfying prop-
erties (P1)–(P4).

Proof. Let {e1, . . . , en} be the standard basis ofℝn and {dx1, . . . , dxn} be the dual basis. ConsiderE := {v ∈ ℝn : v ⋅ en = 0}
and the homomorphism õ : ℝn → E such thatõ(u1, . . . , un) := (u1 − un, . . . , un−1 − un, 0). (2.4)

Consider onℝn the seminorm ‖u‖⋆ := maxi=1,...,n u ⋅ ei − mini=1,...,n u ⋅ ei.
Observe that ‖ ⋅ ‖⋆ induces via õ a norm on E that we denote ‖ ⋅ ‖E. For every i = 1, . . . , n − 1, de�ne gi := õ(ei)
and de�ne gn := −(g1+⋅ ⋅ ⋅+gn−1). LetG be the subgroup ofE generated by g1, . . . , gn−1. For every i = 1, . . . , n−1
denote by ℎi the element dxi of E∗. The pair (g1, . . . , gn−1), (ℎ1, . . . , ℎn−1) is a biorthonormal system and prop-
erties (P1)–(P4) are easy to check.

Remark 2.7. Thenorm ‖ ⋅ ‖E∗ of an elementw = w1ℎ1+⋅ ⋅ ⋅+wn−1ℎn−1 ∈ E∗ canbe characterized in the following
way: let us abbreviate wP := n−1∑i=1(wi ∨ 0) and wN := − n−1∑i=1(wi ∧ 0)
and, for every v = (v1, . . . , vn−1, 0) ∈ E with ‖v‖E = 1, ë(v) := maxi=1,...,n−1(vi ∨ 0) ∈ [0, 1]. Then‖w‖E∗ = sup‖v‖E=1 n−1∑i=1 wivi = sup‖v‖E=1[ë(v)wP + (1 − ë(v))wN] = supë∈[0,1][(ëwP + (1 − ë)wN] = wP ∨ wN. (2.5)
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Moreover we can also notice that, according to this representation of E and G, the only extreme points of the
unit ball in E are all the points of G of unit norm, i.e. all the points g of the type g = ±(gi1 + ⋅ ⋅ ⋅ + gik ) such
that 1 ≤ i1 < ⋅ ⋅ ⋅ < ik ≤ n − 1 and k ≤ n − 1.
3 Calibrations
As we recalled in the Introduction, our interest in calibrations is the reason why we have chosen to provide
an integral representation for E-currents, indeed the existence of a calibration guarantees the minimality of
the associated current, as we will see in Proposition 3.2.

De�nition 3.1. A smooth calibration associated with a k-dimensional recti�able G-current T(Σ, ó, è) in ℝd is
a smooth compactly supported E∗-valued di�erential k-form ø with the following properties:
(i) ⟨ø(x); ó(x), è(x)⟩ = ‖è(x)‖E for H k-a.e. x ∈ Σ,
(ii) dø = 0,
(iii) ‖ø‖ ≤ 1, where ‖ø‖ is the comass of ø, de�ned in (1.2).

Proposition 3.2. A recti�able G-current T which admits a smooth calibration ø is a minimizer for the mass
among the normal E-currents with boundary àT.
Proof. Fix a competitor T� which is a normal E-current associated with the vector�eld ó�, the multiplicity è�
and the measure ìT� (according to De�nition 1.7), with àT� = àT. Since à(T − T�) = 0, it follows that T − T� is
a boundary of some E-current S inℝd, and thenM(T) = ∫Σ ‖è‖E dH k (3.1)

(i)= ∫Σ ⟨ø(x); ó(x), è(x)⟩ dH k = ⟨T; ø⟩ (3.2)

(ii)= ⟨T�; ø⟩ = ∫ℝd ⟨ø(x); ó�(x), è�(x)⟩ dìT� (3.3)

(iii)≤ ∫ℝd ‖è�‖E dìT� = M(T�), (3.4)

where each equality (respectively inequality) holds because of the correspondingproperty ofø, as established
in De�nition 3.1. In particular, equality in (ii) follows from⟨T − T�; ø⟩ = ⟨àS; ø⟩ = ⟨S; dø⟩ = 0.
Remark 3.3. If T is a recti�able G-current calibrated by ø, then every mass-minimizer with boundary àT is
calibrated by the same form ø. In fact, choose a mass-minimizer T� = T(Σ�, ó�, è�) with boundary àT� = àT:
obviously we haveM(T) = M(T�), then equality holds in (3.4), which means⟨ø(x); ó�(x), è�(x)⟩ = ‖è�(x)‖E for H k-a.e. x ∈ Σ�.
At this point we need a short digression on the representation of a E∗-valued 1-form ø; we will consider the
case d = 2, all our examples being for the Steiner tree problem in ℝ2. Remember that in Section 2 we �xed
a basis (ℎ1, . . . , ℎn−1) for E∗, dual to the basis (g1, . . . , gn−1) for E. We represent

ø = ( ø1,1 dx1 + ø1,2 dx2
...øn−1,1 dx1 + øn−1,2 dx2),

so that, if ó = ó1e1 + ó2e2 ∈ Λ 1(ℝ2) and v = v1g1 + ⋅ ⋅ ⋅ + vn−1gn−1 ∈ E, then⟨ø; ó, v⟩ = n−1∑i=1 vi(øi,1ó1 + øi,2ó2).
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p1

p2
p3 p0g3 g1

g2
Figure 3. Solution for the problem with boundary on the vertices of an equilateral triangle.

In De�nition 3.1 we intentionally kept vague the regularity of the form ø. Indeed ø has to be a compactly
supported² smooth form, a priori, in order to �tDe�nition 1.5. Nevertheless, in some situations itwill be useful
to consider calibrations with lower regularity, for instance piecewise constant forms. As long as (3.1)–(3.4)
remain valid, it is meaningful to do so; for this reason we introduce the following very general de�nition.

De�nition 3.5. A generalized calibration associated with a k-dimensional normal E-current T is a linear and
bounded functional õ on the space of normal E-currents satisfying the following conditions:
(i) õ(T) = M(T),
(ii) õ(àR) = 0 for any (k + 1)-dimensional normal E-current R,
(iii) ‖õ‖ ≤ 1.
Remark 3.6. Proposition 3.2 still holds, since for every competitor T� with àT = àT�, there holdsM(T) = õ(T) = õ(T�) + õ(àR) ≤ M(T�),
where R is chosen such that T − T� = àR. Such an R exists because T and T� are in the same homology class.

As examples, we present the calibrations for twowell-known Steiner tree problems inℝ2. Both “calibrations”
in Example 3.10 and in Example 3.11 are piecewise constant 1-forms (with values in normed vector spaces of
dimension 3 and 6, respectively). So �rstly we need to show that certain piecewise constant forms provide
generalized calibrations in the sense of De�nition 3.5.

De�nition 3.7. Fix a 1-dimensional recti�able G-current T in ℝ2, T = T(Σ, ó, è). Assume we have a collec-
tion {Cr}r≥1 which is a locally �nite, Lipschitz partition of ℝ2, where the sets Cr have non-empty connected
interior, the boundary of every set Cr is a Lipschitz curve (of �nite length, unless Cr is unbounded) andCr ∩ Cs = 0 whenever r ̸= s. Assume moreover that C1 is a closed set and for every r > 1,Cr ⊃ (Cr \ ⋃i<r Ci).
Let us consider a compactly supported piecewise constant E∗-valued 1-form øwithø ≡ ør on Cr,
where ør ∈ Λ1E(ℝ2) for every r. In particular ø ̸= 0 only on �nitely many elements of the partition. Then we
say that ø represents a compatible calibration for T if the following conditions hold:
2 Since we deal with currents that are compactly supported, we can easily drop the assumption that ø has compact support.

Figure 3. Solution for the problem with boundary on the vertices of an
equilateral triangle.

Example 3.4. Consider the vector space E and the group G de�ned in Lemma 2.6 with n = 3; letp0 = (0, 0), p1 = (1/2, √3/2), p2 = (1/2, −√3/2), p3 = (−1, 0)
(see Figure 3). Consider the recti�able G-current T supported in the cone over (p1, p2, p3), with respect to p0,
with piecewise constant weights g1, g2, g3 := −(g1 + g2) on p0p1, p0p2, p0p3 respectively (see Figure 3 for the
orientation). This current T is a minimizer for the mass. In fact, a constant G-calibration ø associated with T
is ø := ( 12 dx1 + √32 dx212 dx1 − √32 dx2) .
Condition (i) is easy to check and condition (ii) is trivially veri�ed because ø is constant. To check condi-
tion (iii) we note that, for the vector ó = cos á e1 + sin á e2, we have⟨ø; ó, ⋅ ⟩ = ( 12 cos á + √32 sin á12 cos á − √32 sin á) .
In order to compute the comass norm of ø, we could use the characterization of the norm ‖ ⋅ ‖E∗ given in
Remark 2.7, but for n = 3 computations are simpler. Since the unit ball of E is convex, and its extreme points
are the unit points of G, it is su�cient to evaluate ⟨ø; ó, ⋅ ⟩ on ±g1, ±g2, ±(g1 + g2). We have|⟨ø; ó, g1⟩| = |⟨ø; ó, −g1⟩| = !!!!!!!sin(á + ð6 )!!!!!!! ≤ 1,|⟨ø; ó, g2⟩| = |⟨ø; ó, −g2⟩| = !!!!!!!sin(á + 56ð)!!!!!!! ≤ 1,|⟨ø; ó, g1 + g2⟩| = |⟨ø; ó, −(g1 + g2)⟩| = |cos á| ≤ 1.
In De�nition 3.1 we intentionally kept vague the regularity of the form ø. Indeed ø has to be a compactly
supported² smooth form, a priori, in order to �t De�nition 1.5. Nevertheless, in some situations itwill be useful
to consider calibrations with lower regularity, for instance piecewise constant forms. As long as (3.1)–(3.4)
remain valid, it is meaningful to do so; for this reason we introduce the following very general de�nition.

De�nition 3.5. A generalized calibration associated with a k-dimensional normal E-current T is a linear and
bounded functional õ on the space of normal E-currents satisfying the following conditions:
(i) õ(T) = M(T),
(ii) õ(àR) = 0 for any (k + 1)-dimensional normal E-current R,
(iii) ‖õ‖ ≤ 1.
2 Since we deal with currents that are compactly supported, we can easily drop the assumption that ø has compact support.
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Remark 3.6. Proposition 3.2 still holds, since for every competitor T� with àT = àT�, there holdsM(T) = õ(T) = õ(T�) + õ(àR) ≤ M(T�),
where R is chosen such that T − T� = àR. Such an R exists because T and T� are in the same homology class.

As examples, we present the calibrations for twowell-known Steiner tree problems inℝ2. Both “calibrations”
in Example 3.10 and in Example 3.11 are piecewise constant 1-forms (with values in normed vector spaces of
dimension 3 and 6, respectively). So �rstly we need to show that certain piecewise constant forms provide
generalized calibrations in the sense of De�nition 3.5.

De�nition 3.7. Fix a 1-dimensional recti�able G-current T in ℝ2, T = T(Σ, ó, è). Assume we have a collec-
tion {Cr}r≥1 which is a locally �nite, Lipschitz partition of ℝ2, where the sets Cr have non-empty connected
interior, the boundary of every set Cr is a Lipschitz curve (of �nite length, unless Cr is unbounded) andCr ∩ Cs = 0 whenever r ̸= s. Assume moreover that C1 is a closed set and for every r > 1,Cr ⊃ (Cr \ ⋃i<r Ci).
Let us consider a compactly supported piecewise constant E∗-valued 1-form ø with ø ≡ ør on Cr, whereør ∈ Λ1E(ℝ2) for every r. In particularø ̸= 0 only on �nitelymany elements of the partition. Thenwe say thatø
represents a compatible calibration for T if the following conditions hold:
(i) for H 1-almost every point x ∈ Σ, ⟨ø(x); ó(x), è(x)⟩ = ‖è(x)‖E,
(ii) for H 1-almost every point x ∈ àCr ∩ àCs we have⟨ør − øs; ó(x), ⋅ ⟩ = 0,

where ó is tangent to àCr,
(iii) ‖ør‖ ≤ 1 for every r.
We will refer to condition (ii) with the expression of compatibility condition for a piecewise constant form.

Proposition 3.8. Let ø be a compatible calibration for the recti�able G-current T. Then T minimizes the mass
among the normal E-currents with boundary àT.
To prove this proposition we need the following result of decomposition of classical normal 1-currents,
see [24] for the classical result and [21] for its generalization to metric spaces. Given a compact measure
space (X, ì) and a family of k-currents {Tx}x∈X inℝd such that∫X M(Tx) dì(x) < +∞,
we denote by T := ∫X Tx dì(x)
the k-current T satisfying ⟨T, ø⟩ = ∫X ⟨Tx, ø⟩ dì(x)
for every smooth compactly supported k-form ø.
Proposition 3.9. Every normal 1-current T inℝd can be written asT = M∫0 Tt dt,
whereTt is an integral current withM(Tt) ≤ 2 andM(àTt) ≤ 2 for every t, andM is a positive number depending
only onM(T) andM(àT). Moreover M(T) = M∫0 M(Tt) dt.
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Proof of Proposition 3.8. Firstly we see that a suitable counterpart of Stokes’ theorem holds. Namely, given
a component øj of ø and a classical integral 1-current T = T(Σ, ó, 1) in ℝ2, without boundary, then we claim
that ⟨øj; T⟩ := ∫Σ ⟨øj(x); ó(x)⟩ dH 1(x) = 0. (3.5)

To prove the claim, note that it is possible to �nd at most countably many unit multiplicity integral1-currents Ti = T(Σi, ói, 1) inℝ2, without boundary, each one supported in a single setCr, such that∑i Ti = T.
Since øj ≡ øjr on Cr and since (ii) holds, we obtain∫Σi ⟨øj(x); ói(x)⟩ dH 1(x) = ∫Σi ⟨øjr(x); ói(x)⟩ dH 1(x) = 0
for every i; then the claim follows.

As a consequence of (3.5) we can �nd a family of “potentials”, i.e. Lipschitz functions õj : ℝ2 → ℝ such
that for every (classical) integral 1-current S associated to a Lipschitz path ãwith ã(1) = xS and ã(0) = yS, there
holds ⟨øj; S⟩ = õj(xS) − õj(yS) for every j.
Indeed, by (3.5) the above integral does not depend on the path ã but only on the points xS and yS. Therefore,
in order to construct such potentials, it is su�cient to choose õj(0) = 0 andõj(x) = |x| 1∫0 ⟨øj(tx); x|x|⟩ dt.
Moreover it is easy to see that every õj is constant outside of the support of øj, so we can assume, possibly
subtracting a constant, that õj is compactly supported.

Now, consider any 2-dimensional normal E-current T. Let {Tj}j be the components of T. For every j, use
Proposition 3.9 to write Sj := àTj = Mj∫0 Sjt dt.
Then we have ⟨ø; àT⟩ = ∑j Mj∫0 ⟨øj; Sjt⟩ dt = ∑j Mj∫0 õj(xSjt ) − õj(ySjt ) dt.
Since for every j we have 0 = à(àTj) = Mj∫0 äxSjt − äySjt dt,
it follows that Mj∫0 g(xSjt ) − g(ySjt ) dt = 0
for every j and for every compactly supported Lipschitz function g, in particular for g = õj. Hence we
have ⟨ø; àT⟩ = 0.
Example 3.10. Consider the points p1 = (1, 1), p2 = (1, −1), p3 = (−1, −1), p4 = (−1, 1) ∈ ℝ2. The corresponding
solution of the Steiner tree problem³ are those represented in Figure 1. We associate with each point pj
with j = 1, . . . , 4 the coe�cients gj ∈ G, where G is the group de�ned in Lemma 2.6 with n = 4: let us callB := g1äp1 + g2äp2 + g3äp3 + g4äp4 .
3 In dimension d > 2, an interesting question related to this problem is the following: is the cone over the (d − 2)-skeleton of
the hypercube inℝd area minimizing, among hypersurfaces separating the faces? The question has a positive answer if and only
if d ≥ 4 (see [5] for the proof).
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This 0-dimensional current is our boundary. Intuitively our mass-minimizing candidates among 1-dimen-
sional recti�able G-currents are those represented in Figure 4: these currents Thor, Tver are supported in the
sets drawn, respectively, with continuous and dashed lines in Figure 4 and have piecewise constant coe�-
cients intended to satisfy the boundary condition àThor = B = àTver.14 | A.Marchese and A. Massaccesi, The Steiner tree problem revisited

g1

g2g3

g4 g1g4

g2g1 + g2
g1 + g4 g1g4

g3 g3 g2
Tver

ø1

ø3
ø2ø4 Thorpart.

Figure 4. Solution for the mass-minimization problem.

It is easy to check that ø satis�es both condition (i) and the compatibility condition of De�nition 3.7. To check
that condition (iii) is satis�ed, we can use formula (2.5).

Example 3.11. Consider the vertices of a regular hexagon plus the center, namelyp1 = (1/2, √3/2), p2 = (1, 0), p3 = (1/2, −√3/2),p4 = (−1/2, −√3/2), p5 = (−1, 0), p6 = (−1/2, √3/2), p7 = (0, 0),
and associate with each point pj the corresponding multiplicity gj ∈ G, where G is the group de�ned in
Lemma 2.6 with n = 4. A mass-minimizer for the problem with boundaryB = 7∑j=1 gjäpj
is illustrated in Figure 5, the other one can be obtained with a ð/3-rotation of the picture.
Figure 5. Solution for the mass-minimization problem.

Let us divide ℝ2 into six cones of angle ð/3, as in Figure 5; we will label each cone with a number
from 1 to 6, starting from that containing (0, 1) and moving clockwise. A compatible calibration for the two
minimizers is the following: Note 4:

Display: Shall I
replace = by :=?

Figure 4. Solution for the mass-minimization problem.

In this case, a compatible calibration for both Thor and Tver is de�ned piecewise as follows (the notation
is the same as in Example 3.4 and the partition is delimited by the dotted lines):

ø1 ≡ ( √32 dx1 + 12dx2(1 − √32 )dx1 − 12dx2(−1 + √32 )dx1 − 12dx2), ø2 ≡ ( 12dx1 + √32 dx212dx1 − √32 dx2− 12dx1 − (1 − √32 )dx2),
ø3 ≡ ((1 − √32 )dx1 + 12dx2√32 dx1 − 12dx2−√32 dx1 − 12dx2 ), ø4 ≡ ( 12dx1 + (1 − √32 )dx212dx1 − (1 − √32 )dx2− 12dx1 − √32 dx2 ).

It is easy to check thatø satis�es both condition (i) and the compatibility condition of De�nition 3.7. To check
that condition (iii) is satis�ed, we can use formula (2.5).

Example 3.11. Consider the vertices of a regular hexagon plus the center, namelyp1 = (1/2, √3/2), p2 = (1, 0),p3 = (1/2, −√3/2), p4 = (−1/2, −√3/2),p5 = (−1, 0), p6 = (−1/2, √3/2),p7 = (0, 0),
and associate with each point pj the corresponding multiplicity gj ∈ G, where G is the group de�ned in
Lemma 2.6 with n = 4. A mass-minimizer for the problem with boundaryB = 7∑j=1 gjäpj
is illustrated in Figure 5, the other one can be obtained with a ð/3-rotation of the picture.
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g1g6
g2

g3g4
g5 g7

Figure 5. Solution for the mass-minimization problem.

Again, it is not di�cult to check that ø satis�es both condition (i) and the compatibility condition of
De�nition 3.7. To check that condition (iii) is satis�ed, we use formula (2.5).

Remark 3.12. Wemaywonderwhether or not the calibration given in Example 3.11 can be adjusted so to work
for the set of the vertices of the hexagon (without the seventh point in the center): the answer is negative, in
fact the support of the current in Figure 5 is not a solution for the Steiner tree problem on the six points, the
perimeter of the hexagon minus one side being the shortest graph, as proved in [15].

Remark 3.13. In both Examples 3.10 and 3.11, once we �xed the partition and we decided to look for a piece-
wise constant calibration for our candidates, the construction of ø was forced by both conditions (i) of
De�nition 3.1 and the compatibility condition of De�nition 3.7. Notice that the calibration for Example 3.11
has evident analogieswith the one exhibited in Example 3.4. Actuallywe obtained the �rst one simply pasting
suitably “rotated” copies of the second one.

In the following remarkswe intend tounderline the analogies and the connectionswith calibrations in similar
contexts. See [20, Chapter 6] for an overview on the subject of calibrations.

Remark 3.14 (Functionals de�ned on partitions and null lagrangians). There is an interesting and deep anal-
ogy between calibrations and null lagrangians, analogy that still holds in the group-valued coe�cients
framework. Consider some points {ç1, . . . , çn} ⊂ ℝm with|çi − çj| = 1 for all i ̸= j, (3.7)

and �x an open set with Lipschitz boundaryΩ ⊂ ℝd. It is natural to study the variational probleminf{∫Ω |Du| : u ∈ BV(Ω; {ç1, . . . , çn}), u|àΩ ≡ u0}. (3.8)

It turns out that ∫Ω |Du| is the same energy wewant to minimize in the Steiner tree problem, ∫Ω |Du| being the
length of the jump set of u.

This problem concerns the theory of partitions of an open set Ω in a �nite number of sets of �nite
perimeter. This theory was developed by Ambrosio and Braides in [1, 2], which we refer to for a complete
exposition.

Figure 5. Solution for the mass-minimization problem.

Let us divide ℝ2 into six cones of angle ð/3, as in Figure 5; we will label each cone with a number
from 1 to 6, starting from that containing (0, 1) and moving clockwise. A compatible calibration for the two
minimizers is the following:

ø1 ≡((((((
(

−√32 dx1 + 12dx2√32 dx1 + 12dx20000
))))))
)

, ø2 ≡((((((
(

0dx2√32 dx1 − 12dx2000
))))))
)

, ø3 ≡((((((
(

00√32 dx1 + 12dx2−dx200
))))))
)

,

ø4 ≡((((((
(

000√32 dx1 − 12dx2−√32 dx1 − 12dx20
))))))
)

, ø5 ≡((((((
(

0000−dx2−√32 dx1 + 12dx2

))))))
)

, ø6 ≡((((((
(

dx20000−√32 dx1 − 12dx2

))))))
)

.
(3.6)

Again, it is not di�cult to check that ø satis�es both condition (i) and the compatibility condition of
De�nition 3.7. To check that condition (iii) is satis�ed, we use formula (2.5).

Remark 3.12. Wemaywonderwhether or not the calibration given in Example 3.11 can be adjusted so towork
for the set of the vertices of the hexagon (without the seventh point in the center): the answer is negative, in
fact the support of the current in Figure 5 is not a solution for the Steiner tree problem on the six points, the
perimeter of the hexagon minus one side being the shortest graph, as proved in [15].

Remark 3.13. In both Examples 3.10 and 3.11, once we �xed the partition and we decided to look for a piece-
wise constant calibration for our candidates, the construction of ø was forced by both conditions (i) of
De�nition 3.1 and the compatibility condition of De�nition 3.7. Notice that the calibration for Example 3.11
has evident analogieswith the one exhibited in Example 3.4. Actuallywe obtained the �rst one simply pasting
suitably “rotated” copies of the second one.

In the following remarkswe intend tounderline the analogies and the connectionswith calibrations in similar
contexts. See [20, Chapter 6] for an overview on the subject of calibrations.

Remark 3.14 (Functionals de�ned on partitions and null lagrangians). There is an interesting and deep anal-
ogy between calibrations and null lagrangians, analogy that still holds in the group-valued coe�cients
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framework. Consider some points {ç1, . . . , çn} ⊂ ℝm with|çi − çj| = 1 for all i ̸= j, (3.7)

and �x an open set with Lipschitz boundaryΩ ⊂ ℝd. It is natural to study the variational probleminf{∫Ω |Du| : u ∈ BV(Ω; {ç1, . . . , çn}), u|àΩ ≡ u0}. (3.8)

It turns out that ∫Ω |Du| is the same energy wewant to minimize in the Steiner tree problem, ∫Ω |Du| being the
length of the jump set of u.16 | A.Marchese and A. Massaccesi, The Steiner tree problem revisited
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Figure 6. Boundary data.

Remark 3.15 (Clusters with multiplicities). In [19], F. Morgan applies �at chainswith coe�cients in a groupG
to soap bubble clusters and immiscible �uids, following the idea of B.White in [25]. For a detailed comparison
of [19] with our technique, see [18, Section 3.2.3]. Here we just notice that the de�nition of calibration in [19]
works well in the case of free abelian groups and this is the main di�erence with our approach.

Remark 3.16 (Paired calibrations). It is worth mentioning another analogy between the technique of cal-
ibrations (for currents with coe�cients in a group) illustrated in this paper and the technique of paired
calibrations in [17]. In particular, in the speci�c example of the truncated cone over the 1-skeleton of the
tetrahedron inℝ3 (the surface with least area among those separating the faces of the tetrahedron), one can
detect a correspondence even at the level of the main computations. See [18, Section 3.2.3] for the details.

Following an idea of Federer (see [11]), in [17, 19] (and in [5, 6], as well) one can observe the exploitation of
the duality between minimal surfaces and maximal �ows through the same boundary. We will examine this
duality in Section 4, but we conclude the present section with a remark closely related to this idea.

Remark 3.17 (Covering spaces and calibrations for soap �lms). In [6] Brakke develops new tools in Geomet-
ric Measure Theory for the analysis of soap �lms: as the underlying physical problem suggests, one can
represent a soap �lm as the superposition of two oppositely oriented currents. In order to avoid cancellations
of multiplicities, the currents are de�ned in a covering space and, as stated in [6], the calibration technique
still holds.

Let us remark that cancellations between multiplicities were a signi�cant obstacle for the Steiner tree
problem, too. The representation of currents in a covering space goes in the same direction of currents with
coe�cients in a group, though, as in Remark 3.16, a sort of Poincaré duality occurs in the formulation of
the Steiner tree problem (1-dimensional currents in ℝd) with respect to the soap �lm problem (currents of
codimension 1 inℝd).
4 Existence of the calibration and open problems
Once we established that the existence of a calibration is a su�cient condition for a recti�able G-current to
be a mass-minimizer, we may wonder if the converse is also true: does a calibration (of some sort) exist for
every mass-minimizing recti�able G-current?

Let us step backward: does it occur for classical integral currents? The answer is quite articulate, but
we can brie�y summarize the state of the art we will rely upon.

Figure 6. Boundary data.

This problem concerns the theory of partitions of an open set Ω in a �nite number of sets of �nite
perimeter. This theory was developed by Ambrosio and Braides in [1, 2], which we refer to for a complete
exposition.

The analog of a calibration in this context is a null lagrangian⁴ with some special properties: again, the
existence of such an object, associated with a function u, is a su�cient condition for u to be a minimizer for
the variational problem (3.8) with a given boundary condition.

We refer to [18, Section 3.2.4] for a detailed survey of the analogy.

Remark 3.15 (Clusters with multiplicities). In [19], F. Morgan applies �at chains with coe�cients in a groupG
to soap bubble clusters and immiscible �uids, following the idea of B.White in [25]. For a detailed comparison
of [19] with our technique, see [18, Section 3.2.3]. Here we just notice that the de�nition of calibration in [19]
works well in the case of free abelian groups and this is the main di�erence with our approach.

Remark 3.16 (Paired calibrations). It is worth mentioning another analogy between the technique of cal-
ibrations (for currents with coe�cients in a group) illustrated in this paper and the technique of paired
calibrations in [17]. In particular, in the speci�c example of the truncated cone over the 1-skeleton of the
tetrahedron inℝ3 (the surface with least area among those separating the faces of the tetrahedron), one can
detect a correspondence even at the level of the main computations. See [18, Section 3.2.3] for the details.

Following an idea of Federer (see [11]), in [17, 19] (and in [5, 6], as well) one can observe the exploitation of
the duality between minimal surfaces and maximal �ows through the same boundary. We will examine this
duality in Section 4, but we conclude the present section with a remark closely related to this idea.

Remark 3.17 (Covering spaces and calibrations for soap �lms). In [6] Brakke develops new tools in Geomet-
ric Measure Theory for the analysis of soap �lms: as the underlying physical problem suggests, one can

4 See [7] for an overview on null lagrangians.
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represent a soap �lm as the superposition of two oppositely oriented currents. In order to avoid cancellations
of multiplicities, the currents are de�ned in a covering space and, as stated in [6], the calibration technique
still holds.

Let us remark that cancellations between multiplicities were a signi�cant obstacle for the Steiner tree
problem, too. The representation of currents in a covering space goes in the same direction of currents with
coe�cients in a group, though, as in Remark 3.16, a sort of Poincaré duality occurs in the formulation of
the Steiner tree problem (1-dimensional currents in ℝd) with respect to the soap �lm problem (currents of
codimension 1 inℝd).
4 Existence of the calibration and open problems
Once we established that the existence of a calibration is a su�cient condition for a recti�able G-current to
be a mass-minimizer, we may wonder if the converse is also true: does a calibration (of some sort) exist for
every mass-minimizing recti�able G-current?

Let us step backward: does it occur for classical integral currents? The answer is quite articulate, but
we can brie�y summarize the state of the art we will rely upon.

We consider a boundary B0, that is, a (k − 1)-dimensional recti�able G-current without boundary, and
we compare the following minima:

ME(B0) := min{M(T) : T is a normal k-dimensional E-current, àT = B0}
and

MG(B0) := min{M(T) : T is a recti�able k-dimensional G-current, àT = B0}.
Obviously ME(B0) ≤MG(B0), the main issue is to establish whether they coincide or not. In fact, a normalE-current T with boundary B0 admits a generalized calibration if and only ifM(T) =ME(B0), as we recall in
Proposition 4.2. In the classical case (E = ℝ and G = ℤ) it is known that
(i) Mℝ(B0) may be strictly less than Mℤ(B0) (and, if this happens, a solution for Mℤ(B0) cannot be cali-

brated),
(ii) Mℤ(B0) =Mℝ(B0) if k = 1, as we prove in Proposition 4.3.

At the end of this section, we show that this outlook changes signi�cantly when we replace the ambient
spaceℝd with a suitable metric space.

Remark 4.1. For everymass-minimizing classical normal k-currentT, there exists a generalized calibration õ
in the sense of De�nition 3.5. Moreover, by means of the Riesz Representation Theorem, õ can be represented
by a measurable map from U to Λk(ℝd). This result is contained in [11].

In particular, Remark 4.1 provides a positive answer to the question of the existence of a generalized cali-
bration for mass-minimizing integral currents of dimension k = 1, because minima among both normal and
integral currents coincide, as we prove in Proposition 4.3. It is possible to apply the same technique in the
class of normal E-currents, therefore we have the following proposition.

Proposition 4.2. For every mass-minimizing normal E-current T, there exists a generalized calibration.

The following fact is probably in the folklore, unfortunately we were not able to �nd any literature on it.
We give a proof here in order to enlighten the problems arising in the case of currents with coe�cients in
a group.

Proposition 4.3. Consider the boundary of an integral 1-current inℝd, represented asB0 = − N−∑i=1 aiäxi + N+∑j=1 bjäyj , ai, bj ∈ ℕ. (4.1)

Then Mℝ(B0) =Mℤ(B0).
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Proof. Let us assume that the minimum among normal currents is attained at some current T0, that is,M(T0) =Mℝ(B0).
Let {Tℎ}ℎ∈ℕ be an approximation of T0 made by polyhedral 1-currents such that∙ M(Tℎ) → M(T0) as ℎ → ∞,∙ àTℎ = B0 for all ℎ ∈ ℕ,∙ the multiplicities allowed in Tℎ are only integer multiples of 1ℎ .
The existence of such a sequence is a consequence of the Polyhedral Approximation Theorem (see [10, Theo-
rem4.2.24] or [16] for the detailed statement and theproof). Thanks to Theorem2.2, it is possible to decompose
such a Tℎ as a sum of two addenda: Tℎ = Pℎ + Cℎ, (4.2)

so that M(Tℎ) = M(Pℎ) + M(Cℎ) for all ℎ ≥ 1
and∙ àCℎ = 0, so Cℎ collects the cyclical part of Tℎ,∙ Pℎ does not admit any decomposition Pℎ = A + B satisfying àA = 0 andM(Pℎ) = M(A) + M(B).
It is clear that Pℎ is the sum of a certain number of polyhedral currents Pi,jℎ each one having boundary a non-
negative multiple of − 1ℎäxi + 1ℎäyj and satisfyingM(Pℎ) = ∑i,j M(Pi,jℎ ).
We replace each Pi,jℎ with the oriented segment Qi,j, from xi to yj having the same boundary as Pi,jℎ (therefore
having multiplicity a non-negative multiple of 1ℎ ). This replacement is represented in Figure 7.
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It is clear that Pℎ is the sum of a certain number of polyhedral currents Pi,jℎ each one having boundary a non-
negative multiple of − 1ℎäxi + 1ℎäyj and satisfyingM(Pℎ) = ∑i,j M(Pi,jℎ ).
We replace each Pi,jℎ with the oriented segment Qi,j, from xi to yj having the same boundary as Pi,jℎ (therefore
having multiplicity a non-negative multiple of 1ℎ ). This replacement is represented in Figure 7.
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Pi,jℎQi,jℎ

Cℎ
xi

Figure 7. Replacement with a segment.

Since this replacement obviously does not increase the mass, there holdsM(Pℎ) ≥ M(Qℎ),
where Qℎ = ∑i,j Qi,jℎ . In other words we can writeQℎ = ∫I Tdëℎ,
as an integral of currents, with respect to a discrete measure ëℎ supported on the �nite set I of unit multi-
plicity oriented segments with the �rst extreme among the points x1, . . . , xN− and second extreme among the
points y1, . . . , yN+ . It is also easy to see that the total variation of ëℎ has eventually the following bound from
above: ‖ëℎ‖ ≤ M(Tℎ)mini ̸=j d(xi, yj) ≤ M(T0) + 1mini ̸=j d(xi, yj) .
Hence, up to subsequences, ëℎ converges to some positive measure ë on I and so the normal 1-currentQ = ∫T∈I T dë
satis�es àQ = B0 (4.3)
and M(Q) ≤ M(T0) =MN(B0).

In order to conclude the proof of the theorem, we need to show that Q can be replaced by an integral
current R with same boundary and mass M(R) = M(Q) ≤MN(B0). Since I is the set of unit multiplicity
oriented segments Σij from xi to yj, we can obviously representQ = ∑i,j kijΣij with kij ∈ ℝ,

Figure 7. Replacement with a segment.

Since this replacement obviously does not increase the mass, there holdsM(Pℎ) ≥ M(Qℎ),
where Qℎ = ∑i,j Qi,jℎ . In other words we can writeQℎ = ∫I Tdëℎ,
as an integral of currents, with respect to a discrete measure ëℎ supported on the �nite set I of unit multi-
plicity oriented segments with the �rst extreme among the points x1, . . . , xN− and second extreme among the
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points y1, . . . , yN+ . It is also easy to see that the total variation of ëℎ has eventually the following bound from
above: ‖ëℎ‖ ≤ M(Tℎ)mini ̸=j d(xi, yj) ≤ M(T0) + 1mini ̸=j d(xi, yj) .
Hence, up to subsequences, ëℎ converges to some positive measure ë on I and so the normal 1-currentQ = ∫T∈I Tdë
satis�es àQ = B0 (4.3)
and M(Q) ≤ M(T0) =MN(B0).

In order to conclude the proof of the theorem, we need to show that Q can be replaced by an integral
current R with same boundary and mass M(R) = M(Q) ≤MN(B0). Since I is the set of unit multiplicity
oriented segments Σij from xi to yj, we can obviously representQ = ∑i,j kijΣij with kij ∈ ℝ,
and, again, thanks to (4.3), N−∑i=1 kij = bj and

N+∑j=1 kij = ai.
If kij ∈ ℤ for any i, j, then Q itself is integral and then we are done; if not, let us consider the �nite set of
non-integer multiplicities Kℝ\ℤ := {kij : i = 1, . . . , N−, j = 1, . . . , N+} \ ℤ ̸= 0.
We �x k ∈ Kℝ\ℤ and we choose an index (i0, j0) such that k is the multiplicity of the oriented segment Σi0j0
in Q. It is possible to track down a non-trivial cycle Q in Q with the following algorithm: after Σi0j0 , choose
a segment from xi1 ̸= xi0 to yj0 with non-integer multiplicity, it must exist because B0 = àQ is integral. Then
choose a segment from xi1 to yj1 ̸= yj0 with non-integer multiplicity and so on. Since Kℝ\ℤ is �nite, at some
moment we will get a cycle. Up to reordering the indices i and j we can writeQ = n∑l=1(Σiljl − Σil+1jl ).
We will denote á := minl (kiljl − ⌊kiljl⌋) > 0,â := minl (kil+1jl − ⌊kil+1jl⌋) > 0.
Finally notice that bothQ − áQ andQ + âQhave lost at least one non-integer coe�cient; in addition,we claim
that either M(Q − áQ) ≤ M(Q) or M(Q + âQ) ≤ M(Q). (4.4)
In fact we can de�ne the linear auxiliary functionF(t) := M(Q) − M(Q − tQ) = ∑l (kiljl − t)d(xil , yjl ) + (kil+1jl + t)d(xil+1 , yjl )
for which F(0) = 0, so either F(á) ≥ 0 or F(−â) ≥ 0.

Iterating this procedure �nitely many times, we obtain an integral current without increasing the mass,
as desired.

In order to guarantee the existence of a generalized calibration also for 1-dimensional mass-minimizing
recti�ableG-currents, we need an analog of Proposition 4.3 in the framework ofG-currents. Namely, we need
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to prove that the minimum of the mass among 1-dimensional normal E-currents with the same boundary⁵
coincides with the minimum calculated among recti�able G-currents. From the argument used in the proof
of Proposition 4.3we realize that the equality of the twominima in the framework of 1-dimensionalE-currents
is equivalent to the homogeneity property in Remark 4.4.

Remark 4.4. Fix a 0-dimensional recti�able G-current R = ∑ni=1 giäxi with ‖gi‖E = 1 in U ⊂ ℝd. Then
ME(R) =MG(R)

if and only if the following is true: given a mass-minimizing recti�able G-current T with àT = R, then for
every k ∈ ℕ we have thatmin{M(S) : S is a recti�able G-current, àS = kR} = kM(T). (4.5)

Notice that (4.5) can be meaningfully rewritten as

MG(kR) = kMG(R). (4.6)

Condition (4.6) is clearly necessary to have the equality of the twominima. It is also su�cient, in fact one can
approximate a normal E-current with polyhedral currents with coe�cients inℚG.

The homogeneity property, which is trivially veri�ed for classical integral currents, seems to be an interesting
issue in the class of recti�ableG-currents. In Example 4.5we exhibit a subsetM ⊂ ℝ2 such that, if our currents
are forced to be supported on M, then the homogeneity property does not hold. In other words, we can say
that equality of the two minima does not hold in the framework of 1-dimensional E-currents on the metric
space M. We can see the same phenomenon if we substitute the metric space M with the metric space ℝ2
endowed with a density, which is unitary on the points ofM and very high outside.

Example 4.5. Consider the metric space⁶M ⊂ ℝ2 given⁷ in Figure 8. Consider the group G, with n = 3, intro-
duced in Section 2 and let R := g1äp1 + g2äp2 + g3äp3 . We will show that (4.6) does not hold even when k = 2.
In fact it is trivial to prove that MI(R) = 12.
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Condition (4.6) is clearly necessary to have the equality of the twominima. It is also su�cient, in fact one can
approximate a normal E-current with polyhedral currents with coe�cients inℚG.
The homogeneity property, which is trivially veri�ed for classical integral currents, seems to be an interesting
issue in the class of recti�ableG-currents. In Example 4.5we exhibit a subsetM ⊂ ℝ2 such that, if our currents
are forced to be supported onM, then the homogeneity property does not hold. In other words, we can say
that equality of the two minima does not hold in the framework of 1-dimensional E-currents on the metric
spaceM. We can see the same phenomenon if we substitute the metric spaceM with the metric space ℝ2
endowed with a density, which is unitary on the points ofM and very high outside.
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Figure 8.Metric space in Example 4.5.

Example 4.5. Consider the metric space⁶M ⊂ ℝ2 given⁷ in Figure 8. Consider the group G, with n = 3, intro-
duced in Section 2 and let R := g1äp1 + g2äp2 + g3äp3 . We will show that (4.6) does not hold even when k = 2.
In fact it is trivial to prove that

MI(R) = 12.
Nevertheless, concerning MI(2R), it is shown in Figure 9 that

MI(2R) ≤ 23 < 24 = 2MI(R).
Remark 4.6. One can expect a behavior like that in Example 4.5 in the metric space ℝ2 endowed with
a density which is very high outside of the subset M ⊂ ℝ2. To be precise, let us consider a bounded con-
tinuous function W: ℝ2 → ℝ, with W ≡ 1 on M and W ≫ 1 out of a small neighborhood of M. For any
couple (x0, x1) ∈ ℝ2, the distance on (ℝ2,W) is given byd(x0, x1) = inf{ 1∫0 |ã�(t)|W(ã(t)) dt : ã(0) = x0 and ã(1) = x1}.
6 For currents in metric spaces, see [4].
7 The length of each segment is explicitly declared in Figure 8, note that the set is symmetric with respect to the vertical axis.

Figure 8.Metric space in Example 4.5.

5 Here the boundary is of course a 0-dimensional recti�able G-current.
6 For currents in metric spaces, see [4].
7 The length of each segment is explicitly declared in Figure 8, note that the set is symmetric with respect to the vertical axis.
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p1 p2

p3

−g1 −g2
−g2

−g2
g3 g3

g3
−g1

−g1
Figure 9. Counterexample to (4.6).
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Figure 9. Counterexample to (4.6).

Nevertheless, concerning MI(2R), it is shown in Figure 9 that

MI(2R) ≤ 23 < 24 = 2MI(R).
Remark 4.6. One can expect a behavior like that in Example 4.5 in the metric space ℝ2 endowed with
a density which is very high outside of the subset M ⊂ ℝ2. To be precise, let us consider a bounded con-
tinuous function W: ℝ2 → ℝ, with W ≡ 1 on M and W ≫ 1 out of a small neighborhood of M. For any
couple (x0, x1) ∈ ℝ2, the distance on (ℝ2,W) is given by

d(x0, x1) = inf{ 1∫0 |ã�(t)|W(ã(t)) dt : ã(0) = x0 and ã(1) = x1}.
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