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ABSTRACT
In this work, we propose a new method to address audio-
visual target speaker extraction in multi-talker environments
using event-driven cameras. All audio-visual speech separa-
tion approaches use a frame-based video to extract visual fea-
tures. However, these frame-based cameras usually work at
30 frames per second. This limitation makes it difficult to pro-
cess an audio-visual signal with low latency. In order to over-
come this limitation, we propose using event-driven cameras
due to their high temporal resolution and low latency. Recent
work showed that the use of landmark motion features is very
important in order to get good results on audio-visual speech
separation. Thus, we use event-driven vision sensors from
which the extraction of motion is available at lower latency
computational cost. A stacked Bidirectional LSTM is trained
to predict an Ideal Amplitude Mask before post-processing to
get a clean audio signal. The performance of our model is
close to those yielded in frame-based fashion.

Index Terms— audio-visual target speaker extraction,
event-driven camera, optical-flow, LSTM, deep learning

1. INTRODUCTION

The ability to disentangle and correctly recognise the speech
of a single speaker among other speakers (the well known
cocktail party effect [1]) is paramount for effective speech in-
teraction in unconstrained environments. As such, it is an
extremely useful feature for artificial agents, such as speech
assistants and robots. Humans solve this problem using com-
plementary and redundant strategies such as physical sound
source separation (thanks to stereo sound acquisition [2]) but
also using cues from observing the motion of lips [3].

In artificial systems, good results were achieved using
Long-Short Memory Networks (LSTM) [4, 5, 6, 7] or dilated
convolutional layers [8] to extract speaker-independent clean
audio from multi-talker environment using single-channel
audio signals. However, these approaches need to deter-
mine the correspondence between the target speaker and the

This work is supported by the European Unions Horizon2020 project
ECOMODE (grant No 644096).

output clean speech signal, and the number of speakers has
to be known in advance. A solution is to give as input to
the model some target speaker dependant features [9, 10],
using an LSTM-based speaker encoder to produce speaker-
discriminative embeddings. However, this solution needs a
reference utterance of the speaker and an additional trainable
Deep Neural Network (DNN), making the speech separation
performance conditioned on the performance of the speaker
encoder network.

Inspired on the findings that viewing the target speaker’s
face improves the listener ability to track the speech in a
Cocktail Party setting [3], methods that combine visual cues
and speech processing achieved remarkably good results.
They were based on residual networks (ResNet [11]) pre-
trained on a word-level lip-reading task [12] and [13], or on
a pre-trained face recognition model, in combination with
15 dilated convolutional layers [14]. Such architectures re-
quire heterogeneous and large audio-visual datasets to train
the models. A possible approach that allows to use smaller
datasets (such as the GRID dataset [15]) is to rely on pre-
trained models. Good, but speaker-dependent, results were
obtained with the use of images and corresponding optical
flow as inputs to a pre-trained dual tower ResNet extract-
ing visual features [16]. Another alternative is to extract
the video features directly from the image without using
trainable methods. In such a case, the neural networks are
smaller and can be trained with smaller datasets without over-
fitting. Following this idea, in [17] they used face landmark
movements as input visual features to a bidirectional LSTM
that achieved good speaker-independent results on the GRID
dataset. In this work, the use of landmark motion features
rather than positional features turned out to be a key factor.
Inspired by this finding, we propose to substitute the visual
pipeline implemented with traditional frame-based sensors,
face tracking and extraction of motion landmarks, with an
equivalent pipeline, based on the use of a novel type of vision
sensors – the event-driven cameras (EDC) – from which the
extraction of motion is available at lower computational cost
and latency.

EDCs asynchronously measure the brightness change for



Fig. 1. Audio-Visual Speech Separation pipeline.

each pixel, featuring a temporal resolution as high as 1 µs, ex-
tremely low latency and data compression (as only active pix-
els communicate data). With such an input, the audio-visual
system can use the same temporal discretization of the audi-
tory pipeline (10 ms), rather than the one of the visual pipeline
(30 ms is the standard frame-rate of traditional sensors).

Event-driven vision sensors have been widely used with
good results for object tracking [18, 19], detection [20] and
segmentation [21], and for gesture recognition [22]. Recently,
they have been applied in the context of speech processing:
vision-only speech recognition (i.e., lip-reading) on GRID ex-
ploited EDCs as input to a Deep Neural Network architec-
ture [23]; lip movements detected by an EDC were used to
detect speech activity and enable an auditory-based voice ac-
tivity detection [24], for embedded applications that require
low computational cost.

This work presents an audio-visual target speaker extrac-
tion system on multi-talker environment using event-driven
vision sensors that compute motion at lower latency and com-
putational cost. Following [17], we propose a non trainable
method to extract visual features combined with deep learning
techniques to extract the target talker speech in multi-talker
environment. We use the GRID corpus in order to compare
this approach with frame-based methods. To the best of our
knowledge, this is the first work that presents an audio-visual
target speaker extraction system that uses event-driven cam-
eras.

2. METHODS

This work is based on [17]. The main differences are the way
we capture the video, using event-driven camera, and how we
extract video futures in a non-trainable fashion, using the op-
tical flow. We get visual video from event-driven camera and
then compute the optical flow from event-driven video to get
visual features. Besides, we extract audio features and con-
catenate both, audio and video features, to train a Recurrent
Neural Network (RNN) in order to get a time-frequency mask
that we can multiply by noisy spectrogram to obtain the clean

spectrogram (see Figure 1).

2.1. Event-driven camera

Event-driven cameras output asynchronous events when-
ever each pixel detects changes in log intensity larger than
a threshold. These events have an associated timestamp, t,
pixel position, < x, y >, and polarity (log intensity increase
or decrease), p. Outputting these events asynchronously,
event-driven cameras reduce latency and increase the dy-
namic range compared with frame-based cameras [25]. Like-
wise, the event-driven cameras only emit events for moving
objects, they remove any data redundancy from not mov-
ing objects on the field of view. Thus, the camera outputs
large amount of events when something is moving fast and it
outputs few events when something is moving slowly in the
scene. These properties make event-driven cameras suitable
for extracting motion features like those happening when a
subject is talking. Besides, event-driven cameras do not have
any time restriction like happens with frame-based cameras
that record at 30 fps, where there is only visual information
available every 33 ms.

2.2. Optical-flow

Although event-driven cameras are suitable to extract motion
features, this is no easy task because traditional motion esti-
mation methods can not be used with events due to high tem-
poral precision of the events. In this work, we use a method
presented by Benosman et al. [26]. This method uses the time
of the events from the camera to compute the direction and
amplitude of the motion of each event. One interesting thing
of this method is that it relies on the precise timing of each
event and performs the optical flow of each event without us-
ing time intervals and thus, there is no need to generate frames
to compute the optical flow. Besides, this method is compu-
tationally and temporally very efficient.



3. EXPERIMENTAL SETUP

The complete pipeline of the system we use in this work can
be seen in Figure 1.

3.1. Dataset

The GRID dataset is used in this work [15]. The dataset con-
sists of audio and videos of 3 seconds of 34 speakers speaking
1000 sentences in front of the camera. The dataset was gen-
erated using 200 sentences from 33 speakers (one was dis-
carded because the videos from the speaker were not avail-
able). Then, with each sentence from each speaker other
3 different audio-mixed samples were generated using other
speaker sentences. Finally, for each speaker 600 mixed-audio
were available. From the total amount of samples, samples
from 25 speakers were for training, from 4 speakers for vali-
dation and from the last 4 speakers for testing the model. The
video was upscaled to 100 fps using video processing soft-
ware to have more temporal information. The event-based
video was recorded pointing ATIS event-driven camera [25]
with 8mm lens to a high definition LED monitor. Due to the
low quality of the original videos (360 × 288 pixels resolu-
tion) and in order to preserve the details in lip movements,
the mouth area with 100 × 50 pixels resolution from each
event-based video is extracted.

3.2. Model training

In order to train the model we need to pre-process the original
audio waveform, pre-process the original video to extract the
visual features and define the RNN architecture and configu-
ration.
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Fig. 2. Optical flow representation with regions of 10 × 10
pixels

3.2.1. Audio pre- and post-processing

Following the most of the works that address speech separa-
tion and speech enhancement task, the audio original wave-
forms were pre-processed as follows: First, the audio files
were resampled to 16 kHz. Then, over the resampled audio
waveforms Short Time Fourier Transform (STFT) was ap-
plied using Fast Fourier Transform (FFT) size of 512, Hann
window of length 25 ms, and hop length of 10 ms. The spec-
trogram |x|p of each input audio sample was obtained per-
forming power-law compression of the STFT magnitude with
p = 0.3. Finally, the data was normalized per-speaker with
0 mean and 1 standard deviation. To reconstruct the clean
audio, on the post-processing stage, the inverse STFT to the
estimated clean spectrogram was applied using the phase of
the noisy input signal.

3.2.2. Video pre-processing

First we need to generate frames every 10 ms to align the vi-
sual and audio features. Over each frame we compute the
optical flow with the method explained in 2.2. However, due
to the nature of event-driven cameras, the number pixels that
generate events in each frame is different and therefore, the
number of video features in each frame is different. To avoid
this problem, we generate regions of same size across the
100× 50 pixels.

For each location we compute the mean of the x compo-
nent and y component of optical flow and the event-rate, the
number of events on each location at each frame. For ex-
ample, with regions of 10 × 10 pixels we have a total of 50
regions and if we compute the event-rate and the mean of the
x and y components, we have 150 video features. In Figure 2
an example of the x component and y component of optical
flow for a specific frame can be seen.

3.2.3. Deep Neural Network

The RNN model consists of 5 stacked Bidirectional Long
Short-Term Memory (BiLSTM) layers, with 250 neurons in
each layer. The inputs of the model are the audio and visual
features concatenated. The output of the network is an Ideal
Amplitude Mask (IAM) and the loss function Jmr [17].

The models are trained using the Adam optimizer and
20% of dropout to avoid overfitting. Each model is trained
up to 500 epochs and early stopping is applied on the valida-
tion set to stop the training process.

4. RESULTS

To measure the performance of each model, we use the well
known source-to-distortion ratio (SDR) to measure the sep-
aration of target speech from the concurrent speech, and
PESQ [27] to measure the quality of cleaned speech (i.e. the
speech enhancement measure).



SDR PESQ
Noisy signal 0.21 1.94
Frame-based approach [17] 7.37 2.65
Event-based approach (150 features) 7.03 2.65
Event-based approach (400 features) 6.58 2.59
Event-based approach (LSTM) 3.79 2.22

Table 1. GRID dataset results.

Table 1 shows the results yielded with different models.
To train the first model we use 150 video features as input
(concatenated with the audio features). These 150 features
correspond to the x and y components of the optical flow
and the event-rate (the number of events) for each of the 50
regions (10 × 10 pixels each region). It can be seen that
the results are quiet good, with higher than 7.0 SDR and on
pare with the frame-based approach on PESQ performance.
This shows that, although the original GRID dataset is frame
based, the event-based approach can work almost as good as
frame-based approach. It is noteworthy that in the frame-
based approach there is need to perform a linear interpola-
tion to align video features with the audio features, some-
thing that is similar to what we did when we upscale the orig-
inal video to 100 fps. However, from our dataset we have to
record the video with event-based cameras from a high def-
inition screen, something that generates noise on the event-
based videos. Even with these drawbacks, it can be said that
event-based approach is almost on pare with the frame based
approach.

In the next experiment we decrease the size of each region
to 5× 5 pixels in order to have more localized video features.
However, the number of input features increases enormously.
That is why we only used x and y components of the opti-
cal flow (400 input features in total). Although the results are
good (6.58 SDR and 2.59 PESQ), they are not close to those
achieved with 150 input features. One of the drawbacks of
BiLSTMs used in the previous experiments is that they need
to pass all the features forward and backward before giving a
prediction. That means that BiLSTM is not a suitable RNN
architecture to work on real-time. That is why we carried out
one final experiment using LSTM instead of BiLSTM. How-
ever, the results show that the performance of deep LSTM
is far from that yielded by the models with BiLSTM. That
means that neither BiLSTM, neither deep LSTM are the best
methods to address the Cocktail Party problem on real time.

5. CONCLUSIONS AND FUTURE WORK

This work presents a RNN for speaker target extraction on
multi-talker environment using event-driven camera for the
GRID dataset. We show that although this approach does not
outperform the frame based approach, the performance of the
presented method is almost on pair to the frame-based ap-
proach. This work also show that the x and y components of

the optical flow from the lip region can be useful video fea-
tures on speech separation. To the best of our knowledge, this
is the first work that uses event-driven cameras to address the
speech separation task.

However, due to the frame-based nature of the original
dataset, the processed ATIS video signal is not as sharp as
the original one, actually, it is a more noisy. Therefore, one
can think that with an event-based original video the results
achieved will improve. On the other hand, the BiLSTM is not
a suitable RNN architecture for speech separation in real-time
but the performance of LSTM is far to be comparable o that
of BiLSTM.

One of the main drawback of event-driven cameras is
the lack of audio-visual benchmark datasets. Therefore, fu-
ture work will extend to generate an audio-visual dataset for
speaker target extraction in event-driven fashion. With this
dataset it will be easier to study the potential of using event-
driven cameras for speech separation and enhancement. It is
interesting to appoint that with event-driven cameras, unlike
with frame-based cameras, the temporal limitation to perform
speech separation is the temporal window to calculate the
STFT. Thus, in order to do speech separation in real-time
we have to move towards to new methods to extract audio
features and other architectures different to RNNs. One inter-
esting approach might be to work with audio features in time
domain instead of in time-frequency domain [8] and using the
methodology presented in this work to extract video features.
Besides, another interesting research line might be working
on asynchronous fashion using event-driven audio and video
features with Spiking Neural Networks (SNN).
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