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Abstract

Recently, society has relied on scientists for creating cleaner and more sustainable chemical

processes, giving rise to research efforts in the field of ”Green Chemistry.” This trend is

predicted to grow in the coming years and is aimed at generating low waste, efficient,

healthy, and safe scientific procedures. Biocatalysis plays an important role in the field

of Green Chemistry due to the biodegradability and mild reaction conditions characteristic

of biological catalysts. Biomimetic studies show promise for clean energy solutions through

the imitation of the structure and function of an enzyme active sites.1

The Vogiatzis group at the University of Tennessee focuses its research on describing

chemical systems relevant to Green Chemistry. Through electronic structure theory methods,

our goal is elucidate the electronic structure of small molecules containing transition metals

and gain insight on their available catalytic mechanisms.

The role of transition metal-mediated oxidation of alkanes has proven to be one of

the greater challenges in various branches of chemistry.2 Consequently, the elucidation of

the mechanistic aspects that lead to the catalytic conversion of methane to methanol has

received considerable attention. Small molecules containing iron(IV)-oxo have been observed

to functionalize the C-H bond of methane in mononuclear heme and non-heme enzymes. The

process converting methane to methanol is currently used for industrial applications, and an

effort to understand the ligand environment that leads to the C-H bond functionalization is

of high interest.3

Nitrogen, essential to all living organisms, is found abundantly in our atmosphere in its

unusable form, dinitrogen. Nitrogen ”fixation” describes a process that converts N2 into a

usable, nitrogen-containing molecule. The well known industrial Haber-Bosh process was

a revolutionary discovery that paved the way for large production of fertilizers that aid
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the growth of crops. Although the Haber-Bosch process has many benefits to society, the

environmentally hazardous process is heterogeneously catalyzed by hydrogen gas and iron.

The heat and fossil fuel material required for the reaction imposes concerns about health,

sustainability, and efficiency. Biomimetic studies have focused solutions around a class of

enzymes known as nitrogenases. Molybdenum nitrogenase enzymes are able to perform

efficacious nitrogen fixation under ambient conditions. For this reason, our group aims

to elucidate the electronic structure of dinitrogen-molybdenum moieties and gain a better

understanding of the binding activity between molybdenum and dinitrogen.
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Chapter 1

Theoretical Background

1.1 Computational Chemistry

The main goal of electronic structure theory methods is better understand the nature

of matter by solving the electronic Schrödinger equation for a given n-electron system.

A key assumption allowing for the development of computational methods is the Born-

Oppenheimer Approximation, which states that the nuclei can be approximated as fixed

points in space due to the large size difference between the electron and nucleus. Since

nuclei are much heavier than electrons, they move significantly slower. This allows for the

kinetic energy term of the nuclei to be disregarded and the repulsive term of the nuclei

to be set constant.13 The separation of nuclear and electronic motion allows for a good

approximation of the Schrödinger equation

Ĥψ = Eψ (1.1)

The left side of the Schrödinger equation is composed of a Hamiltonian operator and a

wave function, and the right side is given by a scalar, E, corresponding to the total energy

of the system, and the same wavefunction. The wave function ψ is an eigenfunction with

respect to the Hamiltonian, and E represents its eigenvalue. The Hamiltonian operator can

be written in terms of the kinetic (T̂ ) and potential energy (V̂ )
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Ĥ = T̂ + V̂ (1.2)

When substituting the kinetic and potential energy terms into the Schrödinger equation and

rewriting the kinetic term, we get

(
− ~

2µ
∇2 + V (r)

)
ψ = Eψ (1.3)

for the hydrogen atom where µ represents the reduced mass of the system, and the Laplace

operator, ∇2, is given as the divergence of the gradient of a function on Euclidean space.

The potential energy term V(r) is also known as the Coulomb interaction. The Coulomb

interaction is the attractive potential responsible for holding the electron and nucleus

together and depends on the distance, r. The potential energy term V(r) can be written as

V (r) =
−Ze2

4πε0r
(1.4)

Z represents the nuclear charge (Z=1 for hydrogen), e is the charge of an electron, the

constant ε0 is the permittivity of vacuum, and the interaction between the nuclei and electron

is dependent upon the distance, r. The definition of the Coulombic and kinetic terms give

the hydrogen Hamiltonian as

Ĥ = − ~
2µ
∇2 − Ze2

4πε0r
(1.5)

The Schrödinger equation for a hydrogen atom can be separated into radial and spherical

parts. The spherical harmonic functions result in the commonly recognized orbital shapes,

and the radial function represents the term containing the distance between the nucleus

and the electron. Approximating and optimizing the radial component of the Schrödinger

equation is a large focus in computational chemistry and will be discussed in the following

section on basis sets.14

Once a multielectron system is introduced, approximations are needed to solve the

Schrödinger equation. For example, the Schrödinger equation for a two-body system such

as the He atom is written as

2



− ~2
[

1

2µ

(
∇2

1 +∇2
2

)]
ψ(r1, r2) +

e2

4πε0

[
1

r12
− Z

(
1

r1
+

1

r2

)]
ψ(r1, r2) = Eψ(r1, r2) (1.6)

The electron-nucleus distance vectors are denoted as r1 and r2, respectively. The distance

between the two electrons is given as r12. Similar to the hydrogen equation, the kinetic

energy term is defined with the Laplace operators, one for each electron, and the attractive

potential is given by the terms in the Hamiltonian containing 1
r1

and 1
r2

. The computational

difficulty arises from the repulsive potential between the two electrons, and is represented by

the Hamiltonian term containing a dependence on the distance between the two electrons,

r12. The repulsive potential term requires approximations since the variables in the term are

not separable, and therefore, we cannot solve it directly. The Hamiltonian for an n-body

problem quickly becomes increasingly complex due to the inability to separate variables in

the repulsive potential term.13 Electronic structure theory methods are needed for solving

complex n-body problems where good approximations essential to obtaining relevant results.

1.2 Hartree-Fock Theory

Single determinant Hartree-Fock (HF) theory, also known as Self-Consistent Field (SCF)

theory, aims to solve the Schrödinger equation for a set of spin orbitals that form a single

determinant. (1.7)

|ψ0〉 = |ab · · · · · n〉 (1.7)

Given an electronic Hamiltonian, the aim of HF theory is to get a good approximation of

the ground state energy of an N-electron system. The spin orbitals can be changed in order

to reach the minimal energy, which is accomplished through the variational method, as long

as they meet the condition of being orthonormal. (1.8)

〈a|b〉 = δab (1.8)

3



where δab is the Kronecker delta. When the energy is at the minimum, the corresponding

spin orbitals are regarded as the optimal set of spin orbitals for the system.13

The Fock operator (f̂) is used as the Hamiltonian in the HF method. The HF equation

is a pseudo-eignenvalue equation that uses spin orbitals as eigenfunctions and the resulting

eigenvalues as orbital energies.

f̂ |a〉 = εa|a〉 (1.9)

The orbital energies as expectation values of the Fock operator

εa = 〈a|f̂ |a〉 (1.10)

The sum of the one electron orbital energies alone is not the total energy of the ground

state of the system. The total energy includes both exchange and coulomb terms resulting

from the interactions between two electrons. The sum of the two electron integrals is doubly

accounted for, and for this reason, equation (1.11) includes a factor of one-half

E0 =
N∑
a

〈a|f̂ |a〉+
1

2

N∑
a

N∑
b

〈ab||ab〉 (1.11)

The first term on the right-hand side of the equation is the sum of the one-electron integrals,

while the second contains the sum of all the two-electron integrals from the exchange and

coulomb terms.

HF makes approximations based on the assumption that one determinant is a sufficient

description of a wave function, which is not always the case, and the SCF method assumes

that electrons can be described in terms of a mean-field where an electron interact with an

average charge distribution. The Coulomb integral used in HF replaces the electron-electron

repulsion term in the Schrödinger equation with an integral containing the charge densities

of two electrons and solves for the average repulsion. This induces an error into the HF

energy known as the correlation energy

Ecorr = Eexact − EHF (1.12)

4



The HF method assumes that two electrons with the same spin have a zero probability

of occupying the same point in space, but predicts a nonzero probability for electrons with

different spins. Therefore, electrons with different spins are uncorrelated in HF, but electrons

with the same spin are considered correlated.

Restricted HF (RHF) is a common form of HF which implies that each of the spatial

molecular orbitals is doubly occupied. Unrestricted HF (UHF) is another HF method used

when there are unpaired electrons in a system. This allows for different spatial orbitals based

on electron spin. RHF typically gives a bad description of molecules at long bond lengths

where dissociation occurs. For example, RHF fails to accurately depict H2 as it dissociates

and the hydrogens behave as an open shelled system. On the other hand, the RHF gives a

better description than UHF at equilibrium.

The RHF equation can be solved by using the Roothaan equations. The Roothaan

equations convert the differential equation to a set of algebraic equations using matrix

techniques by introducing a basis set. The overlap and Fock matrices are formed by

substituting the basis linear expansion into the HF equation, affording the Roothaan

equations

FC = SCε (1.13)

1.3 Density Functional Theory

As discussed in the first section, the time-independent, nonrelativistic Shrödinger equation

(1.1) is an eigenvalue equation composed of a wavefunction ψ that is an eigenfunction of the

Hamiltonian operator Ĥ that results in the same wavefunction ψ and the energy eigenvalue,

E. In most cases, the more complicated Schrödinger equation concerning electrons interacting

with multiple nuclei is needed. Density functional theory (DFT) provides another method

for solving the many-body problem.15

A measurable quantity is the probability that N electrons are at a given set of coordinates

(r1, r2,..,rn). The probability is measured by the wave function with respect to rn multiplied

by its complex conjugate. Due to not differentiating between electron one, two, etc., the

5



interest lies in the probability that the set of electrons have the coordinates r1, r2,..,rn. The

density of electrons at a given position in space is expressed in the equation below

n(r) = 2
∑
i

ψ∗i (r)ψi(r) (1.14)

The summation of the electron wave functions gives the probability that a wave function

ψ(r) is located at position r. Physically observable information can be derived from the

Equation 1.14. The multiplication by a factor of two arises from the ability of the orbitals

to hold two electrons, one spin up and the other spin down.15

Kohn and Hohenberg provided two fundamental theorems for density functional theory

(DFT) known as the Hohenberg-Kohn theorems. One theorem states that ”the full many-

particle ground state is a unique functional of n(r).”16 Therefore, this theorem proves that

when solving the Schrödinger equation for the ground-state energy, the electron density is

unique to that functional and establishes a direct correlation between ground-state energies

and their electron densities.15 The second theorem relates the minimal energy of the system

and its corresponding electron density as the true electron density for the full solution of the

Schrödinger equation.

Using the following equation, Kohn-Sham equations solve for the electron density by

considering single-electron wave functions

[
(
−~2

2m
) ∇2 + V (r) + VH(r) + VXC(r)

]
ψi(r) = Eiψi(r) (1.15)

and contains the summation of three potentials. V(r) describes the potential between

the electron and the atomic nuclei. The VXC term represents the exchange-correlation and

is not exactly known. To solve for this, functionals with approximations are used. The VH

term corresponds to the Hartree potential. This term describes the Coulomb repulsion of an

electron with the whole electron density.15

To solve for the ground-state energy using the DFT method, a trial electron density is

chosen to start with. This first guess is calculated by solving the Kohn-Sham equation. (2.1)

Using the resulting wave functions, the next step is to calculate the electron density using

6



Equation (1.14). If these match, the solution has been found. If not, a new trial function is

chosen.15

1.4 Functionals

The exchange-correlation functional used in DFT calculations is an approximation. The

local density approximation (LDA) was developed to better describe the exchange-correlation

contribution. The LDA functional is given by

ELDA
XC [n(r)] =

∫
n(r)εXC(n(r))dr (1.16)

The εXC term represents the known exchange-correlation energy for each particle in a

uniform electron gas with density n. For systems with varying density, corrections have

been developed. The LDA allows for the Kohn-Sham equation to be solved, but does not

solve the Schrödinger equation exactly.17

Another approximation that is better suited for smaller systems, the generalized gradient

approximation (GGA), relies on information about the electron density’s local gradient. The

local gradient takes into account that electron densities are not typically uniform but vary

spatially. Many different GGA functionals have been developed and are commonly used

today.15

There are two main categories of functionals: empirical and nonemperical. Made to

employ when using experimental data or ab initio, respectively, empirical functionals are

parametrized to fit experimental data. Nonemperical functionals have more criteria to satisfy

and are used to solve the Kohn-Sham equatons given a certain set of constraints. A higher

degree of accuracy is achieved when more constraints are met in a given GGA nonemperical

functional.15

Some of the most popular functionals are a subset of GGA functionals known as hybrid

functionals. Hybrid functionals contain components from both the exact exchange and the

GGA functional. For example, the B3LYP functional is a popular hybrid functional due to

closely correlating with experimental results.18 These types of functionals do not satisfy the

7



uniform density limit, which is why they are useful for smaller molecules where the electron

density is more varied than in bulkier systems.15

1.5 Basis Sets

Basis sets are used for constructing an appropriate wave function in quantum chemistry.

Mathematically, basis sets are defined as a set of vectors that span a space in which a

problem is solved. For application in quantum chemistry, a basis set gives the wave function

a vector representation. For the purpose of building a wave function, a basis set is a set of

non-orthogonal, one particle functions. Basis functions are used to build molecular orbitals

and are expanded as linear combinations with coefficients. Typically, basis functions are

centered on atoms but it is possible to have basis functions centered on bonds. For the

purposes of this study, the basis sets centered on atoms will be considered. Often referred

to as the LCAO-MO (linear combination of atom orbitals) approximation, the molecular

orbitals are built from a linear combination of atomic orbitals13

ψ(r) =
∑
i

cixi(r) (1.17)

Molecular wave functions formed from a set of basis functions have both a radial and

spherical component, and the description of the radial part is the essential component of the

basis function. The radial component is commonly represented by Slater-type and Gaussian-

type orbitals (STOs and GTOs). The Slater-type orbital is of the form e−ar where a is

a constant known as the Slater exponent and controls the width of the orbital, and the

Gaussian-type orbital is of the form e−ar
2

where a controls the width of the orbital. The

dependency on the distance of the electron from the atomic nucleus, r, is the key difference

between Slater-type and Gaussian-type orbitals. The major behavioral differences in the

two functions occurs when the distance, r, is equal to zero or large. The cusp is incorrectly

described when r is zero, and the exponential tail incorrectly describes the decay rate when

r is large. The Slater-type function has a finite slope whereas the Gaussian-type function

has a slope of zero.

8



In the simplest example, a hydrogen atom, the Slater-type orbital gives an accurate

depiction of the 1s atomic hydrogen. The normalized 1s Slater-type function (1.18) more

accurately describes the 1s hydrogen atomic orbital than does the normalized 1s Gaussian-

type function (1.19).

ψ1s(a, r-R) = (
a3

π
)
1
2 e−a|r-R| (1.18)

ψ1s(a, r-R) = (
2a

π
)
3
4 e−a|r-R|

2

(1.19)

The generalized equation of Slater- and Gaussian-type orbitals are defined below in

Equation 1.20 and 1.21, respectively. The variable a represents the orbital exponent.

ψSTO =
(2a

π

)1/2
e−ar (1.20)

ψGTO =
(a3
π

)3/4
e−ar

2

(1.21)

As the number of orbitals begin to grow, computing the Slater-type functions becomes

increasingly difficult. The accurate description of the 1s atomic hydrogen’s electron density

near the nucleus is best shown by the kusp of the Slater-type function. Figure 1.1 illustrates

the differences in the general Slater- and Gaussian-type functions

Figure 1.1: Slater- versus Gaussian-type function
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The electron density near the nucleus forms a cusps, as proved in Kato’s cusp condition, also

known as Kato’s theorem.19 This is computationally demanding to solve, therefore, GTOs

provide a feasible approximation.

Due to the computational difficulties accompanied with the Slater-type function, the

solution is to use Gaussian-type orbitals (GTOs) as a linear combination, which are known as

contracted Gaussian-type orbitals (CGTOs). For molecular calculations, Gaussian primitives

make up CGTOs. Linear combinations of primitives are used as basis functions with fixed

coefficients and exponents.20 Below is the generalized equation for a CGTO basis function

where N is equal to the normalization constant

ψCGTO =
n∑

i=1

ciNe
−air2

(1.22)

The more primitives in the basis set, the better the approximation the CGTOs are to the

STOs, as shown in Figure 1.2

Figure 1.2: Comparison of CGTO’s with an STO using the STO-nG Pople basis set

Basis sets expand upon CGTOs to describe the physical behavior of molecular orbitals. A

minimal basis is defined as having one basis function per atomic orbital in the atom (CGTO,

GTO, or STO). Using CGTOs, a basis set can contain any number of primitive functions,

but this does not always capture the flexibility of molecular orbitals. Extended basis sets use

multiple functions to describe each atomic orbital, expanding the basis function and more

accurately describing molecular orbital flexibility. Extended basis sets are typically denoted

by zeta (ζ). The double- and triple-ζ basis sets are frequently employed and correspond to a
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basis set that has two or three basis functions per atomic orbital, respectively. Although one

can keep extending the basis, the addition of basis functions is computationally expensive

and other solutions are available.

Two types of additional extensions of basis sets are useful in this paper’s studies. Often

it is not necessary to have an extended set of basis functions for core atomic orbitals, and

to compensate for this, split valence basis sets are implemented. A split valence basis sets

assigns one basis function for each core atomic orbital and a given number of contracted basis

functions to each valence atomic orbital. Furthermore, polarization functions are useful for

describing the flexibility of the orbital as another atom approaches it. As an atom gets closer

to another, the orbitals may prefer to shift to one side. This shifting is best simulated by

mixing the basis functions of an orbital with angular momentum ` with basis functions of `

+ 1.

1.6 Multireference Methods

In some cases, a single determinant is not sufficient description of the electronic structure

where near degenerate electronic states exist, such as transition metals and when describing

the breaking or forming of a bond. RHF and UHF methods (described in the HF section) each

have their disadvantages. RHF does not correctly describe dissociation, and UHF is not an

eigenfunction of the spin operator. At least two determinants are required to preserve a spin

eigenfunction. An approach known as multiconfigurational self-consistent field (MCSCF) is

used for this purpose.

The MCSCF wave function depends on both a parameter associated with the orbitals

and a parameter related to the configuration interaction (CI) vectors and can be written as

|ψ0(k,c)〉 = e−k̂
∑
m

cm|ψm〉 (1.23)

where the spin orbitals undergo unitary transformation by exponential term with the opera-

tor k, and cm represents the CI-vector expansion coefficients. The MCSCF wave function is
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contrived by variationally optimizing the configuration interaction (CI) coefficients (c) and

the molecular orbital (MO) coefficients (k)

EMCSCF =min
k,c

〈ψ0(k,c)|Ĥ|ψ0(k, c)〉
〈ψ0(k,c)|ψ0(k,c)〉

(1.24)

Figure 1.3: Illustration of CASSCF subspaces

The complete active space self-

consistent-field (CASSCF) method

is an extension of HF that differen-

tiates between three subspaces: in-

active, active, and virtual orbitals.

The active space, or the full con-

figuration interaction (FCI) space,

includes every possible electronic

configurations in a given system

constrained to a particular spin and spatial symmetry. In CASSCF, the FCI is reduced

to include only the configuration functions (CFs) that represent doubly occupied orbitals in

the inactive space and empty orbitals in the virtual space. Therefore, the FCI expansion is

only found in the active space. The active space is either determined by prior knowledge of

the chemical problem (for example, which orbitals are involved in bond breaking or forming

of the system) or must be experimented with. An illustration of the CASSCF subspaces is

given in Figure 1.3.21

The CASSCF method describes static correlation effects due to considering multiple

configurations in the active space but is missing dynamic correlation, which is associated

with the instantaneous correlation among the electrons due to their mutual repulsion.22

CASPT2 methods provide dynamic correlation by expanding the CI coefficients on the MR

wave function. The CASPT2 method is typically applied to the CASSCF wave function to

include dynamic correlation effects and this method is denoted as CASSCF/CASPT2.

The combined CASSCF/CASPT2 methods are useful for a variety of quantum chemical

problems. Applications such as the study of the electronic structure and spectroscopy of a

12



transition metal complexes, spin-orbit coupling in actinide chemistry, photochemistry, and

much more.21
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Chapter 2

Computational Studies of

Molybdenum Dinitrogen Binding

Activity

2.1 Introduction

Comprising of more than 78% of our atmosphere, nitrogen, in its dinitrogen (N2) form, is one

of the most abundant gases on Earth.23 Additionally, nitrogen is one of the most important

elements for life, essential for survival and growth in all living systems. Dinitrogen itself

is unusable, and it is necessary to convert N2 into a usable form (a nitrogen containing

species) or ”fixing” nitrogen.24 Organisms capable of fixing and growing on N2 as the

sole nitrogen source are known as diazotrophs and typically complete this process under

ambient conditions.25 Studies have used biological inspiration as the basis for many nitrogen

fixation studies in an attempt to mimic the biological process and create an environmentally

friendly synthetic route.6;26;27;28;29;30 A man-made, sustainable nitrogen fixation process for

the application of promoting crop growth is of extreme importance to our world today due

to society’s enormous, and growing, food consumption.31
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The most common forms of utilizable nitrogen are NO3
− and NH4

+, which are commonly

employed in fertilizers. These compounds are highly valuable for bolstering crop growth due

to nitrogen depletion severely limiting the growth of plants and crops.32 NH4
+ binds with

negatively charged ions in soil and is then available for absorption by the plant. Although

the uptake of ammonium from fertilizers is advantageous for the growth of crops, there are

some disadvantages associated with the efficiency of fertilizers. Nitrifying and denitrifying

bacteria in the soil compete for both NO3
− and NH4

+ respectively, exploiting the compounds

for energy.33 Nitrifying bacteria discharge nitrate, while denitrifying bacteria expel N2 back

into the atmosphere. Washing away into ground water is another unintended fate for NO3
−.

Overall, both of these alternate paths for of fertilizer make up two-thirds of the material

used. Only about one-third of the amount of fertilizer used succeeds in facilitating growth

in crops and plants. Therefore, approximately only one-third of the energy used for creating

fertilizer is efficiently used.25

Nitrogen fixation can occur via oxidation or reduction. Some natural, oxidative processes

include lightning and combustion, which account for nearly 10% of fixed nitrogen. Reductive,

man-made processes account for nearly 30%; biological reduction processes account for nearly

60% and occur at ambient temperature and pressure, without the use of H2. In biological

processes, usable nitrogen is vital for many prokaryotes (archea and bacteria), which are

microscopic organisms adroit in perform nitrogen fixation.25 One example is nitrogenase

enzymes that are commonly found in bacteria and play a vital role in the fixation of N2.

Nitrogenases perform the reduction of N2 to ammonia via the mechanism below34

8e− + 8H+ +N2 → 2NH3 +H2 (2.1)

Scientific studies began over 150 years ago when Jodin suggested that microbes were

capable of N2 fixation.35 The name ”nitrogenase” was coined in 1934 by a scientist named

Burk who conducted the first significant studies in living cells.36;37 Beginning in the 1960’s,

scientists had developed mechanisms for extracting active nitrogenase, allowing mechanistic

investigations to begin.38;39;40 The decades that followed saw many advancements in the

structural and mechanistic characterization of nitrogenase.41;42;43
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Figure 2.1: Molybdenum nitrogenase. (A) MoFe
protein complex with the Fe protein homodimer on the
left half of the protein, and the right side depicts the
MoFe protein α subunit in green, and the β subunit in
cyan. (B) Models of the three different metal clusters:
the 4Fe4S cluster (F), P-cluster (P), and FeMo-co
(M).4

A report by Burgess and Lowe published

in 1996 summarized many key discoveries

made in the past 35 years.44 For instance,

nitrogenase was determined to be composed

of two parts, one component was the

MoFe protein dinitrogenase, and the other

was dinitrogenase reductase, the electron-

transfer Fe component.43;45;46;47;48;49;50 A

second discovery revealed that the catalysis

required a reducing source, MgATP. Third

was the revelation that single electron

transfer and MgATP hydrolysis cause the

nitrogenase and dinitrogenase components

to associate and dissociate in the catalytic

cycle.47 Another key discovery described the

composition of the MoFe protein. Two

metal clusters, the P-cluster and the iron-

molybdenum cofactor (FeMo-co) reside in the MoFe protein. Substrate binding and reduction

occurs at the MoFe-co active site, and the main role of the P-cluster is electron transfer

between the Fe protein to the FeMo protein.41;51;48;52;53;54;55;42;53;56;57;58 (Figure 2.1) Finally,

another important discovery during this time period was the various types of nitrogenases

besides molybdenum. The molybdenum in FeMo-co is interchanged with vanadium and iron

in V- and Fe-type nitrogenases.59 Although substantial progress was made during this time,

the details of the catalytic mechanism remained unexplained.

These early advances paved the way for great developments in the understanding of the

structural and functional components of nitrogenase. Mechanistic proposals based on the

identity of the interstitial atom in the MoFe cofactor were controversial due to a previous

assumptions (for example, studies were conducted assuming nitrogen was the interstitial

atom) made from an inability to identify the atom with certainty.60;61;62 The interstitial atom

is an important aspect of the MoFe-co due to its speculative role in breaking the N2 triple
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bond. Recently, high resolution X-ray diffraction studies have aided in clearly identifying

the interstitial atom located in the MoFe cofactor.63 The clarification of the interstitial atom

in the FeMo-co puts scientists one step closer to understanding the perplexing nature of

the active site. In addition to spectroscopic studies, computational studies have assisted

in elucidating the FeMo-co structure and mechanism.26;27;28;29;64;65;66;67;68;69;70 For example,

computational studies by Siegbahn concurred with the X-ray structures suggesting that the

interstitial atom of the MoFe cofactor was carbon.71 Studies are still needed to clarify the

specific structural role of the carbon in the center of the MoFe cofactor. Other studies leading

to advancements in the understanding of nitrogenase enzymes include the properties of V-

type nitrogenase72;73;74, the order of the catalytic steps75;76;77 and the essence of electronic

transfer between metal clusters, and the role of ATP.78;79;80

Figure 2.2: (a) Reaction scheme of the Haber-Bosch
process (b) Reaction scheme of the FeMo cofactor
active site in nitrogenase5

One of the most notable scientific break-

throughs in the field of nitrogen fixation

was made in 1918 by Fritz Haber. Haber

developed a way to produce ammonia using

a heterogeneous catalyst, H2 and atmo-

spheric N2 over iron.81 In 1931, Carl Bosch

revolutionized the process by augmenting it

to an industrial level.23 Consequently, it is

famously known as the Haber-Bosch process

and is still widely employed today. The

significance of this discovery led to Haber

and Bosch receiving Nobel Prizes for their

novel contribution in the field of nitrogen

fixation.82 The Haber-Bosch process and other breakthrough methods involve reacting

dinitrogen and hydrogen gas over a magnetite catalyst (Fe3O4) along with other various

metal oxides.6;81;5

The Haber-Bosch process paved the way for increased global agricultural production in

a world where many go hungry, yet the process is not quite as efficient as its biological
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counterpart nitrogenase.83 Figure 2.2 illustrates the different mechanisms used in the Haber-

Bosh process and the MoFe cofactor in nitrogenase.5 A major drawback in the Haber-Bosch

process is the high pressure and temperature required under in order to overcome the high

N2 dissociation barrier at 225 kcal mol−1, and the pure hydrogen source is derived from

fossil fuel hydrocarbons.84;85 Environmental damage is caused by the steam reformation of

methane in the heterogeneous catalyst and accounts for most of the cost of the Haber-Bosch

process.86 Nitrogen fixation is estimated to be responsible for 1-2 percent of the world’s total

energy consumption per year.87

In addition to being an inefficient production process, it is estimated that a large portion

of produced fertilizer is lost to the environment. In 2005, nearly 100 Tg N produced from the

Haber-Bosch process was used for agricultural purposes and only 17 Tg N was consumed by

humans.88 One study indicated that nearly 40% of nitrogen fertilizer lost to the environment

denitrifies and returns to the atmosphere as N2.
89 Although dinitrogen is benign in the atmo-

sphere, it represents about 1% of the global primary energy supply wasted in the production

of fertilizers.89 The increased production of reactive nitrogen has altered the balance of green-

house gases and toposhperic ozone, affects acidity levels in soil and form secondary particle

matter in the atmosphere, all of which negatively impact people and the environment.23

Figure 2.3: Synthesized molybdenum
based complexes: (a) & (b) PPP-pincer
catalysts by Nishibayashi (c) Mo-complex
that cleaves the N2 triple bond by Cummins
(d) Schrock mononuclear Mo-catalyst6

Inorganic compounds have been synthesized in

an attempt to mimic the biological efficiency of the

nitrogenase FeMo-co performing N2 functionalization

under ambient conditions in a homogeneous environ-

ment.5 The biomimetic approach has led to research

groups synthesizing complexes with a molybdenum

active site.90;91;92;6 Four of such complexes are shown

in Figure 2.3.

Not all of the complexes in Figure 2.3 achieved

N2 functionalization by cleaving the N2 bond. For

example, in 1996, Laplaza and Cummins produced a dinuclear molybdenum system that

forms two metal nitrido complexes via stretching of the N2 bond (Figure 2.3(c)) .93

Nishibayashi and coworkers studied molybdenum species with PNP-pincer and tridentate
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triphosphine ligands and suggested that catalysis is performed via direct cleavage of the

N2 bond or by alternating protonation and reduction pathways.5 Yandulov and Schrock

proposed a catalyst that successfully fixated nitrogen and produced ammonia under

ambient conditions with a coordinated tetradentate triamidoamine ligands with three

hexaiopropylterphenyl (HITP) substitutions in a molybdenum system acting as a catalyst

(Figure 2.3(d)).30

(a) Chatt Cycle6
(b) Schrock Cycle6

Figure 2.4: Two proposed cycles for the catalytic formation of ammonia

One of the most prominently known mechanisms for N2 functionalization is the Chatt

cycle. The Chatt cycle proposes a mechanism involving activation and protonation with

a mononuclear group VI dinitrgoen complex.94 In the Chatt cycle, a dinitrogen species is

attached to either a molybdenum or tungsten metal center that transforms to a d0 oxidation

state from a zero-valent species throughout the cycle shown in Figure 2.4(a). A hydrogen can

interact with the electron-rich dinitrogen ligand on the metal species. This mechanism along

with another well known mechanism known, the Schrock cycle, provide an understanding

for possible ways nitrogen fixation can occur. The Schrock cycle proposes an oxidation of

the molybdenum metal center from Mo(III) to Mo(IV) as shown in Figure 2.4(b).95 The

hydrogen source considered is 2,6-lutidinium tetrakis[3,5-bis(trifluoromethyl)phenylborate]

([LutH]Bar4F) and decamethylchromocene (CrCp2
∗) as the reducing agent. The Schrock
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catalyst shown in Figure 2.3(d) is activated via the protonation/reduction cycle proposed in

the Schrock cycle.6

The ubiquity of molybdenum in many of the species studied and the catalytic activity

of the MoFe cofactor are reasons for why we wish the study the binding activity of various

molybdenum-nitrogen containing systems, and as a result, elucidate the electronic structure

of the modality. To get a clear understanding of molybdenum and dinitrogen binding

modalities, the study will focus on systems with 1-2 molybdenum sites and dinitrogen.

A similar approach was used in 2006 by Cramer, Piecuch, and Gagliardi in the study of

the Cu2O2 torture track. In this study, computational studies were used to elucidate the

binding activity between multiple copper centers and dioxygen96 Our goal is to use a similar

approach to understand the nature of the moiety in the absence of a ligand field. We propose

to begin by elongating the Mo-N and N-N bonds in small di-, tri-, and tetra-atomic systems.

In doing this, we can gain a clearer understanding of the the impact of the binding modality

on the energetics of the N2 bond cleavage. Five models were proposed for this study

Figure 2.5: Proposed molybdenum-nitrogen based systems

The binding of dinitrogen, acting as a lewis base, to a metal atom, acting as a lewis

acid, can be described as end-on, side-on, or a combination of the two. Figure 2.6 shows the

various binding motifs typical of diatomic ligands. The d orbital of a transition metal and

the p orbital(s) of the diatomic ligand overlap when having end-on and side-on geometries,

as shown in the bottom of figure 2.6. The proposed molybdenum-nitrogen based systems

mimic the geometries shown in figure 2.6 to investigate if these types of interactions occur

between molybdenum and dinitrogen.7

For the purpose of this study, the binding interactions of a linear MoN2 system

is investigated. For end-on N2 complexes, linear MNN binding is prominent, and

therefore, will be considered in this study. End-on binding is facilitated by π-backbonding

interactions from the d orbitals of the metal to the the π* orbitals of N2, which is due
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to the symmetry and overlap of the interacting orbitals. The extent of this interaction

varies based on the energies of the d orbitals and symmetry of the interacting orbitals.

Figure 2.6: Diatomic ligand
binding modes7

Typically, a low valent, relatively electropositive metal is better

suited for backbonding than a highly electronegative metal.

Additionally, the energy of the d orbitals from the metal

dictates the amount of charge transfer from the metal to the

diatomic ligand, and d orbitals with higher energies are better

suited for transferring electron density in N2 ligand. For N2

ligand complexes, studies have shown that there is a trend

in the type of species formed and the oxidation level of the

metal. Metals with a lower oxidation state engage in stronger

π-backbonding due to having more electrons and, therefore,

higher orbital energies. The geometry of the metal center plays

a large role in the electron distribution of complexes that bind to N2. Adding ligands may

affect the extent of N2 activation and change the binding modes. Molybdenum is included

with a number of transition metals (Ti, V, Cr, Zr, Nb, Hf, Ta, W, and Ac) that have been

observed to bind and activate N2 towards reactions.7

This system will focus solely on the linear MoN2 system. Further research is currently

being conducted in the Vogiatzis group on the remaining systems.

2.2 Methods

A class of electronic structure methods known as multi-reference (MR) methods were

used to study the triatomic MoN2 system. All calculations were performed with the

quantum chemical software package MOLCAS.97 Two methods, Complete Active Space Self-

Consistent Field (CASSCF)98;99 and Complete Active Space Perturbation Theory to the

2nd order (CASPT2)100 were used, providing static and dynamic correlation respectively.

Dynamic correlation refers to the correlation in the movement of electrons, and static

correlation describes the ground state of a wave function by use of multi-configurational

self-consistent field (MCSCF) methods that take into account multiple determinants. The
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Figure 2.7: Illustration of the 12 molecular orbitals in the active space of this study

CASSCF notation representing n number of electrons in the active space located in m orbitals

is given as CAS(n,m). The active space of MoN2 was determined by choosing the orbitals that

would impact on the binding activity of the molecule. For each nitrogen, the 2p orbitals were

included, giving 6 electrons. The five 4d and the 5s electrons in molybdenum were chosen,

giving 6 electrons for neutral Mo. Three oxidation states of molybdenum were included in

this study, Mo(0), Mo2+, and Mo3+. For each model, all possible spin states were tested. For

the neutral MoN2 system, Mo has a valence electron configuration of 5s14d5 and can have a

singlet, triplet, or quintet spin state. The CASSCF notation for this model is CAS(12,12).

Mo+2 has a valence electron configuration of 5s04d4, and can have a spin state of a singlet,

triplet, or quintet; the CASSCF notation is CAS(10,12). Likewise, the Mo3+ species has a

valence electron configuration of 5s04d3. The molecular model can have a spin state of a

doublet or quartet, and the CASSCF notation is CAS(9,12). Below is an illustration of the

molecular orbitals in the CAS.

The distances were systematically scanned, and single point energies were calculated for

each step. The scan was performed by keeping the middle nitrogen in the linear Mo-N-N

system frozen in space (coordinates x=0, y=0, z=0). The distance of the second nitrogen

was changed each calculation by 0.025 Å in the range from 1 Å to 3 Å. Once a whole cycle

of distances were completed for the outer nitrogen atom, the molybdenum atom’s distance

was incremented by 0.025 Åin the range from 1.4 Å to 2.5 Å. Therefore, for each change in

distance to the molybdenum atom, one cycle of distance changes in the outer nitrogen was
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performed. Using Matlab, three-dimensional potential energy surface plots were made with

the distances on the x- and y-axis and the CASPT2 energies on the z-axis (figures shown in

the next section).

The triple-ζ, valence polarized, extended relativistic atomic natural orbital (ANO-RCC-

VTZP) basis sets were implemented in this study.101 The ANO-RCC basis sets are contracted

using the Douglas-Kroll Hamiltonian and are useful in calculations where scalar relativistic

effects are included.102;103 The scalar relativistic effects were calculated using the Douglas-

Kroll 2nd order Hamiltonian. Relativistic effects become significant after the second row on

the periodic table and may be important for molybdenum. Both imaginary104 and IPEA105

shifts were implemented in all CASPT2 calculations. The purpose of the imaginary level

shifts is to remove unwanted energy contributions from virtual orbitals that often arise with

a transition metal. Introducing an imaginary shift effectively removes the weakly coupled

”intruders” that cause singularities that look like spikes in the potential energy curve. An

IPEA shift is added due to a systematic error in the HF method which underestimates bond

energies and overestimates spin state differences. The IPEA shift modifies the energies of

the active space orbitals to align more closely with ionization and electron affinity energies.

For this report, calculations using the symmetry state A1 will be discussed. Other

symmetry states are currently being tested.

2.3 Results and Discussion

Eight sets of calculations were performed on the linear MoN2 species. These varied in

formal charge/oxidation states with a Mo(0), Mo(II), and Mo(III) system, and various spin

multiplicities were tested in each of the three models. In the models with varying formal

charges, the electrons are treated as being taken from the molybdenum atom. Singlet, triplet,

and quintet spin states were calculated for both the neutral and [MoN2]
2+ system. For the

Mo(III) system, the doublet and quartet spin states were considered. For each system,

potential energy surface (PES) plots were made.
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(a) MoN2 singlet PES (b) MoN2 triplet PES

(c) MoN2 quintet PES

Figure 2.8: Potential energy surfaces of MoN2 with a color map indicating the range of height
(CASPT2 energy) of the surface

Mo Oxidation State Spin State Relative Minimum Energy (kcal mol−1) Mo-N Distance (Å) N-N Distance (Å)

0

S=0 26.7713 1.875 1.150

S= 1 20.9038 1.850 1.150

S= 2 0 2.075 1.100

Table 2.1: MoN2 PES Data

The Mo(0) systems were calculated with singlet, triplet, and quintet spin states, and

each of the plots are shown in Figure 2.8 with (a), (b), and (c) corresponding to the singlet,

triplet, and quintet states, respectively. All of the plots show similar trends– a high energy

point when the three atoms are in very close proximity, relatively low energies when the
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molybdenum is elongated and the N2 is in close proximity, and an increase in energy as the

N-N bond is elongated. Additionally, there is a local minima when the Mo-N bond distance

is ∼ 1.5 and the N-N bond distance is ∼ 2.5 that is possibly a result of an interaction

between Mo and N ions in close proximity as the N-N dissociates into two nitrogen ions.

The point arising from the very close MoN2 bond distances is the result unstable, high energy

interactions of the molecules when forced together. These trends indicate that the MoN2

species does not favor bonding because the system increases in energy when the N-N bond

is elongated yet not when the Mo-N bond is elongated. Since bonding is a stabilizing effect,

the N2 system is more stable in its bound state than two free nitrogen ions.

The high spin quintet Mo(0) system was found to have the lowest minimum energy and

the other two states are well separated. Interestingly, the bond lengths for the minimum are

shown at 1.1 Å for N-N and 2.075 Å for Mo-N. Therefore, the most stable system with Mo(0)

is the one that has an N-N bond length near that of stable N2 (1.098 Å)84 and an elongated

Mo-N bond length. This further concurs with our conclusion that the MoN2 system doesn’t

prefer a bound state.
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(a) [MoN2]
2+ singlet PES (b) [MoN2]

2+ triplet PES

(c) [MoN2]
2+ quintet PES

Figure 2.9: Potential energy surfaces of [MoN2]
2+ with a color map indicating the range of

height (CASPT2 energy) of the surface

Mo Oxidation State Spin State Relative Minimum Energy (kcal mol−1) Mo-N Distance (Å) N-N Distance (Å)

II

S=0 53.9722 2.050 1.100

S=1 39.5043 2.125 1.125

S=2 0 2.150 1.100

Table 2.2: [MoN2]
2+ PES Data

The [MoN2]
2+ system was analyzed with singlet, triplet, and quintet spin states which

are shown in Figure 2.9 (a), (b), and (c), respectively. The d4 molybdenum has a similar

electronic structure to the previous model but has an empty s orbital. A similar general

trend to the Mo(0) system is observed. As the N-N bond is kept as a stable length 1.0

Å, the elongation of molybdenum has little effect on the total energy. As the N-N bond is
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increased, the total energy increases due to the N-N bond breaking and destabilizing the

system. This data suggests that the system is not bound.

The relative minimum energy was calculated with the high spin quartet system being

the most energetically stable. Given that molybdenum has a d4 electronic structure, this

seems reasonable given that there is no significant ligand field to cause broken degeneracy

in the d-orbitals. The singlet and triplet states are very well separated at energy differences

of 39.5 kcal mol−1 and 53.97 kcal mol−1, respectively. The most stable N-N bond length

for this system is 1.1 Å and 2.150 Å for the Mo-N bond. This is very similar to the Mo(0)

system and further suggests that the most stable arrangement for this system is unbound

with respect to the Mo-N bond with a stabilized N2 species.

Interestingly, the HS species also has the largest gradient in the potential energy surface

The scale in Figure 2.9(c) shows the graph’s range from 0 → 10 eV. This system is the only

system in this study to have this large of a relative energy difference. This suggests that the

S = 2 system is more energetically reactive than other systems.

(a) Doublet (b) Quartet

Figure 2.10: Potential energy surfaces of [MoN2]
3+ with a color map indicating the range of

height (CASPT2 energy) of the surface
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Mo Oxidation State Spin State Relative Minimum Energy (kcal mol−1) Mo-N Distance (Å) N-N Distance (Å)

III

S= 1
2

31.7807 1.975 1.125

S= 3
2

0 2.050 1.125

Table 2.3: [MoN2]
3+ PES Data

The [MoN2]
3+ system has the highest formal charge, the least electrons, analyzed in this

study. Figure 2.10(a) and (b) show the HS and LS [MoN2]
3+ potential energy surface. An

observable difference between the other two systems and this one in the potential energy

plots is that [MoN2]
3+ is not significantly affected in relative energy when the distances

between atoms are increased. The system remains relatively similar at all bond lengths,

especially in the high spin quartet. The general trend still holds for this system, albeit on a

smaller scale. There is a still an increase in energy when the three atoms are extended over

2 Å apart, and the energy is at the minimum when the Mo-N bond distance is stretched and

the N-N distance is close to its normally observed bond length. From these two plots, it can

be concluded that the energetic interactions in the MoN2 system are weaker than those in

the previous two models, and that the Mo3+ ion is relatively stable compared to Mo(0) and

Mo2+.

2.4 Conclusions

In this work, an in-depth study of the binding activity of MoN2 was performed by applying

multiconfigurational wave function theory. Our calculations revealed the binding modalities

of MoN2 through potential energy surfaces made from elongating interatomic distances.

Various spin states and oxidation states of molybdenum were tested. The results presented

here suggests that the linear MoN2 moiety does not favor binding.

Each plot depicts the relative change in energy as the bond distances between the middle

nitrogen and the molybdenum and outer nitrogen expand. The increase in energy as the

N2 distance expands suggest that this system does not favor binding with molybdenum.
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Likewise, N2 is more stable than two free nitrogen ions, and this behavior is observed increase

of energy in the system when the N2 bond distance is elongated. The Mo-N bond distance

does not have a significant affect the energy when the N2 is near its equilibrium bond length.

A pronounced local minimum is observed in the potential energy surfaces of MoN2 and more

subtely in the potential energy surface of [MoN2]
3+ and [MoN2]

2+. The local minima occur

near an Mo-N distance of 1.6 Å and an N-N distance of 2.5 Å. One explanation to this could

be an interaction between the molybdenum and nitrogen ion when bond dissociation occurs

between the N2 species. The data suggests that, at times, a diatomic species is present in

the form of molybdeum-nitrogen or dinitrogen, but not as a triatomic system.

The observation of an unbound system further supports the hypothesis that the ligand

field is responsible for creating a suitable binding environment. From our data the Mo(0)

species is not able to bind to N2 and perform nitrogen fixation, yet for systems that undergo

the Chatt cycle, we see that Mo(0) is essential for nitrogen fixation to occur. In the Chatt

cycle, a metal complex makes use of an electron-rich ligand coordinated to a zero-valent

molybdenum. Proton sources are able to attack the complex and in a stepwise fashion,

protonate the dinitrogen complex affording diazenido (MN=NH), hydrazido (MN–NH2), and

hydrazidium (MN–NH3) intermediates.6 It can be concluded that the absence of electron-

rich ligands hinders the MoN2 system from binding and being able to undergo a catalytic

cycle.

Further studies are being conducted to investigate the binding activity on larger systems

containing molybdenum and nitrogen.
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Chapter 3

Computational Studies on the

Electronic Structure of Iron(IV)-Oxo

Transition States

3.1 Introduction

The role of transition metal mediated oxidation of alkanes has proven to be one of the

top challenges in various branches of chemistry, biology, and chemical engineering.106;3

Consequently, the elucidation of the mechanistic aspects that lead to the catalytic conversion

of methane to methanol has received considerable interest over the last decade.107;8 This

is primarily since that nearly 40 million metric tons of methanol processed each year are
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converted into everyday products from fuels to shampoos.108 Since current industrialized

processes are unable to convert methane to methanol directly, the role of metal oxides in a

thermodynamically favorable, direct catalytic system is currently being investigated.3 The

complexities associated with the seemingly simple activation and functionalization of organic

molecules has driven efforts focused on uncovering the elementary steps of the catalytic cycle.

An initial challenge in creating an energy efficient catalytic cycle is the activation of the C-

H bond of methane under ambient conditions. The initial barrier is afforded by the intrinsic

properties of the hydrocarbon, including low electron affinity, the significant energy gap

between the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular

orbital (LUMO), the lack of a dipole moment, and the limited polarizability of methane.8

”Bare” metal oxides have been proposed as the basis for species capable of conducting

homolytic C-H bond activation.109;110;111 (3.1)

MO ·+H − CH3 →MO −H + CH3· (3.1)

Several suggestions have been made for a mechanism involving the activation of methane

by a reactive a metal species.112 The Lunsford method 3.1 is one of such proposed catalytic

mechanisms and involves the oxidative coupling of methane via a lithium metal oxide.113

Figure 3.1: Lunsford catalytic scheme8

Although much debate has been made on the nature of the active metal oxide species, the

favorable homolytic cleavage of the C-H bond at ambient temperature suggests that these

systems may be fundamental for overcoming the rate-determining step of the activation of

methane.8
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Ubiquitous in nature, high-valent heme and non-heme iron-oxo molecules are key

oxidizing intermediates in an array of biological reactions. Enzymes containing dinuclear

and mononuclear iron have been experimentally observed to perform hydroxylation on an

unactivated C-H bond. For example, methane monooxygenase enzymes (MMO’s) found in

methanotrophic bacteria successfully and efficiently achieve methane to methanol oxidation

under ambient conditions.114. Additionally, α-ketoglutarate115, isopenicillin N-synthase

(IPNS)116, 4-hydroxymandelate synthase117, and tyrosine hydroxylase118 are enzymes

constituted of non-heme iron cofactor units that promote oxidative transformations of

aliphatic bonds. Iron(IV)-oxo intermediates are thought to be key for hydrogen abstraction,

resulting in an Fe(III)-OH complex. Figure 3.2 illustrates a general proposed scheme

involving a high-valent iron-oxo intermediate.9

Figure 3.2: Hydroxylation scheme with a high-valent iron-oxo intermediate9

Figure 3.3: Synthesized iron(IV)-oxo complexes10

Biomimetic studies aimed at

elucidating the mechanisms of

iron(IV)-oxo intermediates that

oxidize hydrocarbon bonds have

led to the synthesis of numerous

model complexes.11;119;120;121;122 In

the 90’s, T.J. Collins and cowork-

ers produced various biologically

inspired tetramido macrocyclic lig-

ands known as TAMLs.123 Collins

is recognized as the forerunner in

the study biomimetic, high-valent

iron complexes with non-heme ligands. Their successful characterization of a high spin

iron(IV) complex led to new discoveries and an increased interest in the field.124 The scarcity

of model complexes that catalyze oxidative transformations led to a number of experimental
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efforts that resulted in exciting experimental results. A sample of model complexes that

have been produced in the last couple decades are shown in Figure 3.3.10

In 2007, Nam characterized biomimetic heme and non-heme iron(IV)-oxo model complexes,

such as the one shown in Figure 3.4, and studied how different ligand environments affected

their ability to undergo oxygenation reactions.11 Experimental studies express interest in

understanding the roles of ligands in directing and tuning the oxidizing ability of iron-oxo

intermediates.

Figure 3.4: Iron-oxo porphyrin complex study by Nam,
where Ar is a functional ligand11

Nature shows a preference for

an Fe(IV)-oxo coordination en-

vironment that gives rise to a

highly reactive, high-spin state of

a quintet (S = 2).3 The challenge

to duplicate the reactivity of an

iron-oxo quintet complex has led

to investigations of metal-organic frameworks (MOFs).125;126;127 MOFs consisting of site-

isolated iron centers within a trigonal bipyramidal environment have been shown to

activate C-H bonds successfully.128 Spectroscopic and computational studies have verified

the stabilization of the highly reactive iron(IV)-oxo intermediate due to weak ligand field

surrounding deposited iron cations in porous materials.129;130;131;132 Conversely, non-heme

complexes with an iron center appear to prefer an intermediate spin state (triplet, S =

1).11;133; Various approaches have been taken to synthesize complexes with a ligand field

that is conducive to a high spin iron(IV)-oxo center.128;134;135;136

One challenge accompanied with synthesizing a catalytic iron(IV)-oxo complex is the

observation of a two state reactivity (TSR) scheme leading to a change in spin states in

triplet spin complexes during the hydrogen abstraction step.137 A TSR scheme results in a

triplet to quintet spin state change that lowers the activation barrier and has been argued to

decrease the reactivity of the triplet complex.138 Meyer and coworkers synthesized a triplet

complex with a strong ligand field resulting in the complex having a large triplet-quintet gap

that did not allow a spin transfer. The highly reactive nature of this complex is a result of

averting the TSR scheme.139;140;141
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Two additional challenges involved with producing a highly reactive catalyst include

steric hindrance and self-oxidation paths characteristic of iron-oxo complexes.142 Detailed

spectroscopic and computational studies have highlighted two possible pathways available

to the iron(IV)-oxo complex. One is self-oxidation and causes the disintegration of the

catalysts via a π channel. The other is the desired C-H activation of an aliphatic substrate

by the iron(IV)-oxo active site via the σ-channel.3

Past studies have determined the frontier molecular orbitals (FMO’s), the electronic

structure that controls the activity of the complex, of various high-spin (HS) and low-

spin (LS) Fe(IV)-oxo complexes.143;142;141;144;145;146;147;148 The FMO’s directly influence the

selective reactivity, and the spin changes the complex undergoes during C-H activation.

Different aliphatic bond activation mechanisms result from the changes in electronic structure

and bond elongation that occurs in the iron(IV)-oxo → iron(III)-oxyl species transition.149

A diagram of the valence bond orbitals belonging to FeO2+ is shown in Figure 3.5.3 The

MO diagram depicts the σ, π, non-bonding (dx
2
−y

2/ dxy), π*, and σ* orbitals in an FeO2+

species.

Figure 3.5: Valence molecular orbital diagram of
FeO2+ 3

Available to iron(IV)-oxo species with

specific ligand environments, the highly

reactive σ- and π-channels are observed to

lead to different electron distributions in the

FMOs. Both of these channels show high

reactivity because they form an oxyl species

(Fe(III)-O·−) in the transition state. The

first of the four possible channels correspond

to the promotion of an electron from the

σ bonding orbital to the σ* antibonding

orbital. (Figure 3.6)3 In this mechanism

accessible by the ground state iron(IV)-oxo

intermediate, hydrogen abstraction is made

possible due to an excitation from the σ

orbital. The σ orbital is polarized in the direction of the oxygen, while the σ* is polarized
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towards the iron. Both the σ orbital and the σ* orbital become singly occupied upon the σ

→ σ* excitation. At this point the oxygen has adopted radical oxyl character (O2− → O·−),

and hydrogen abstraction is favorable. The σ → σ* excitation is termed the σ-mechanism

because the σ orbital is responsible for the oxyl character and hydrogen abstraction. The

second possible mechanism is the excitation from the doubly degenerate π orbitals. The

competitive excitation state of the doubly degenerate π orbitals (E symmetry) results in

one electron from either π orbital promoting to the empty σ* orbital. This leaves one π

orbital filled and the other singly filled, while the the σ* becomes singly filled. The oxo

species develops the reactive oxyl character once this excitation occurs. The oxyl character

is primarily due to the π→ σ* excitation and is known as the π-mechanism. Figure 3.6 shows

the four different possible MO diagrams that result from a quintet and triplet spin state in the

molecule. The MO of an iron(IV)-oxo complex with a near-trigonal pyramidal is represented

in Figure 3.6 (a) and shows preference for a quintet spin state, 5σ and 5π. Conversely, Figure

3.6 (b) illustrates the MO diagram of a near-octahdral Fe(IV)-oxo complex, with a preferred

triplet spin state as a consequence of the symmetry.

Figure 3.6: Four possible σ and π channels of Fe(IV)-oxo with (a) near-trigonal pyramidal
field of an S = 2 species and (b) near-tetragonal field of an S = 1 species3
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The mechanistic steps and the overall reaction is a compound result of the electronic

structure and stereochemistry of the complex. The change in energy from the σ- and π-

mechanisms are largely dependent on the ligand field. The energy gap (∆Eorb) (π* → σ* /

δ → σ*) is affected by the strength of the ligand field, with weaker ligands having a lower

average ∆ Eorb than of strong ligand fields.12 In a study by Shalk et al., the exchanged

enchanced reactivity of the σ- and π-channels in iron-oxo molecules was investigated by

using models with nitrogen and substituted ligands. The effects of the ligand field and spin

state on the σ- and π-paths are shown in Figure 3.7.12

Figure 3.7: (a) Orbital overlap predictions of 3TSπ and 5TSσ and (b) hydrogen abstraction TS geometries12

The transition state (TS) favors the channel that results in the highest amount of overlap

between the σ orbital of the C-H molecule for hydrogen abstraction. Therefore, a 3TS is

predicted to prefer a lateral approach to maximize the σCH-π∗xz/yz overlap, and a 5TS

is predicted to promote a linear Fe-O-H angle to maximize the σCH - σ*d z2 overlap.150

Typically, longer Fe-O bond distances prefer hydrogen abstraction via the π-channel and

shorter bond distances are observed in σ-mechanisms, as predicted in Figure 3.7. In certain

complexes, for example the non-heme enzyme SyrB2, both 5σ- and 5π- channels are reactive

and have different roles. The 5σ-mechanism promotes hydroxylation while the 5π-mechanism

promotes halogenation.151;145 Other highly reactive complexes perform homolytic C-H bond
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activation by both σ- and π-mechanisms. For example, tetracarbene (S = 1) is accessible by

3σ and 3π channels141, and AlkB enzymes activate an aliphatic bond by both the 5σ and 5π

channels.152

Our group is currently examining factors that are contingent on the electronic structure

of Fe(IV)-oxo sites. This project aims to analyze the geometrical components affecting

the catalytic activity of these active sites by investigating the accessibility of the oxo/oxyl

atom and the shielding effects caused by ligand functional groups. The molecular orbital

energies and the availability of the σ- and π-channels give insight into the accessibility

of the active site. The estimation of the oxo/oxyl atom exposure can be calculated by

inserting a probe sphere (methane) into the crystal structures of Fe(IV)-oxo molecules and

calculating the overlap between the methane and the ligands. In this study, the σ- and

π-pathways of high-valent iron(IV)-oxo complexes capable of functionalizing aliphatic bonds

are elucidated through the use of high-level wave function theory methods including CASSCF

and CASPT2 as well as density functional theory (DFT). The system investigated in this

project is [Fe(O)(NH3)4]
+2.

3.2 Computational Details

The starting geometry was taken from the supporting information in Andrikopoulos, et al.153

Figure 3.8: Model complex used in this work: [FeO(NH3)4]2+, near-C3v, (Fe: orange, N: blue, O: red, H:
white)

The TURBOMOLE154 quantum chemistry program package was used for density functional

theory (DFT) calculations. DFT calculations were performed using the B3LYP-D3(BJ)

functional155 and def2-TZVPP156;157 basis set for all atoms. B3LYP is a common functional
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due to its ability to accurately predict molecular properties, but B3LYP alone does not always

reliably depict noncovalent interactions.158 Therefore, dispersion corrections can be added

to the B3LYP funcitonal (D3). Additionally, Becke and Johnson damping (BJ-damping) is

added with the D3 dispersion correction to improve results for nonbonded distances.159 The

resolution-of-identity (RI) approximation is a scheme used for solving calculations quicker

and was also applied to these calculations.160 This level of theory was used for all geometry

optimizations and single point calculations.

The basis set was determined by comparing the numerical result with the number of basis

functions in each basis set, which scale with computational time, for def2-SVP, def2-TZVP,

def2-TZVPP, def2-TZVPPD, and def2-QZVP.156;157;161 A single point DFT calculation was

performed on the transition state complex for basic comparison. These basis sets correspond

to split valence polarization, valence triple-ζ polarization, valence triple-ζ with two sets of

polarized functions, valence triple-ζ with two sets of polarization functions and a set of

diffuse functions, and valence quadruple-ζ polarization, respectively. As expected, the basis

set increased, so did the calculation time. The scaling between the def2-TZVPP and def2-

TZVPPD basis is about a magnitude larger. When taking this into consideration along with

the comparable energies, the def2-TZVPP basis set was chosen as the most practical for this

study.

Stationary point calculations were performed for the TS models. Stationary point

calculations search for a zero gradient on the potential energy surface. A first order saddle

point indicates a TS has been found. Since vibrational frequencies are essentially the square

root of the curvature, one negative or imaginary frequency indicates a TS. On the other

hand, an all positive Hessian matrix, no negative frequencies, indicates a minimum has been

found.154 The quasi-Newton-Raphson method is used in TURBOMOLE’s TS optimization to

maximize the energy along one of the Hessian eigenvectors and minimize the rest.162 A grid

size of four as opposed to three was used for increased numerical accuracy. An increased grid

size increases the amount of integration points taken in the calculation.163 [FeO(NH3)4]
2+

is observed to have a near-C3v symmetry, but no symmetry was specified for calculations in

this study.

38



Once the reactant model geometries and SCF energies successfully converged, the Fe-O-H

angle was iteratively adjusted by 5◦along the z-axis. Once adjusted, a TS optimization was

performed where the angle between the Fe, O, and H of methane atom was constrained.

An additional set of calculations were performed using the geometry of the various Fe-O-H

angles but without applying any constraints.

Additionally, MR methods were used to study [FeO(NH3)4]
2+ and the two optimal σ- and

π-channel TS models from the unconstrained calculations. The calculations were performed

with the quantum chemical software package MOLCAS.97 Two methods, Complete Active

Space Self-Consistent Field (CASSCF)98;99 and Complete Active Space Perturbation Theory

to the 2nd order (CASPT2)100 were used, providing static and dynamic correlation,

respectively. As discussed in the previous chapter the notation for the active space orbitals

and electrons is denoted as CAS(n,m), with n representing the number of electrons in the

active space and m as the number of orbitals located in the active space. For the TS

models, CAS(12,10) was used. The 12 electrons chosen correspond to the d4 shell of Fe(IV),

2 electrons from the pz shell from C-H of methane, and 6 electrons from the p shell of

O2−. The five d orbitals of Fe, the three p orbitals of O, and the pz orbital of methane

were considered integral to methane activation by [FeO(NH3)4]
2+ and considered in the

molecular active space. In total, there are only 9 orbitals mentioned; a tenth is added to

ensure that our active space is what we expect and is an unoccupied (virtual) orbital. For

the [FeO(NH3)4]
2+ model, an active space of CAS(10,8) was chosen. The same logic as

discuessed for the TS active space applied, but without the methane contribution and the

inclusion of the unoccupied orbital.

Similar to the previous chapter, the triple-ζ, valence polarized, extended relativistic

atomic natural orbital (ANO-RCC-VTZP) basis sets were used in this study.101 The ANO-

RCC basis sets are contracted using the Douglas-Kroll Hamiltonian and are useful in

calculations where scalar relativistic effects are included.102;103 Use of the Douglas-Kroll 2nd

order Hamiltonian accounts for scalar relativistic effects, which become significant after the

second row on the periodic table. Both imaginary104 and IPEA105 shifts were implemented

in all CASPT2 calculations. These shifts were introduced as corrections for our model and

their significance was previously discussed in the last chapter.
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3.3 Results and Discussion

Figure 3.9: [FeO(NH3)4]2+ +

CH4 TS σ- and π- channel angles

(Fe: orange, N: blue, O: red, H:

white, C: grey)

DFT calculations on the iron(IV)-oxo complexes were

performed to find the ground spin state. For the near trigonal

bipyramidal [FeO(NH3)4]
2+ complex, the lowest energy state

was found to be the high spin quintet.

In the next step, we began calculations for transition states

using the spin state of the reactant complex. Two sets of

calculations were performed: a set of calculations with the

Fe-O-H angle constrained and another using same starting

geometry as the constrained calculations but without any

constraints. Results from the calculations where the starting

geometry set the Fe-O-H bond angle without constraints

highlighted two available activation pathways, the σ- and the

π-channel. The two different angles that represent the σ- and the π-pathways are shown

in Figure 3.9, with the σ-channel represented by the 179◦ Fe-O-H angle and the π-channel

shown with the 134◦ angle.

For complexes with a starting geometry of an Fe-O-H angle between 104◦ and 119◦, the

π-channel at 134.07◦ was preferred. If the starting geometry of the Fe-O-H angle on the z-axis

was between 124◦ and 179◦, the σ-channel at 179.41◦ was favored instead. The calculations

with the lowest energies corresponding to the σ- and π-channel were taken as the optimal

angles. Table 3.4 and 3.5 shows the data obtained from the unconstrained TS optimizations

of [FeO(NH3)4]
2+. The energy gap between the lowest energy σ-channel and lowest energy

π-channel is 7.529 kcal mol−1. The activation energy was calculated at 8.82 kcal mol−1 for

the σ-channel and 16.35 kcal mol−1 for the π-channel.
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Table 3.1: Unconstrained TS model results for [FeO(NH3)4]
2+

Original Fe-O-H Angle 94 99 104 109 114 119

Relative ∆ E (kcal mol−1) 7.531 7.529 7.531 7.534 7.537 7.537

Final Fe-O-H Angle 134.24 134.07 133.91 133.82 133.82 133.96

Table 3.2: Unconstrained TS model results for [FeO(NH3)4]
2+

Original Fe-O-H Angle 124 129 134 139 144 149 154 159 164 169 174

Relative ∆ E (kcal mol−1) 0.009 0.003 0.000 0.004 0.038 0.002 0.006 0.007 0.009 0.008 0.005

Final Fe-O-H Angle 178.94 179.21 179.41 179.39 178.65 179.40 179.63 179.66 179.60 179.52 179.54

The optimized geometries from the [FeO(NH3)4]
2+ complex, σ-TS, and π-TS DFT

calculations were used for a single point MR calculation. MR methods give insight into the

nature of the active space orbitals by both visualization and fractional occupation numbers.

The images were created through the ChemCraft164 visualization software. The MOLCAS

active space orbitals were utilized to create a molecular orbital (MO) diagram illustrating the

σ- and π-channels. Figure 3.10 shows the molecular orbital diagram for the [FeO(NH3)4]
2+

complex.
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Figure 3.10: [FeO(NH3)4]
2+ molecular orbital diagram

The MO diagram corresponds to a high-spin quintet ground state of [FeO(NH3)4]
2+.

Three orbitals are doubly occupied, the σ orbital and the two bonding π orbitals. Two

non-bonding orbitals along with both of the π* orbitals are singly filled. The ground state

molecular orbital diagram is helpful for analyzing the TS diagrams in Figure 3.11. Table 3.3

shows relevant distances and angles from the optimization of the [FeO(NH3)4]
2+ structure.

Table 3.3: Optimized Geometry Analysis of [FeO(NH3)4]
2+

Distances (Å)

Fe-O 1.61

Neq-Fe (avg) 2.11

Nax-Fe 2.14

Angles (◦)

O-Fe-Nax 179.50
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(a) σ-TS [FeO(NH3)4]
2+ + CH4 (b) π-TS [FeO(NH3)4]

2+ + CH4

Figure 3.11: Molecular orbital diagrams of the σ- and π-TS species

From the σ-TS complex shown in Figure 3.11(a), the fractional occupation number of the σ

orbital is given at 1.6816 while the σ* has a fractional occupation of 0.3297. Conversely, both

π orbitals have occupation number near 2.0 (1.9467 and 1.9618), signifying double occupancy.

In the π-TS model, the σ orbital shows a fractional occupancy of 1.9843, a doubly occupied

orbital. The π orbitals show fractional occupations of 1.9883 and 1.4694 and σ* at 0.5443.

When comparing the σ- and π-TS species, it is clear that there is a difference in electron

arrangement from the fractional occupation numbers. This further supports the hypothesis

that two TS channels are available for hydrogen abstraction of the methane.

For the purpose of elucidating the σ- and π-channels, constrained Fe-O-H angle

calculations were performed and Tables 3.4 and 3.5 below show the distances and angles

along with the two lowest energy models from the unconstrained calculations for comparison.

The models labeled π-TS and σ-TS represent the two optimal models from the unconstrained

calculations. A trend in the bond length data is seen between the models with constrained

Fe-O-H angles in the range of 99◦to 124◦and 129◦to 179◦and is similar to the trends between

the σ- and π-channel preference in the unconstrained models. Additionally, the elongation
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of the Fe-O bond is characteristic of the π-channel. The adverse effect is observed for the

O-H and Nax-Fe bond lengths in the σ-channel. The O-H bond length for complexes that

favor the σ channel are ∼0.2 Å longer on average and the Nax-Fe bond lengths are longer by

∼0.12 Å. In relation the [FeO(NH3)4]
2+ species (Table 3.3), the Fe-O bond length is extended

in both TS mechanisms. The Nax-Fe bond length in the π-channel models are very similar

to the [FeO(NH3)4]
2+ species, but the σ-channel models are elongated ∼ 0.1 Å, showing

that the stretch along the z-axis is characteristic to the σ-channel TS. The O-Fe-Nax angle

for [FeO(NH3)4]
2+ and the σ-channel models are very similar, while the π-channel deviates

slightly from 179◦. This is possibly a result of the optimal Fe-O-H angle of the π-channel

being near 134◦.

Table 3.4: Constrained TS model results for [FeO(NH3)4]
2+, π-channel

Models π-TS 104 109 114 119 124

Distances (Å)

Fe-O 1.73 1.74 1.73 1.73 1.73 1.73

O-H 1.24 1.27 1.26 1.26 1.26 1.25

C-H 1.28 1.28 1.28 1.28 1.28 1.28

Neq-Fe (avg) 2.13 2.12 2.12 2.12 2.12 2.13

Nax-Fe 2.15 2.12 2.12 2.13 2.13 2.14

Angles (◦)

O-Fe-Nax 173.98 176.56 176.07 175.59 175.12 174.65

O-H-C 168.96 167.78 168.05 168.02 168.02 168.13
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Table 3.5: Constrained TS model results for [FeO(NH3)4]
2+, σ-channel

Models σ-TS 129 134 139 144 149 154 159 164 169 174 179

Distances (Å)

Fe-O 1.70 1.70 1.70 1.70 1.70 1.70 1.70 1.70 1.70 1.70 1.70 1.70

O-H 1.40 1.48 1.47 1.46 1.45 1.44 1.43 1.42 1.42 1.41 1.41 1.40

C-H 1.21 1.17 1.18 1.18 1.18 1.19 1.19 1.20 1.20 1.20 1.21 1.21

Neq-Fe (avg) 2.15 2.15 2.15 2.15 2.15 2.15 2.15 2.15 2.15 2.15 2.15 2.15

Nax-Fe 2.27 2.24 2.25 2.25 2.25 2.26 2.26 2.26 2.27 2.27 2.27 2.27

Angles (◦)

O-Fe-Nax 179.91 179.89 179.86 179.62 179.41 179.38 178.79 178.96 179.21 179.43 179.68 179.72

O-H-C 179.83 163.42 165.53 167.69 169.67 171.67 173.57 175.30 176.71 177.89 178.86 179.69

3.4 Conclusion

In this work, we have completed an in-depth characterization of the σ- and π-channel in

the TS of the [FeO(NH3)4]
2+ + CH4 system by applying both DFT and MR methods.

Our calculations revealed the electronic effects of an iron-oxo coordinated wih NH3 ligands

in a trigonal bipyramidal geometry and a quintet ground state. The trigonal bipyramidal

geometry induces splitting in the molecular orbital energies with four unpaired electrons

occupying the non-bonding δ and the π* molecular orbitals. Therefore, a relatively weak

ligand field is present in the complex. We analyzed the structural and mechanistic differences

in the reaction channels of the Fe(III)-oxyl radical TS species involved in C-H activation.

Our results imply that the ligand field of biomimetic sites can be adjusted to favor the σ-

or π-channel an iron(IV)-oxo complex, leading to successful functionalization of an aliphatic

bond.
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The σ- and π-channels were elucidated through the TS optimizations of both the

constrained and unconstrained geometries from [FeO(NH3)4]
2+ + CH4. DFT calculations

were performed first. From the unconstrained search resulted two clear TS pathways, one

with an Fe-O-H angle near 179◦ and the other around 134◦. The two optimal calculations

corresponding to the σ- and π-channels were analyzed along with DFT TS optimizations

using Fe-O-H constrained angles varying by 5◦. By doing this, we were able to get a better

understanding of the characterstics of the σ- and π-channel of the tetra-coordinated iron(IV)-

oxo.

The [FeO(NH3)4]
2+ complex is able to abstract a hydrogen from methane by two different

pathways. The π-channel has a larger ∆E of 16.35 kcal mol−1 as apposed to the more favored

σ-channel with a ∆E of 8.82 kcal mol−1. The π-channel is available at smaller Fe-O-H angles

and extended Fe-O bond distances. The σ-channel is available over a wider range of Fe-O-H

distances, and the Fe-O bond length is typically shorter.

CASSCF/CASPT2 multireference calculations further elucidated the σ- and π-mechanisms

of the TS. Upon analyzing the fractional orbital occupation numbers, it was clear that the σ-

and π-mechanisms differed in electron arrangement. For the π-channel, an electron from one

the the doubly degenerate (5E) π orbitals to the singly degenerate σ* orbital. Alternatively,

the σ-channel occurs by an electron promotion from the singly degenerate (5A) σ orbital to

the σ* orbital.

This study is in agreement with Vogiatzis and coworkers, which found that the

π-mechanism is less accessible for psuedo trigonal bipyramidal iron(IV)-oxo complexes

coordinated with NH3 ligand, and that Fe-O bond lengths are directly associated with the

oxyl radical character.3 In the future, studies on a broader range of complexes with varying

ligand fields will give a more comprehensive understanding of the σ- and π-mechanisms in

Fe(IV)-oxo complexes.
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3.5 Concluding Remarks

Electronic structure theory has proven a useful tool for elucidatinig mechanistic properties of

small molecules. Working together with experimentalists and spectroscopists, computational

chemistry promotes research advancements in the engineering of biomimetic catalysts. In

Chapter 2, the binding modaility of the MoN2 species was investigated for the purpose of

nitrogen fixation. From this study and further studies on various dinitrogen-molybdenum

complexes, the properties that contribute to the highly reactive MoFe-co active site in

nitrogenase are elucidated. A selectively engineered catalysts influenced from studies like

these will lead to a sustainable and low energy process. Chapter 3 focused on the study of

an iron(IV)-oxo complex’s role in the catalytic cycle of methane to methanol. We studied

the most energy intensive step in the cycle, C-H activation. The σ- and π-channels in

the [FeO(NH3)4]
2+ system were analyzed. The characteristics of the channel, angles, bond

lengths, and MO diagrams, were elucidated through this study. With this information

synthetic chemists can engineer a ligand environment suitable for methane activation. In

the Vogiatzis research group, current studies in these topics are underway.2 153 6
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“Nitrogen cycles: Past, present, and future,”
Biogeochemistry, vol. 70, pp. 153–226, Sep
2004. 18

[90] F. Akagi, T. Matsuo, and H. Kawaguchi,
“Dinitrogen cleavage by a diniobium tetrahy-
dride complex: Formation of a nitride and
its conversion into imide species,” Angewandte

Chemie International Edition, vol. 46, no. 46,
pp. 8778–8781, 2007. 18

[91] H.-P. Jia and E. A. Quadrelli, “Mechanistic
aspects of dinitrogen cleavage and hydrogena-
tion to produce ammonia in catalysis and
organometallic chemistry: relevance of metal
hydride bonds and dihydrogen,” Chem. Soc.
Rev., vol. 43, pp. 547–564, 2014. 18

[92] L. Manceron, O. Hübner, and H.-J. Himmel,
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K. Pierloot, R. A. Schoonheydt, B. F. Sels,
and E. I. Solomon, “The active site of low-
temperature methane hydroxylation in iron-
containing zeolites,” Nature, vol. 536, pp. 317
EP –, 08 2016. 33

[128] D. J. Xiao, E. D. Bloch, J. A. Mason, W. L.
Queen, M. R. Hudson, N. Planas, J. Borycz,
A. L. Dzubak, P. Verma, K. Lee, F. Bonino,
V. Crocella, J. Yano, S. Bordiga, D. G. Truhlar,
L. Gagliardi, C. M. Brown, and J. R. Long,
“Oxidation of ethane to ethanol by N2O in a
metal–organic framework with coordinatively
unsaturated iron(II) sites,” Nature Chemistry,
vol. 6, pp. 590 EP –, 05 2014. 33

[129] P. Liao, R. B. Getman, and R. Q. Snurr,
“Optimizing open iron sites in metal–organic
frameworks for ethane oxidation: A first-
principles study,” ACS Applied Materials &
Interfaces, vol. 9, no. 39, pp. 33484–33492,
2017. PMID: 28394564. 33

[130] P. Verma, K. D. Vogiatzis, N. Planas,
J. Borycz, D. J. Xiao, J. R. Long, L. Gagliardi,
and D. G. Truhlar, “Mechanism of oxidation
of ethane to ethanol at Iron(IV)–Oxo sites
in magnesium-diluted Fe2(dobdc),” Journal
of the American Chemical Society, vol. 137,

55



no. 17, pp. 5770–5781, 2015. PMID: 25882096.
33

[131] H. Hirao, W. K. H. Ng, A. M. P. Moeljadi,
and S. Bureekaew, “Multiscale model for a
metal–organic framework: High-spin rebound
mechanism in the reaction of the Oxoiron(IV)
species of Fe-MOF-74,” ACS Catalysis, vol. 5,
no. 6, pp. 3287–3291, 2015. 33

[132] A. Bassan, M. R. Blomberg, T. Borowski,
and P. E. Siegbahn, “Theoretical studies
of enzyme mechanisms involving high-valent
iron intermediates,” Journal of Inorganic
Biochemistry, vol. 100, no. 4, pp. 727 – 743,
2006. High-valent iron intermediates in biology.
33

[133] L. Que, “The road to non-heme oxoferryls
and beyond,” Accounts of Chemical Research,
vol. 40, no. 7, pp. 493–500, 2007. PMID:
17595051. 33

[134] J. England, M. Martinho, E. Farquhar,
J. R. Frisch, E. Bominaar, E. Münck, and
L. Que Jr., “A synthetic high-spin Oxoiron(IV)
complex: Generation, spectroscopic character-
ization, and reactivity,” Angewandte Chemie
International Edition, vol. 48, no. 20, pp. 3622–
3626, 2009. 33

[135] E. A. Hill, A. C. Weitz, E. Onderko,
A. Romero-Rivera, Y. Guo, M. Swart, E. L.
Bominaar, M. T. Green, M. P. Hendrich,
D. C. Lacy, and A. S. Borovik, “Reactivity
of an fe(IV)-oxo complex with protons and
oxidants,” Journal of the American Chemical
Society, vol. 138, pp. 13143–13146, 10 2016. 33

[136] J. P. Bigi, W. H. Harman, B. Lassalle-Kaiser,
D. M. Robles, T. A. Stich, J. Yano, R. D. Britt,
and C. J. Chang, “A high-spin iron(IV)–oxo
complex supported by a trigonal nonheme
pyrrolide platform,” Journal of the American
Chemical Society, vol. 134, no. 3, pp. 1536–
1542, 2012. PMID: 22214221. 33
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