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ABSTRACT 

An attempt is made at developing experimental methods for the acoustic 

measurement and separation of background noise in a wind tunnel. To this end, an array 

beamforming technique known as delay-and-sum beamforming is identified and tested. 

The theory underlying delay-and-sum beamforming is discussed. Two l inear 

arrays, the seven microphone l inear array and the four microphone minimum redundancy 

array. are designed. A driver is designed based on Helmholtz resonator theory to provide 

a source of monochromatic sound. Also, the concept of partial coherence as applicable to 

the separation of background noise from signal noise is  investigated. 

Array beamforming results show that tests conducted with the two l inear arrays in 

the open field provide good resolution of the sound source Direction Of Arrival (DOA) 

peaks from the background noise, and provide a semianechoic reference with which to 

compare wind tunnel results. Beamforming results obtained for the driver placed inside 

the wind tunnel with the tunnel running at 0, 45, and 8 1  ft/sec successfully resolved the 

DOA peaks of the driver from the background noise of the tunnel . At a tunnel velocity of 

151 ftlsec, the driver signal is completely buried in the background noise of the tunnel, 

and beamforming was not successful in resolving the peak corresponding to the driver 

signal . 
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Chapter 1 

INTRODUCTION 

1.1 Statement of the Problem 

Wind tunnels are notoriously difficult environments for measuring sound radiated 

from models. The enclosure of a model inside a wind tunnel test section (Figure 1 . 1 )  for 

aeroacoustic measurements can significantly change the sound field produced by the 

model.  The hard walls of the test section reflect back some or all of the sound produced 

by the model . The reflected sound combines with the direct sound field in phase to 

increase the sound level in some regions, and out of phase to decrease the sound level in 

other regions. The resulting acoustic field may be very different from the direct sound 

field produced by the model in a free field. 

Also. wind tunnels contain sources of noise such as fans, vanes and bends located 

outside the test section. The acoustic noise generated by the tunnel fan and/or flow 

disturbances outside the test section appear approximately as plane waves propagating 

through the test section. These plane propagating waves through the wind tunnel test 

section interfere with the sound field produced by the model, thus altering the sound field 

produced by the model.  Therefore, it is  desirable to separate the effects of the 

background tunnel noise from the model noise, in order to obtain an accurate prediction 

of the noise produced by the model.  Cavity acoustic measurements [ 1 ]  in wind tunnels 



�ounrhry Layer Noise 

Upstream Noise Cavity Noise Downstream Noise 

U..-2174 

Figure 1 . 1 Sources of Noise in the Test Section of a Wind Tunnel 
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are of special interest in the application of this study. 

Until recently, researchers made most acoustic measurements m wind tunnels 

with a single microphone or a pair of microphones. With the improved performance to 

cost ratio of electronic equipment and computers, it is  now practical for researchers to 

make aeroacoustic measurements with microphone arrays, an array being defined as a 

group of sensors located in distinct spatial locations. Acoustic measurements using arrays 

have the following advantages over single sensor measurements. 

• enhanced signal-to-noise ratio 

• characterization of the field by determining the sound sources, their locations, 

and the waveforms they are emitting 

To focus on selected signals, for instance to focus on the signal being emitted by a 

model placed in the test section of a wind tunnel, microphone arrays can be augmented 

with signal processing techniques that not only focus the array's signal-capturing abilities 

in a particular direction (directivity), but also allow one to focus the array in different 

directions without changing the physical position of the array. Beamforming i s  the name 

given to a wide variety of array processing algorithms that enhance the directivity of an 

array. Using beamforming algorithms to process array data, the wavefield can be 

decomposed into its components. Thus with array techniques, individual sources can be 

measured instead of the total integrated effect of all the sources of noise . In  this way, the 

background noise of the tunnel can be separated from the acoustic signature produced by 

3 



the model . 

1.2 Objective 

The objective of this work is to investigate the effectiveness of two l inear arrays 

in measuring the Sound Pressure Levels (SPL) produced by a known source of sound 

using an array processing algorithm called delay-and-sum beamforming. It is also 

desirable to develop a technique for separating the measured sound spectrum from the 

background noise of the wind tunnel. This work will also focus on the performance of the 

linear arrays in the open field which provides a semianechoic reference with which to 

compare the wind tunnel results. The efficiency of the two arrays with and without flow 

in the tunnel will be studied and compared with the open field results. The two l inear 

arrays designed for this purpose are the seven microphone uniform l inear array and the 

four microphone Minimum Redundancy Array (MRA). 
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Chapter 2 

REVIEW OF LITERATURE 

An extensive search was made to review methods and procedures detailed in 

l iterature which would aid in the purpose of separating wind tunnel background noise 

from cavity model noise. Brief reviews of papers most relevant to this work are 

presented below. 

Piersol [2] modeled the acoustic field in the test section of a wind tunnel as a 

combination of ditTuse noise due to the boundary layer turbulence in the test section and 

propagating noise generated by the tunnel fan and possible flow disturbances outside the 

test section. The coherence and phase measurements between two closely spaced 

microphones m an acoustically treated tunnel test section were predicted for various 

ratios of diffuse to propagating noise contributions and compared to actual measurements 

under several different tunnel operating conditions. The predicted values were in good 

agreement with the experimental results. However, the introduction of a strongly 

reverberant environment inside the test section resulted in a loss of accuracy. 

Chung [3 ]  developed a method for rejecting transducer flow-noise interference. 

The method made use of the coherence function relations between simultaneous 

measurements at three transducers in the signal field and extracted from the flow-noise 

background the power spectrum of the signal as received at each transducer. Successful 
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results were obtained in laboratory tests made in an anechoic chamber. The method was 

not so successful when there existed a large-scale eddy formation in the flow with a 

higher spatial correlation. 

Wlezien et al . [3] decomposed the velocity fluctuations into contributions from 

acoustic and vortical disturbances in an effort to characterize tunnel freestream 

conditions. The two-point cross-coherence was developed to determine the propagation 

delay and direction of travel for acoustic disturbances. The two-point cross-coherence 

function was formed as follows. A complex-valued function was formed from the 

coherence and phase, and this function was inverse Fourier transformed into the time 

domain. The authors claimed that the temporal function so formed corresponded to the 

deconvolution of the cross-correlation and the respective autocorrelations, and that the 

contributions to the shape of the cross-correlation function from the periodic 

autocorrelations were removed from the peaks in the cross-correlation corresponding to 

the time delay between the sensors. The authors reported good separation of the acoustic 

noise from the vortical noise, but did not continue the work. 

Shivashankara [4] used Chung' s  [3 ]  three-microphone signal enhancement 

technique to separate aft fan , core and jet noise components of a large high bypass ratio 

engine (P& W A JT9D). He reported good separation results in the low-frequency l imit. 

The engine broadband noise at higher frequencies did not satisfy the assumption required 

for the signal enhancement technique, that the signal due to the component of interest be 

well correlated between the chosen microphones. This was believed to be because the 
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higher frequency broadband noise sources are uncorrelated and distributed over a region 

of size comparable to the diameter of the engine. 

Parthasarathy et al . [ 6] developed a method of identification and measurement of 

core noise and jet noise separately based on cross-correlation of signals from 

microphones located at widely separated angles in the far-field of the jet. The different 

coherent properties of core noise and jet noise were used in the method to achieve the 

separation. The basis of this method is as follows. Sources of core noise are nearly at rest 

with respect to the engine. Therefore, frequencies of the radiated core noise are preserved 

unchanged. However, for jet noise whose sources are in motion, the source frequencies 

undergo large Doppler shifts as the noise is radiated into the far field. As a consequence, 

the radiated field of core noise is coherent over different angular directions in contrast to 

jet noise which has negl igible coherence over widely separated directions. Therefore, the 

cross-correlation between sound pressures from two microphones separated by a wide 

angle would essentially represent the auto-correlation of core noise radiated to the far 

field. 

Computation of quantities such as conditioned spectral density functions, partial 

coherence functions, and multiple coherence functions can be used in acoustics and 

vibration problems to : (a) identify different multiple correlated noise sources, (b) 

determine multiple system frequency response functions, ( c ) simulate multiple random 

environments which preserve coherence and phase relationships among the measured 

points [7] . 
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For stationary, random, or transient data representing multi correlated 

(multicoherent) input/output data occurring in physical systems, Bendat [8] developed 

iterative computational algorithms to identify the frequency response functions of 

optimum constant parameter linear systems connecting this data. 

Howlett [9] described results of an effort to develop partial coherence techniques 

for interior noise source/path determination in the highly coherent environment of a 

propeller-driven general aviation aircraft. Chung et al. [ 1  0] established a structural­

acoustical system to model theoretically the noise generation of a six-cylinder d iesel 

engine. In this system, the six cylinder pressures were treated as six mutually correlated 

inputs. The noise measured 3 ft away from the engine was treated as the single output of 

the system. The multiple coherence function between all the inputs and the single output 

was evaluated experimentally. Using the multiple coherence function, the engine noise 

which is coherent to the cylinder pressures was separated from the total engine noise . 

Koss and Alfredson [ 1 1 ]  located the position of sources of transient sound on a 

four ton punch press through the use of multiple input correlation theory. The inputs were 

accelerations measured at different points on the body of the press and the output was the 

measured sound pressure. The method of least squares fitting sound frequency data to 

acceleration frequency data was successfully used to locate transient sound sources on the 

punch press. 

As mentioned before, wind tunnels are notoriously difficult environments for 

measuring sound radiating from models. Background nmse interferes with the 

measurement and can exceed some noise sources of interest m any wind tunnel .  
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measurement and can exceed some nOise sources of interest m any wind tunnel .  

Reflections off hard walls m closed test section wind tunnels interfere with all but 

extremely close near field measurements or measurements of highly directional and 

impulsive sources such as helicopter blade vortex interaction. With array techniques, 

individual sources can be measured instead of the total integrated effect of all noise 

sources. 

Soderman and Noble [ 1 2] tested an in-flow, linear array in Ames' 40- by 80- Foot 

Wind TUimel with hard walls in the early 1 970's .  With a time delay technique, they 

reported good rejection of reverberant noise at low frequencies, but did not continue the 

work. Grosche, Siewitt and Binder [ 1 3 ]  investigated the potential of the acoustic mirror 

as a highly directional microphone system for sound source localization and 

discrimination from background noise, through measurements of the noise of a model 

source in the open test section of a low-speed wind tunnel, the mirror being positioned 

outside the flow. The acoustic performance of the mirror was affected by the scattering 

and refraction of the sound waves in the free shear layer of the tunnel, but these effects 

were found to be important only at high frequencies, where they approximately 

compensate the increase of both the spatial resolution and gain factor of the mirror with 

frequency . 

Bill ingsley and Kinns [ 1 4] used the acoustic mirror technique to localize the 

sound sources on a Rolls-Royce/SNECMA Olympus engine. Brooks et al . [ 1 5] used a 

two-dimensional array in the DNW with the open jet in anechoic chamber configuration 

to measure noise from a model-scale helicopter. Fourier components from the 
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microphones were summed with appropriate phase delay and the results averaged to 

locate sources of noise on a model-scale helicopter. The processing included the effects 

of open-jet shear layer refractions in determining the correct phase delay for each 

microphone . 

Elias [ 16] reports work with a l inear array antenna using frequency domain beam 

forming with the cross spectral matrix to localize acoustic sources. Gramann and Mocio 

[ 1 7] report measurements of a speaker from a linear array in a hard walled wind tunnel . 

They processed measurements in the frequency domain with conventional beamforming 

with spatial shading and adaptive beamforming. Microphones were held by separate 

struts mounted stream\vise in the wind tunnel . Tonal noise sources were played through a 

speaker. They located the source angle and claimed to measure the correct source 

amplitude to within about 2 dB . 

Dougherty and Underbrink [ 1 8] designed two-dimensional array patterns to yield 

useful results over a wide frequency range. Using these arrays, they tested many real 

aeroacoustic sources using conventional beamforming for quantitative results and the 

MUSIC algorithm for precise source location. 

Berkes and Stoker [ 19] used a phased microphone array in the Boeing Low-Speed 

Aeroacoustic facility to conduct a model-scale airframe noise test of a high-speed civil 

transport (HSCT) aircraft. The test had the fol lowing objectives : 1 )  provide an estimate 

of HSCT airframe noise levels; 2) identify the major airframe noise sources; and 3) assess 

the accuracy of the current HSCT noise predictions. A total of 103 microphones were 

used in the phased array data acquisition. The microphones were split into two arrays, a 
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lmv-frequency array (for frequencies upto 1 2  kHz) and a high-frequency array (for 

frequencies greater than 1 2  kHz). The array design for both arrays was a 7-arm 

logarithmic spiral pattern developed by Dougherty and Underbrink [ 1 8] .  The major noise 

sources were identified as the wing tips, the landing gear, and the nacelle inlets . 

Humphreys et al . [20] constructed a Large Aperture Directional Array (LADA) to 

obtain high resolution noise localization maps. A Small Aperture Directional Array 

(SADA) was also made to be moved about the model to provide localized spectra and 

directivity from selected noise source regions. The authors reported successful 

measurement of the far-field acoustics on a main element I half-span flap model using the 

two arrays. The LADA was used to detect small changes in location of dominant noise 

sources emanating from the flap edge region, while the SADA provided spectra and 

directivity measurements from this region. 

Bai and Lee [2 1 ]  used linear microphone arrays and beamforming algorithms l ike 

Conventional Beamforming, Minimum Variance method, and the Multiple S ignal 

Classification method to develop a noise source identification technique for industrial 

applications. 
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Chapter 3 

THEORY 

There are many physical phenomena in practice which produce data that can be 

represented with reasonable accuracy by explicit mathematical relationships. Such 

phenomena are termed deterministic. However, there are many other physical phenomena 

which produce data that are not deterministic. For example, the height of waves in a 

confused sea, the acoustic pressures generated by air rushing through a pipe, or the 

electrical output of a noise generator represent data which cannot be described by explicit 

mathematical relationships. There is no way to predict an exact value at a future instant of 

time. These data are random in character and must be described in terms of probability 

statements and statistical averages rather than explicit equations [22] .  

Four main types of  statistical functions are used to describe the basic properties of 

random data : 

• Mean Square Values 

• Probability Density Functions 

• Correlation Functions 

• Power Spectral Density Functions 

Out of the four categories of statistical functions mentioned above, only the last 

two categories of statistical functions are discussed below, because they are more 
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germane to this work. The following sections contain a brief description of the Auto-

Correlation function and the Cross-Correlation function which come under the heading of 

"Correlation Functions", and a description of the Auto-Spectral density function and the 

Cross-Spectral density function which are categorized under "Power Spectral Density 

Functions". 

3.1 Correlation Functions 

3.1.1 Auto-Correlation Function 

The Auto-Correlation function of random data describes the general dependence 

of the values of the data at one time on the values at another time. Consider the sample 

time history record x(t) shown in Figure 3 . 1 .  An estimate for the auto-correlation function 

between the values of t and t+ T may be obtained by taking the product of the two values 

and averaging over the observation time T. The resulting average product wil l  approach 

an exact auto-correlation function as T approaches infinity. In equation form, 

l 

Rx ( r) = lim _!_ fx(t)x(t + r) dt 
T->x T 0 

(3 . 1 )  

The quantity Rx(rJ is always real-valued even function with a maximum at -r = 0, 

and may be either positive or negative. In equation form, 

(3 .2) 
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Figure 3 . 1  Autocorrelation Measurement [22] 
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Consider the four special time histories shown in Figure 3 .2 .  Auto-Correlation 

function plots (autocorrelograms) for these time histories is shown in Figure 3 . 3 .  

The principal application for an Auto-Correlation function measurement of 

physical data is to establish the influence of values at a future time. Because a S ine wave, 

or any other deterministic data, will have an Auto-Correlation function which persists 

over all the displacements, an Auto-Correlation measurement clearly provides a tool for 

detecting deterministic data which might be masked in a random background. 

3.1.2 Cross-Correlation Function 

The Cross-Correlation function of two sets of random data describes the general 

dependence of the values of one set of data on the other. Consider the pair of time history 

records x(t) and y(t) illustrated in Figure 3 .4. An estimate of the Cross-Correlation 

function of the values of x(t) at time t and y(t) at time t+ r may be obtained by taking the 

average product of the two values over the observation time T. The resulting average 

product will result in an exact Cross-Correlation function as T approaches infinity, i .e . ,  

1 
Rx ( r) = lim __!__ Jx(t) y(t + r)dt _l T->cro T 0 

(3 . 3) 

The function Rxy(r) is always a real-valued function, which may either be positive 

or negative. When Rxy(r) =0, x(t) and y( t) are said to be uncorrelated. lf x(t) and y(t ) are 

statistically independent , then Rxy(r) = 0 for all time displacements. A typical Cross-

Correlation plot is shown in Figure 3 . 5 .  
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x(t) 

(a) 
, 

x(t) 

x(t) 

Figure 3 .2 Four Special Time Histories. (a) S ine wave. (b) S ine wave plus random noise. 
( c) Narrow-band random noise. (d) Wide-band random noise [22] 
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(a) 

(c) 

0 

Figure 3 .3 Autocorrelograms. (a) S ine wave. (b) Sine wave plus random noise. 
( c) Narrow-band random noise. (d) Broad-band random noise [22] 
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x(t) 

Figure 3 .4 Cross-Correlation Measurement [22] 

Figure 3 . 5  Typical Cross-correlation plot (Cross-correlogram)[22] 
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Cross-Correlation measurements have many important applications and some of 

them are discussed below. 

Measurement of Time Delays : As the output from the system is displaced in time 

relative to the input, the Cross-Correlation function will peak at that time displacement 

equal to the time require for the signal to pass through the system. Hence a system time 

delay can be established directly by noting the time displacement associated with an 

observed peak in the Cross-Correlogram between the input and the output. 

Determination of Transmission Paths : As every transmission path through the 

system is generally associated with a different delay time, a separate peak will occur in 

the Cross-Correlogram for each path which contributes significantly to the output. I f  the 

expected time delays associated with the various paths can be calculated, tese expected 

delays can then be compared to the measured time displacements of the peaks in the 

Cross-Correlogram to identify the paths contributing significantly to the output. 

Detection and recovery of Signals in Noise : A third application for the Cross­

Correlation function is the detection and recovery of a signal buried in extraneous noise, 

where the signal buried is not necessarily in the periodic form. If a noise-free replica of 

the signal (either random or periodic) which one wishes to detect is available, then a 

Cross-Correlation of the signal plus noise with a stored replica of the signal alone wil l  

extract the correlation function of the signal . Furthermore, for the case of periodic signals, 

the Cross-Correlation function will provide a greater signal-to-noise ratio than will the 

Auto-Correlation function for any given input signal-to-noise ratio and sample record 

length. 
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3.2 Power Spectral Density Functions 

3.2.1 Auto-Spectral Density Function 

The Auto-Spectral density function of random data describes the general 

frequency composition of the data in terms of the spectral density of its mean-square 

value. An important property of the Auto-Spectral density function lies in its relationship 

to the Auto-Correlation function. Specifically, for stationary data, the two functions are 

related by a Fourier transform as follows. 

cJ) cJ) 

G,(/) = 2 JRx (r)e-12;iftdr = 4 JRx (r)cos(2Jiff )dr 
-cJ) 0 

(3 .4) 

The second equality exists because Rx(rJ is an even function of r. A typical plot 

of Auto-Spectral Density versus frequency [Gx(/) versus j] for each of the time histories 

shown in Figure 3 .2  is presented in Figure 3 .6. these plots are called Power Spectra . 

The principal application for an Auto-Spectral density measurement of physical 

data is to establish the frequency composition of the data, which in turn, bears important 

relationships to the basic characteristics of the system involved. However, Auto-Spectral 

densities of physical data yield information only about the amplitude of the signal . 

Determination of phase information requires a Cross-Spectra analysis which is described 

in the next section. 

3.2.2 Cross-Spectral Density Function 

The Cross-Spectral density function of a pair of time history records is the Fourier 

transform of the Cross-Correlation function of the pair of time history records. Since the 
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G;r(f) 
(a) 

o�-------------f�o--------------------� 1 

Gx(f) 

(d) 

�--------------------------�{ 

Figure 3. 6 Autospectral Density Plots (Power-Spectra). (a) S ine wave. (b)S ine wave plus 
Random noise. ( c) Narrow-band Random Noise. (d) Broad-band Random 
Noise .  [22] 
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Cross-Correlation function is not an even function, the Cross-Spectral density is generally 

a complex number such that 

Gxy(/) = Cxy(fJ -JQxy(fJ (3 . 5) 

where the real part Cxy(/). is called the coincident spectral density function, and 

the imaginary part, Qxy(/). is called the quadrature spectral density function. It is 

convenient to express the Cross-Spectral density function in complex polar notation such 

that 

where 

Another useful relationship is 

I 

lcXI cnl = cc;l (f )+ Q;l (f ))2 and 

-1 [Qxy(f )l 
()n (f )= tan 

eX} (f ) 

(3 .6) 

(3 .7) 

When applying the Cross-Spectral density information to physical problems, it is 

often desirable to use a real-valued quantity given by 

(3 .8) 
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where r:l (f ) is called the coherence function. When r;v (f ) = 0 at a particular 

frequency. x(t) and y(t) are said to be incoherent at that frequency, which is simply 

another word for uncorrelated. If x(t) and y(t) are statistically independent, then the 

coherence function is zero for all frequencies. When the coherence function is equal to I 

for all frequencies, then x(t) and y(t) are said to be fully coherent. 

A typical plot of the Cross-Spectral density function versus frequency 

[Gxy(f) versus j] for a pair of time history records is shown in Figure 3 .7 .  This plot is 

called a Cross-Spectrum. The plot consists of two parts which give a magnitude and a 

phase. Cross-Spectral density function measurements have many applications similar to 

Cross-Correlation function measurements. 

3.2.3 Partial Coherence 

Coherence between any two components of a multivariate random process anses 

from some form of response relationship existing between them. However, the coherence 

function which connects a response and a single excitation, becomes very different when 

other excitations are added and so modifY the response. Therefore, a technique called 

partial coherence is needed to uncover that coherence which existed between the two 

original components. 

Consider a multivariate random process {x(t)}. Then the spectral matrix SX is 

given by 
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Figure 3 . 7  Typical Cross-Spectral Density Plot (Cross-Spectrum) [22] 
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sx 
I I  st2 S'x 

"- In 

Sx= s;l s;2 sx 
2n 

S,�� s;�2 . . .  S,��� 

The above matrix is Hermitian 

where S ;, is the complex conjugate of s;, 

The coherence function is defined by 

r' = 
lr,', 

Define 
X 

Ynl 

Sx S'x 
x 2 rs�.._ v Yr, =

sxsx 

Yi� 

' 
Yn2 

rr .\.\ 

. . .  

( 3 .9) 

(3 . 1  0) 

' ] 
Yin 

(3 . 1 1 )  

r,��� 

It is known that if xr(t) and x5(t) are fully coherent, then the rth and sth rows are linearly 

proportionaL 

S,j S,2 sm = = = S,l S,2 S,/1 

The y' matrix is such that 

Ysr = Yrs = 1 and Y1r = Y1s' Y2r = Y2s, · · ., Ynr = Yns 
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3.2.3.1 Residual Random Variables 

Consider any two real-valued stationary random processes {x(t)} and {y(t)}. A 

linear prediction )'( t ) ofy(t) from x(t) can be described by the following equation 

00 

y(t) = Jh0(r)x(t- r)dr (3 . 1 4) 
0 

Here h0 ( r) is a weighting function to be determined. h0 ( r) is chosen such that the mean 

square error £2 given by 

00 "' "' 

= R,, (0) -2 Jh0(r)Rx)r)dr+ J Jh0(r)h0(v)Rxx(r- v)dvdr 
0 0 0 

(3 . 1 5) 

(3 . 1 6) 

is a minimum over all possible choices of h0 ( r) . This condition i s  satisfied by that 

h0 ( r) which makes 

This leads to the convolution integral result, 

00 

R xy ( T) = J h0 ( V) R ,J r - V )d V 
0 

which, upon taking Fourier transforms on both sides, is equivalent to 

The residual random variable �y (t) resulting from y(t), is denoted by 
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oc 

tiy(t)=y(t)- Jh0(r)x(t- r)dr (3 .20) 
0 

Then the autocorrelation function R�vt1y is given by 

"' 

R111�1 ( r) = R,.( r)- Jh0( v)R,x (r- v )dv (3 .2 1 )  
0 

The Fourier transform of equation (3 .21) leads to 

S �.'�'(f) = S\) (f)- Ho (f)Svx (f) (3 .22) 

Use of equation (3 . 1 9) then gives 

(3 .23)  

= s,,(!)[1- r;,(J)] (3 .24) 

where 

(3 .25) 

is the ordinary coherence function between x and y. The quantity S !1y!1y (J) i s  called the 

residual spectral density function of tiy(t) . 

3.2.3.2 First Order Partial Coherence 

Consider the multivariate random process [23] ,  e .g .  to establish spectral properties 

of x2 and x3 after removing X1. Defining 
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XI (t) = YI (t) 

X2 (t) = Y2 (t) + Y3 (t) 

x3(t) = y4(t)+ Ys(t) 

(3 .26) 

such that yc(t) and yit) are fully coherent to y1(t) (i .e .  to x1(t)) and ylt) and y5(t) are 

uncoherent with y1(t). 

SX s\ ('X (' \' s\' 
11= ll''-1!2 = c)j2+ l3 

S' sr S1 sx "1 S" Sv sr 13= i4+ lS' 22=''22+ l3+ 32+ :i3 

S X (' \ s \ (' y s \ s \' s \ (' \ s \' s V 
23 = '1 24 + is + ,, 34 + :is ' :i3 = 44 + ,, 4s + 54 + 5s 

Now the coherence relations are 

and from the lack of coherence 

S" S\' S�' S�' 0 
13 - 31 - 15 - 51 -

Solving (3 .27), (3 .28) and (3 .29) for SY we get, 
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.S'·\ = 

�.s�'" = .. s�'(� -
- .J �-

S1'1 

sx 
21 

0 

S,\ 

0 

S'x S'x 
�.._ 11'-- I J 

Sl\ 

s:2 
(rtJ2 s2'2 

0 

sxsx 
31 12 

Stl 

0 

0 sx 
13 0 

0 
S(3Si\ 0 s:l 

s;2[(1-rt2YJ 0 sx -slx,s;l 23 sx 
I I  

0 (r��' Y S3
'
, 0 

sx _ s;1s:2 0 S3', [1- (rt, Y] 32 sx 
I I  

(3 . 30) 

s;5 is called the residual cross-spectral density of xit) and x3(t) with respect to 

x1(t). and it is conveniently denoted by S2\1 . The partial coherence of x2(t) and x3(t) with 

respect to x1(t) is given by 

d ( X )2 s;,1s:n an r - . --

231 -sx sx 22 I 33 I (3 .3 1 ) 

The higher order partial coherences can be computed extending the above procedure . 

3.3 Arrays 

Propagating signals contain much information about the sources that produce 

them. Not only does each waveform express the nature of the source, its temporal and 

spatial characteristics allow us to determine the source's location. In the real world, 

several sources in addition to the one of interest, and noise contaminate the desired signal . 
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Thus, it is desirable to focus on selected signals. An array of sensors, which is a 

geometrical arrangement of sensors in space, can be used to focus on the selected signal 

instead of using a single sensor, because of the following reasons. 

• The array' s  output has a higher signal-to-noise ratio than that of a single 

sensor's output. 

• The array can be used for determining the number of sources of propagating 

energy, and the location of these sources due to the array's directivity 

characteristics unlike the single sensor which is omnidirectional . 

Augmenting an array with signal processing techniques can enhance directivity 

and can be used to aim the array 's  directivity pattern without physically moving the array. 

Beamforming is the name given to a wide variety of array processing algorithms that 

focus the array's signal-capturing abilities in a particular direction. One such 

beamforming technique called the Delay-and-Sum technique is described below. 

3.3.1 Delay-and-Sum Beamforming 

The idea on which the Delay-and-Sum Beamforming technique is based is the 

following [24]: If a propagating signal is present in an array' s  aperture, the sensor 

outputs, delayed by appropriate amounts and added together, reinforce the propagating 

signal with respect to noise or waves propagating in different directions. The delays that 

reinforce the signal are directly related to the length of time it takes for the signal to 

propagate between sensors. 
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Consider Figure 3 . 8 .  Let s(t) denote the signal emanating from a source located at 

the point x0• Several sources may be present, and their radiations sum to comprise the 

wavefield j(x,t) measured by the sensors. Let's consider an array of lvf sensors located 

at { X111}, m= 0, . . . .. , M-1. The phase center of the array is defined as the vector quantity 

L X111 • For convenience, we choose the origin of the coordinate system to coincide with 

the phase centre, i .e . ,  

M-1 

LXm = 0 (3 .32) m=O 

The waveform measured by the m th sensor is given by Ym(t) = j( x"' ,t) ; the 

sensor samples the wavefield spatially at the sensor's location. The delay-and-sum 

beamformer consists of applying a delay l'lm and an amplitude weight wm to the output of 

each sensor, then summing the resulting signals as shown in Figure 3 .9 .  We define the 

delay-and-sum beamformer's output signal to be 

M-1 
z(t) = I w"'y"'(t -!'ln.) (3 .33)  m=O 

The amplitude weighting is sometimes called the array's shading or taper, and, 

enhances the beam's shape and reduces sidelobe levels .  The delays are adjusted to focus 

the array's beam on signals propagating in a particular direction ( 0 or from a particular 

. -o. 
pomt x m space. 
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y0(t} 

y 1 (t} 

..... xo 

Figure 3 . 8  Array Coordinate system [24] 

Figure 3 .9  Delay-and-Sum Beamforming [24] 
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3.3.2 Near-Field and Far-Field Sources 

Beamforming algorithms vary according to whether the sources are located in the 

near field or in the far field. If the source is close to an array - in the near field- the 

wavefront of the propagating wave is curved with respect to the dimensions of the array 

and the wave propagation direction depends on sensor location. If  the direction of 

propagation is approximately equal at each sensor, then the source is located in the 

array's far field and the propagating field within the array aperture consists of plane 

waves. 

A particular signal's direction of propagation relative to the coordinate system as 

shown in Figure 3 . 1  0 (a) is denoted by ( 0 • For plane waves, this vector does not vary 

with sensor location. For near-field sources, however, the apparent direction of 

propagation varies across the array. 

To estimate the errors induced by assuming far-field propagation instead of near-

field. let Em be the angle between the rays emanating from the source to the array origin 

and to the mth sensor as shown in Figure 3 . 1 0  (b). This angle represents the error we want 

to estimate. An application of the Law of Sines yields sin(&"') = sin( lfln,). clx .. I! rn� ) , with 

\lfm denoting the angle between the vectors x., and x0 •  When r"� >> lx"'l , the source is  

located well outside the array's aperture; we can make the approximation r"� :::::: r 0 and 

assume the angle Em is small .  

Therefore, (3 .34) 
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F igure 3 . 1 0  Array Geometry . (a) Far-field geometry(b) Near-field geometry [24] 

34 



The largest value of this error occurs for the most distant sensor located at a right 

angle relative to the source direction vector ('-I'm = n/2). 

3.3.3 Beamforming for Plane Waves 

A judicious choice of sensor delays {�n} in the delay-and-sum beamformer 

allows the array to "look" for signals propagating in a particular direction. By adjusting 

the delays, the array' s  direction of look can be steered toward the source of radiation. 

Define an assumed propagation direction, denoted by the unit vector t; . Assume a far-

field source radiates a plane wave having waveform s(t) that propagates across an array of 

M sensors in the direction (0• The wavefield within the array's aperture is expressed by 

f(x,t) = s(t - a0• x) (3 . 35) 

where the slowness vector is defined by a0 = ( 0 • The mth sensor spatially samples the 
c 

wavefield, yielding Ym (t) = s(t - a0• XIII); the delay-and-sum beamformer' s  output 

signal becomes 

If we choose 

·""1-1 

z(t )  = I w"'su - L1"' - ao . xn,) 
m=O 

t;-0 -- ·X 
L1 - - -o.- - m 

m- a xm -
c 

35 

(3.36) 
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the signal processing delays compensate for the propagation delays and the waveforms 

captured by the individual sensors add constructively. In this case, the array' s  output 

equals [M-1 ] 
z(t) = s(t ) · � �1·, (3 .38) 

and the beamformer' s signal equals a constant times the waveform radiated by the source. 

-

We can thus steer the array' s  beam to an assumed propagation direction c;; by using the 

set of delays given by 

-

A = - c;; • 
X, - -

LJ. 111 = -a · X, c (3 .39) 

The beamformer signal z(t) that results from a plane wave propagating in the 

direction '0  is given by 

A f - 1  

z(t) = _L wllls(t + (a - a0 ) · x, )  (3 .40) 
m=O 

If \Ve look in the wrong direction a ;j:. a0 ' we obtain a degraded version of the 

propagating signal . In such cases, we say that the beamformer is mismatched to the 

propagating wave. This mismatch can occur in one of two ways. 

• If the speed of propagation is known, mismatch means that the assumed 

propagation direction does not equal the true direction of propagation. Knowing 

the speed of propagation implies that the medium is relatively stable and its 

characteristics can be predicted or measured. 
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• If the direction of propagation is known, we assumed the wrong speed of 

propagation. Precise knowledge of source locations occurs when we place them 

and calibrate their positions Assuming a propagation direction thus becomes 

equivalent to assuming a speed of propagation. 

Thus, assuming a slowness vector for the delay-and-sum beamformer means that 

we are presuming a direction of propagation and a propagation speed. If one of these is 

known. we can find the other by scanning across wavenumber with a beamformer, 

searching for a maximum energy output. 

3.3.4 Beamforming for Spherical Waves 

Consider the case of a source located in the array' s  near field. Assume that the 

source is emitting a signal s(t) that spreads spherically into space. We know that a 

spherically symmetric solution to the wave equation has the form 

_ s(t - lx - x0 l / c) f(x , t) = � - -o l x - x 

The mth sensor thus measures the signal 

(3 .4 1 ) 

where 

distance between the source and the sensor, and, as usual, c represents wave propagation 

speed. 

By choosing 

, o - '"� .0, m = _ ____::..:__ 

c 
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we can "stack" the signal replicas captured by all the M sensors so that they reinforce 

each other. The beamformer' s  response to a spherically propagating wave becomes 

(3 .43) 

The source signal emerges, delayed and attenuated as if it had been received at 

phase center, times a weighting factor that, for large values of r a , approaches the sum of 

the sensor weights. Let r and r111 denote range parameters presumed by the beamformer 

that do not equal actual values. The beamformer's  output in this case becomes 

M-1 ( ( 0 )J z( t) = L w �· s t -
r - r,� - rill 

m�o rill (3 .44) 

3.3.5 Array Gain 

Array gain measures an array' s  signal-to-noise ratio enhancement and concisely 

summarizes how well  the array and subsequent signal processing reject noise. 

If a single sensor were located at the spatial origin, its response to a nmse-

corrupted signal would be 

y(t )  = s(O, t )  + n(O, t )  ( 3  .45) 

where n( i, t) represents the noise field. This noise may be attributed to the sensor or to 

background radiation. For simplicity, assume that the desired signal is a wide band plane 

38 



wave of the form s(x, t )  = s(t - a 0  • x) , which means that a single sensor' s  output signal 

is s(t) + n(O , t ) . Assume that s and n are stationary random fields and are uncorrelated. 

The signal-to-noise ratio SNR is defined to be the ratio of the mean-squared values of the 

signal and noise components, which conceptually expresses the ratio of signal and noise 

pov,:ers. For a single sensor, 

(3 .46) 

where R, (0) and R" (0,0) are the spatial correlation matrices of the signal and nOise 

components respectively .  When an array of M sensors is employed, the signal measured 

by the mth sensor is Ym (t) = s(t - a 0  • XIII ) +  n(xm , t) .  The delay-and-sum beamformer' s 

output signal thus equals 

Al- I  Al-I 
z(t) = I WmYm (t - L1n, ) = I wms(t - L1m - a0 • x) + I  w,n(x/11 , t - l1111 ) (3 .47) 

m 

The array signal-to-noise ratio is the ratio of mean-sqaured values of the signal 

and noise tem1s. Regarding the signal and noise as uncorrelated random processes, these 

mean-squared values are 

M-I M-I  
Signal: " " wm w;, R , (L1m - L1"' - a 0  • (xm - xm )) � �  I 2 · 2 I I 2 m1 =0m2 =0 

M-I M - I  
Noise: " "  w, w;, R" (xm - x, , L1, - L1, ) � �  I 2 I 2 2 I 

(3 .48) 
ml�om, �o 
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where RJ·) denotes the s ignal ' s  correlation function and R11 (·;) the spatiotemporal 

correlation function of the noise .  The array gain G is defined as the ratio of the array 

signal-to-noi se ratio and the sensor signal-to-noise ratio. 

SNRarrar 
G = --� 

Sli/Rsemor 

3.3.6 Minimum Redundancy Arrays 

(3 .49) 

Minimum Redundancy Arrays (MRA) have been designed with tool s  from number 

theory and numerical search algorithms [25 ] .  MRA design exploits the redundant structure of 

the uniform l inear array for independent sources. MRA designs provide an effective aperture 

proportional to the square of the number of actual sensors, but the resulting arrays are 

constrained to be l inear. 

Consider a uniformly spaced l inear array of M identical sensors which is i l luminated 

by P incoherent sources with waveforms { s 1 (t) . . . . . . . . . . . .  , sp(t) } ,  where 

I' 

x k (t) = I s k ( t) exp(- j( k - 1) ;r sin(� )) + n k ( t) (3 .50) 
k = l  

where d i s the sensor spacing, and the noise components { n J (t), . . . . .  nM(t) } are uncorrelated. 

The cross-covariance between sensor outputs can be expressed as 

I' 

E{x,,Jt)x,: (r) } = I O"; exp(- j(m - n);r sin(� )) + 0"2o(m - n) (3 .5 1 )  
k = l  

where 0"2 is the variance of the noise components, O"; i s  the power of the k th far-field 

source, and o(m - n) is the Kronecker delta function. Equation (3.39) indicates that the 
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cross-covariance between two sensors can be interpreted as an integer which i s  difference of 

the ir locations, that i s  E { xJt )x,: (t)} = r"'_" . The steering vectors for the uniform l inear 

array take the form 

a( e) = [ l , exp(- jJr sin(e)) , . . . . . . .  , exp(- j(M - l)Jr sin(e))r (3 .52) 

because of this form of the steering vectors, the array covariance matrix R is 

Toepl itz. which implies that if we can compute the set of covariances {r0 , rP . . . . .  , rM-J } ,  then 

we can reconstruct R due to the Toepl itz property. A arbitrary M x M covariance matrix has 

M(M+ 1)12 parameters due to the fact that R = R H . When the covariance matrix is 

constrained to be Toeplitz, the number of free parameters reduces to M Therefore it i s  

poss ible to remove some of the M sensors, and sti l l  be  able to  compute R from the remaining 

sensor measurements . 

3.3. 7 Solid Collection Angle 

The solid collection angle  of the array is defined as 

sol id collection angle = tan - J ( ��J ( 3 . 53 )  

The sol id collection angle of  the array defines the angular separation in  which the sound 

source should be placed for the array beamforming results to produce a mainlobe width 

which i s  half the value of the lobe width at one-half the peak value. 
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Chapter 4 

EQUIPMENT AND EXPERIMENTAL PROCEDURE 

4.1 Equipment 

4.1.1 Measurement System 

The twelve microphones used for acoustic measurements were Bruel & Kjaer� 

Type 4 1 36 microphones. Each had a diameter of \/4-inch. The microphones possessed a 

sensitivity of 1 .6 m V /Pa, and had a flat response in the frequency range of 4Hz to 

70kHz. The microphones had a dynamic range of 4 7 to 1 72dB when connected with 

Bruel and Kjaer'!<) Preamplifier Type 2670. Preamplifier Type 2670 had an operational 

frequency range of 3Hz to 200kHz and a typical attenuation of 0 .25dB .  The microphones 

and preamplifiers were powered by Bruel and Kjaer� Multiplexer Type 2822 which had 

differential outputs to avoid ground loops. It had twelve channels and a frequency 

response of 2Hz to 200kHz (±0.3dB). The outputs of the multiplexer were connected to a 

digital data acquisition hardware cal led the IOTECH® W A VEBOOK/5 1 2  system. This 

system comprised of a 8-channel , 1 2-bit resolution, 1 MHz sampling rate AID board. The 

WAVEBOOK/5 1 2  also included the WaveView software which is a WINDOWS-based 

software. This setup and acquisition system allowed one to configure, display, and save 

data to disk. The WBK20 PC-Card!EPP (enhanced parallel port) interface card & cable 
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was incorporated in the W A VEBOOK/5 1 2  for an enhanced rate of data transfer between 

the data acquisition system and the computer connected to it. For data analysis, a 300-

MHz WINDOWS-NT machine was used. A schematic diagram of the measurement 

system is shovm in Figure 4. 1 .  

The sound source was a six and a half inch diameter Radio Shack® woofer 

mounted on one wall of a Plexiglas box with the opposite wall of the box containing a 2 

inch diameter hole for the propagation of sound waves produced by the woofer. The wall 

on which the woofer was mounted was movable, and in this way the Plexiglas box 

functioned as a Helmholtz Resonator capable of magnifYing sound pressure levels 

produced by the woofer in the frequency range of interest. Described below is the 

procedure adopted for designing the Helmholtz resonator and the physical dimensions of 

the designed resonator. 

4.1 .2 Design of the Acoustic Driver 

The elements of a Helmholtz resonator are a closed volume V with rigid walls , 

and a small opening of area A and length l connecting it to a much larger volume [26] . A 

schematic diagram of a typical Helmholtz resonator is shown in Figure 4 .2 .  The resonant 

frequency of a Helmholtz resonator depends on the enclosed volume and the size of the 

opening. When pressure fluctuations, P, .o ,  outside the resonator excite the volume of the 

air inside the neck of the opening at the resonant frequency, the sound pressure, Pb , 
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Figure 4. 1 Schematic D iagram of the Measurement System 

44 



S (area) pi o 
,1. 

r 
d 

Pb, V 

Figure 4.2 Schematic representation of a Helmholtz resonator 

45 



inside the cavity increases to a level that is much greater than the sound pressure level 

outside the cavity . 

The volume of air located in the neck of the opening moves in and out of the 

cavity. This varies the volume of the resonator cavity which in turn varies the pressure 

inside the cavity. This pressure variation is termed ph . The displacement, d, of the air in 

the neck is related to the acoustic pressure outside the cavity by the following equation 

(4. 1 )  

where p is the density of air, c is the speed of sound in air, A is the area of the opening, V 

i s  the volume of the cavity, f stands for the frequency of the incident pressure 

fluctuations, l denotes the length of the neck of the opening and t is the time. 

The acoustic pressure inside the cavity is related to the displacement of air in the 

neck by the following equation 

(4.2) 

Solving equations (4. 1 )  and (4.2) for ph , we obtain 

(4.3)  

c2 A 
From equation ( 4.3) it is evident that when V = 47r2 f2 l ,  the acoustic pressure 

inside the cavity goes to infinity. However, in practice, frictional and viscous resistance 
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inside the neck l imit the acoustic pressure to a large but finite value. The frequency at 

which equation ( 4 .3)  becomes infinite is called the resonant frequency and is given by 

(4.4) 

where f11 is the resonant frequency of the Helmholtz resonator. 

For this work, a Helmholtz resonator (driver) (Figure 4 .3)  was constructed out of 

Plexiglas to magnify the amplitudes produced by the woofer in  the frequency range of 

800- 1 1 OOHz. The length and width dimensions of the enclosed volume were 7.5 inches 

each. The circular opening had a diameter of 2 inches and the neck of the opening was 

1 18-inches. The depth dimension d of the enclosed volume was designed to be variable by 

mounting the woofer on a Plexiglas plate which could move inside the resonator. The 

design values of d for frequencies in the 800- 1 1 OOHz range are tabulated in Table 4 . 1 .  

The woofer was rated at 92 ± 2 dB/W/m in the frequency range of 50-6000Hz, and had a 

power handling capacity ranging between 20 and 40 Watts. The woofer was driven with 

an amplifier, a function generator being used as the waveform source. 

4. 1 .3 Microphone Array Details 

Two l inear microphone arrays were designed to measure the Sound Pressure 

Levels produced by the model. The two microphone arrays were - ( 1 )  the seven 

microphone uniformly spaced l inear array, and (2) the minimum redundancy l inear array. 
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Figure 4.3 Dimensions of the Designed Driver 
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Table 4. 1 Design values of "d" for the Driver 

frequency (Hz) d (in) 

800 4.2 

900 3 .2 

1 000 2 .5 

1 1 00 2 . 1  
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The uniformly spaced linear array consisted of seven flush mounted microphones 

separated by a spacing of /i-inch as sho\Vn in Figure 4 .4 .  To avoid spatial aliasing, the 

sensor separation must be lesser than or equal to A0 I 2 where ).0 denotes the wavelength 

of the propagating signal . The upper-frequency l imit of the frequency range of interest, 

i .e .. 1 1 OOHz was used to determine the sensor spacing. The l inear array had a gain of 

approximately 8 . 5  dB. 

Minimum Redundancy Arrays (MRA) can be used to increase the effective 

aperture of uniform linear arrays [30] . These arrays are designed with tools from number 

theory and numerical search algorithms. MRA design exploits the redundant structure of 

the uniform linear array for independent sources. MRA designs provide an effective 

aperture proportional to the square of the number of actual sensors and the resulting array 

is constrained to be linear. For this work, a four microphone non-redundant l inear array 

was constructed by eliminating redundant sensors in the seven microphone uniform 

l inear array. This array had a gain of approximately 6 dB. The four microphone Minimum 

Redundancy Array is shown in Figure 4 . 5 .  

A one arm two dimensional spiral array with ten microphones was also designed 

for acoustic measurement, the details  of which are given in Appendix A. 
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Figure 4.4 Uniformly Spaced Seven-Microphone Linear Array 

os· • 1 .5" 1 .0'' 

Figure 4 .5  Four-Microphone Minimum Redundancy 
Linear Array 
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4.2 Experimental Procedure 

4.2.1 Calibration 

All the microphones used in the arrays and as singular microphones were 

calibrated using the "Quest LC" sound source which produces a constant Sound Pressure 

Level (SPL) of 1 1 4 dB at a 1 OOOHz. The calibration results showed that the microphones 

measured the SPL of the sound source within 3 dB of the rated SPL at a 1 000 Hz. A 

typical plot of the SPL versus frequency obtained from a microphone calibration is shown 

in Figure 4 .6 .  

The driver was calibrated by measuring the SPL produced by it  in  the frequency 

range of 800- 1 1 OOHz. A 1;4-inch Bruel and Kjaera<: microphone was positioned at a 

distance of l -inch from the neck of the c ircular opening of the driver. SPL measurements 

were then made by setting the design values of d at the corresponding frequencies as 

specified in Table 4. 1 .  Figure 4. 7 shows the spectrum of the microphone with the driver 

being driven at 1 OOOHz. A peak with a value of 1 22 dB is observed at 1 OOOHz. However, 

an equally strong second peak is observed at 3000Hz which is the second harmonic of the 

sound produced by the driver, implying that the driver is not a monochromatic source. 

Smoke visualization tests were conducted near the opening of the driver to ensure 

that synthetic jet effects [30) were absent. Synthetic jets have the unique property of 

being zero-mass-flux in nature, that is, they are synthesized from the working fluid in the 

flow system in which they are embedded. The interaction of synthetic j ets and an 

embedding flow near the flow boundary leads to the formation of closed recirculating 
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Figure 4.6 Spectrum of the Microphone Calibration 
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Figure 4.7 Spectrum of the Driver Calibration at 1 000 Hz 
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reg1ons. The smoke visualization tests were conducted to make sure that these 

recirculating regions were absent. 

4.2.2 Open-Field Measurements 

The two linear arrays and the spiral array were tested in the open field with the 

driver as the sound source placed in the same configuration relative to the arrays as it 

would be placed in the wind tunnel tests. Open field SPL measurements were made to 

provide a semianechoic result \vith which to compare the results obtained in the wind 

tunnel . A typical open field measurement setup is shown in Figure 4 .8 .  Egg shel l  foam 

insulation was used as non reflecting boundaries on three sides of the open field test setup 

to minimize the interference of extraneous sound, and to reduce the effect of 

reverberation from hard surfaces. The strut-mounted rectangular block containing the 

flush mounted microphone array was positioned at a height of 1 4  inches above the ground 

to minimize the effect of reverberation from the ground .  The center of the circular 

opening of the driver was placed at a distance of 20 inches from the flush mounted array. 

The sound source was elevated 14  inches above the ground such that a l ine joining the 

center of the circular opening of the sound source and the center of the array was parallel 

to the ground. The five positions of the sound source relative to the microphone array for 

which the open field SPL measurements were conducted are shown in Figure 4 .8 .  
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Figure 4.8  Schematic Diagram of the Open Field Test Setup 
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4.2.3 Wind Tunnel Measurements 

The arrays were mounted on the side\vall of the 20"x 1 4"x40" test section of the 

UTSl (University of Tennessee Space Institute) low speed wind tunnel, and the wind tunnel 

background noise was measured for different tunnel velocities in the absence of the driver. 

After the characterization of the background noise of the wind tunnel was complete, the 

driver was mounted on the sidewall of the test section opposite to that on which the 

arrays are mounted as shown in Figure 4.9 .  The position of the driver relative to the 

microphone arrays was the same as in open field tests. SPL and direction of arrival 

measurements were made for different combinations of sound wave frequencies, driver 

locations, and tunnel speeds. The SPL and direction of arrival results were compared with 

the corresponding open field results . 
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4.3 Data Post-Processing Procedure 

4.3.1 Cross-Spectral Matrices 

An M by M cross spectral matrix, where M is the total number of microphones in  

the array. was first constructed for each data set. The formation of the individual matrix 

elements was achieved through the use of Fast Fourier Transforms (FFT). Each channel 

of data was then segmented into a series of non-overlapping blocks each containing 1 024 

samples. Using a Hanning window, each of these blocks was Fourier transformed into the 

frequency domain. The individual upper triangular matrix elements plus the diagonal 

were formed by computing the corresponding block-averaged cross spectra from the 

frequency data using 

(4.6) 

where N is  the number of blocks of data, and X represents an FFT data block. The lower 

triangular elements of the cross-spectral matrix were formed by taking the complex 

conjugates of the upper triangular elements, because the cross-spectral matrix is 

Hermitian. 

4.3.2 Beamforming 

A classical beamforming approach is used for the analysis. The basic procedure 

consists of electronically steering the array to a predefined series of steering locations in 

space. For each selected steering location, a steering matrix e containing one entry for 
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each microphone in the array was computed. Using the steering matrix for the steering 

location and the cross-spectral matrix computed previously, the steered array output 

power at the steering location was given by 

r (  A A 
) 

A 
e Gdata - Ghackgrowul e 

P(e) = 
M 

where the T denotes the conjugate transpose of the matrix .  The background spectra 

Gbackground , was that obtained without the tunnel flow, where the acquisition system 

electronic noise dominates the recorded output. 
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Chapter 5 

Results and Discussion 

5.1 Open Field Test Results 

Open field tests were conducted with the three array configurations to provide a 

semianechoic reference with which to compare the reverberation affected performance of 

the arrays inside the wind tunnel. 

The center of the Helmholtz resonator sound source (driver) was placed at 

positions numbered 1 through 5 as shown in Figure 4.9 (pp. 55) .  The driver positions 1 ,  

2 ,  3 ,  4, and 5 were at an angle of 1 05°,  95°, 85° ,  75°,  and 65° respectively from the l ine 

joining the array microphones with microphone 1 as the origin. The angles were 

measured in the counter-clockwise direction. 

Figure 5 . 1  i s  a semi logarithmic plot o f  the measured Sound Pressure Level at the 

array versus the frequency for an open field measurement, conducted with the driver 

placed at position 1 ,  and driven at 1 000 Hz. The plot shows a peak equal to 1 1 2 dB at 

1 000 Hz corresponding to the sound produced by the source. Also observed in the plot is 

a peak equal to 1 1 5dB at 3000 Hz. This peak at 3000 Hz is the second harmonic of the 

sound produced by the source. 

Figure 5 .2 (a) and 5.2 (b) show a plot of the measured SPL versus the look 

direction, called a Direction Of Arrival (DOA) plot, for position 1 of the sound source 
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corresponding to an angle of 1 05°  for the 7-microphone uniform l inear array( uniform 

linear array) and the four microphone minimum redundancy array respectively. The SPL 

measured at 1 05°  by the two arrays is within 4 dB of the SPL of the power spectrum 

shown in Figure 5 . 1 .  Another observation made from a comparison of the DOA plots 

shown in Figures 5 .2  (a) and 5 .2 (b) is that the MRA measures an SPL of 1 1 7 dB at 

1 05°  which is 4 dB higher than that measured by the uniform l inear array. This is due to 

the increased effective aperture of the MRA over the uniform linear array discussed 

earlier. The resolution of the SPL peak at 1 05°  for the MRA from the nearest local 

maximum at 1 80° is about 1 2  dB which is 3 dB higher than that measured by the uniform 

linear array. 

Figures B . 1 ,  B .2, B .3 :  figures B.4, B .5 ,  B.6 ; figures B .7, B .8, B .9  and figures 

B . 1 0, B. 1 1 , B. 1 2  found in Appendix B display the power spectra and the DOA plots 

obtained from the two l inear arrays for sound source positions 2 through 5 respectively. A 

plot of the look direction prediction error versus the actual look direction of the driver 

shown in Figure 5 . 3  shows that the two array configurations measure the look direction of 

the sound source accurate to within 3 ° of the actual position of the center of the driver. 

The error in the look direction is attributed to the fact that the sound source is not 

an ideal point source. Another source of error could be the improper positioning of the 

sound source relative to the array . The maximum SPL measured by the uniform linear 

array for sound source positions 1 through 5 increased from position 1 through 3 due to 

the increased proximity of the sound source from the array and decreased from position 3 

through 5 ( Figure 5 .4) as the distance of the sound source from the arrays increased. 
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The highest value of the SPL measured by the uniform l inear array is 1 1 7 dB 

when the sound source was at position 3 corresponding to an angle of 85° which is  7 dB 

higher than that measured with the sound source at position 5 corresponding to a 65°  

angle. The MRA measured the highest SPL of about 1 22 dB with the source at 85°  which 

is about 9 dB higher than that measured with the source at 65° .  

5.2 Empty Wind Tunnel Test Results 

The empty tunnel was nm at tunnel velocities ranging from 45ft/sec to 1 5 1  ft!sec 

and the SPL measured using the uniform l inear array. These tests were conducted so that 

any peaks produced by the tunnel fan or the tunnel background noise could be identified 

and distinguished from the peaks produced either by the driver or the cavity. 

Figure 5 . 5  shows the power spectrum of the empty tunnel with the tunnel velocity 

at 45 ft/sec. The plot displays a peak at 1 500 Hz corresponding to the carrier frequency of 

the frequency controller used to vary the wind speeds inside the wind tunnel. An ICP® 

Accelerometer Model 353B0 1 was adhesive mounted on the tunnel wall to verify that the 

peak at 1 500 Hz is indeed due to the carrier frequency of the frequency controller and not 

due to flow disturbances in the tunnel . After a positive verification, it was decided to 

filter out the peak at 1 500 Hz. Figure 5 .6 shows the spectrum of the empty tunnel 

running at 45 ftlsec with the peak at 1 500 Hz notch filtered. Figures 5 .7 and 5 . 8  show the 

notch filtered spectra of the empty tunnel running at 8 1  and 1 5 1  ftlsec respectively. 
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5.3 Measurements with Driver in Wind Tunnel 

To evaluate the performance of the two linear arrays in a reverberant environment 

l ike a wind tunnel test section, and to verify the effect of wind velocity on the 

beamfom1ing algorithm, the driver was mounted on the sidewall of the test section with 

the arrays mounted on the opposite wall as shown in Figure 4 . 1 0  (pp. 57) .  The positions 

of the driver relative to the arrays in the wind tunnel were identical to the positions in the 

open field test. This facilitated a comparison of the wind tunnel results with the 

semianechoic results provided by the open field test configurations. 

Figure 5 .9  is  the power spectrum of the uniform l inear array, with the driver at 

position 5 ( 65°) being driven at 1 000 Hz and no flow in the wind tunnel. The spectrum 

shows a peak of 1 25 dB at 1 000 Hz corresponding to the sound produced by the driver, 

and its second harmonic is reflected in the plot as a peak equal to 1 33 dB at 3000 Hz. The 

1 25 dB peak at 1 000 Hz represents an increase of approximately 1 3  dB over the open 

field measurement for position 5 (65°). The increase in SPL is attributed to the effect of 

reverberant energy in the wind tunnel test section. Figure 5 . 1 0  is the DOA plot for the 

uniform l inear array with the driver at position 5 ( 65°  ) for the no flow condition. The 

plot shows a DOA peak equal to 1 27 dB at 70° which is 5° off the actual position of the 

driver. The error may be due to the improper positioning of the driver, and the presence 

of a multipath environment inside the wind tunnel. The SPL peak resolution from the 

nearest local maximum at 1 80° is 9 dB which is 2dB lower than that measured in the 
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open field. Figure 5 . 1 1 is a DOA plot for the MRA which measures a peak of 

approximately 1 32 dB at 70° and a resolution of 12 dB. 

Figure 5 . 1 2  shows a semilogarithmic plot of the spectrum of the array with the 

driver at position 5 being driven at 1 000 Hz and a tunnel velocity of 45 ft/sec.  It is  

evident from the plot that there is an increase in the SPL in the frequency range of 1 00 to 

900 Hz due to the effect of wind noise as compared to Figure 5 .9  which is the spectrum at 

the no f1ow condition. Figure 5 . 1 2  shows a peak equal to 1 22 dB at 1 000 Hz which is 3 

dB lower than that shown in the no f1ow spectrum. This is attributed to the masking of the 

driver sound source by the wind noise. The peak produced at the tunnel carrier frequency 

of 1 500 Hz has been notch filtered. 

The DOA plot for the uniform linear array with no corrections made for the wind 

noise is shown in Figure 5 . 1 3  (a) . The plot shows a DOA peak of 1 26 dB at a look 

direction of about 75° which is 1 0° off the actual driver position of 65° . The error is  due 

to reverberation in the tunnel and the lack of a velocity correction procedure in the 

beamforming algorithm. The resolution is about 5 dB which is 4 dB less than the no flow 

case . Figure 5 . 1 3  (b) displays the DOA plot for the same configuration as above, but with 

the spectrum of the wind noise subtracted from the array spectrum. This plot shows a 

DOA peak of 1 22 dB at the same look direction as in Figure 5 . 1 3  (a), but with an 

improved resolution of 9 dB. 

Figures 5 . 1 4  (a) and 5 . 1 4  (b) are the results for the MRA corresponding to the 

driver position and f1ow conditions represented in Figures 5 . 1 3  (a) and 5 . 1 3 (b) 

respectively. The MRA measures a higher DOA peak than the uniform l inear 
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array due to its increased effective aperture, and represents the same trends in the SPL 

resolution as the uniform linear array. 

Figure 5 . 1 5  is the spectrum measured by the array with the driver at position 5 

and the tunnel running at g 1  ft/sec. At this tunnel velocity, the driver peak of 1 1 7 dB at 

1 000 Hz was approximately equal to the peak at 1 60 Hz produced by the flow. Due to the 

lack of velocity corrections in the beamforming algorithm, the DOA plot for the uniform 

l inear array shown in Figure 5 . 1 6  (a) displays a peak of 1 32 .6  dB at a look direction of 

goo instead of the actual look direction of 65° .  The resolution of the peak is about 0 .6  dB . 

For subtracting the wind noise from the array spectrum, the uniform l inear array produces 

an improved resolution of about 1 .4 dB(Figure 5 . 1 6  (b)) .  From Figure 5 . 1 7 (a), it is  

observed that the MRA produces a peak of about 1 35 dB at a look direction of goo.  The 

resolution is approximately 0 .8 dB . On subtracting the wind noise from the MRA 

spectrum, the resolution increases to about 3 dB with the DOA peak approximately at 

1 20 .5  dB as displayed in Figure 5 . 1 7  (b) . The look direction of the peak for this plot 

remains at 80° as in Figure 5 . 1 7  (a). 

A test was also carried out with the driver at position 5 driven at 1 000 Hz, 

and the tunnel wind velocity at 1 5 1  ft/sec. At this velocity, the signal produced by the 

driver is completely buried in the wind noise, thus resulting in an extremely poor 

resolution of the DOA peak produced by the beamforming algorithm. 
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Figure 5 . 1 6  DOA Plot, Uniform Linear Array, Driver in Wind Tunnel at Position 5 (65°), 
v = 8 1 ft/sec. (a) Wind Noise not Subtracted, (b) Wind Noise Subtracted. 
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Chapter 6 

CONCLUSIONS AND FUTURE WORK 

6.1 Conclusions 

Beamforming acoustic array analysis technique applied to open field 

measurements results show that the two l inear arrays (uniform linear array and the 

minimum redundancy array) are effective in measuring amplitude and direction of arrival 

of a sound source generated by a driver placed within the solid collection angle 

determined by the aperture of the array, and the distance of the driver from the array. 

Direction of arrival peaks measured by the two arrays were accurate to within 3 °  of the 

actual position of the driver. The minimum redundancy array proved more accurate than 

the uniform linear array in terms of resolution because of the minimum redundancy 

array · s  increased effective aperture over the uniform linear array. 

The empty wind tunnel results with no models installed showed that the wind 

tunnel did not have peaks near the frequencies at the driver generated peaks. When the 

driver was tested within the wind tunnel, the two linear arrays measured a higher sound 

pressure level than what they measured in the open field. This was due to the presence of 

reverberation inside the wind tunnel .  Reverberation also reduced the resolution of the 

direction of arrival peak measured by the two arrays. It was observed that the array 

direction of arrival peaks were off by 5 °  to 1 5 ° when there is a flow in the tunnel. This 
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was assessed to be due to the absence of a velocity correction procedure in the 

beamforming algorithm and the presence of a multi path environment. Also, the resolution 

of the peaks decreased as compared with the no flow condition. The resolution could be 

improved by subtracting the wind noise from the array spectrum. However, for the case 

where the driver signal was completely buried within the wind noise, beamforming 

results did not produce a resolution high enough to distinguish the driver noise from the 

wind noise. This was naturally expected. 

6.2 Future Work 

Future work will be directed towards improving directional sensitivity and 

resolution of measured acoustic amplitude. Two dimensional multi-arm spiral arrays 

provide much better resolution and sidelobe rejection in both the elevation and azimuthal 

directions of a sound source. Also, the application of an adaptive beamforrning algorithm 

instead of the conventional beamforrning described in this work, would improve the 

resolution of the sound source DOA peaks. 
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Appendix A 

SPIRAL ARRAY 

A.l Spiral Array Details 

A logarithmic spiral is a natural curve defined by 

r = r0 exp(_!!_) 
tanr 

where r and () are the radius and polar angle of any point on the curve, the constant r 1s 

the spiral angle, and r0 is the initial radius corresponding to () = 0 . Distributing array 

microphones along a logarithmic spiral results in a design with no repetitions of the 

vector spacings between elements. This design is expected to give a much better sidelobe 

performance than either the regularly spaced linear array or the Minimum Redundancy 

Array . The polar coordinates of the microphones arranged in a single arm spiral is given 

in Table A.2 .  The array has an inner radius of 0 .85 inches, an outer radius of 4 .22 

inches, and a spiral angle of 73°. The ten microphones were flush-mounted on a circular 

aluminum plate in a logarithmic spiral configuration as shown in A.3 .  

The spiral array was tested in  the open field with the sound source at positions 1 

through 5 as shown in Figure 4.9, producing sound at 1 000 Hz. Due to insufficient 

number of microphones, and a single arm spiral configuration, the spiral array results did 

9 1  



not show a SPL resolution high enough to distinguish the sound source from the 

background noise. 
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A.2 Polar Coordinates of the Spiral Array Microphones 

Microphone Position 
Microphone 

Angle (deg) Radius (in) 

1 0 0 .85 

2 30  0 .99 

3 60 1 .40 

4 90 1 .60 

5 1 20 1 .70 

6 1 50 2.20 

7 1 80 2 .60 

8 2 1 0  3 .00 

9 240 3 . 50  

10  270 4.22 

0 0 0 8 7 9 
0 
6 

0 
5 Origin 

0 • 
4 ? o o  

2 1 

A.3 Ten Element Spiral Array Configuration 
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Appendix B 

OPEN FIELD RESULTS 
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B . l  Spectrum of the Uniform Linear Array, Driver at Position 2 (95°), Open Field Test 
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B.3  Spectrum of the Uniform Linear Array, Driver at Position 3 (85°), Open Field Test 
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B.7 Spectrum of the Uniform Linear Array, Driver at Position 5 (65°), Open Field Test 
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B . 8  DOA plot for the (a) Uniform Linear Array, (b) MRA, Driver at Position 5 (65°), 

Open Field Test 
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