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ABSTRACT

A reference high order PWR svstem model was developed resulting
in a 57th order, lumped parameter, state variable dynamic model.
Included in the model are representations of the reactor core,
pressurizer, U-tube recirculation type steam generator, connecting
piping, and turbine-fesdwater heaters. Also included are the models
of three-element feedwater flow control, nonlinear reactor control,
pressurizer pressure control, and megawatt-frequency turbine control
systems.

A low order PWR system model was developed by reducing the 57th
order model to a 25th order model by physical methods.

A further reduction on the low crder model was demonstrated by a
numerical method called the "pole-zero deletion method."

The results of the physically reduczd iow order model wer:

(V]
(9}
@]
3

1

pared to the results of the reference high order model. This com-
parison showed that the low order mcdel could simulate the dasired
output of turbine shaft power equally as well as the reference high
order model. Other intermediate system outputs were &also shown to
give good results for the low order model as cempared to thae reference

high order model.
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CHAPTER I
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INTRODUCTION

I.1 Purpose of This Research

The purpose of a pressurized water reactor (hereafter referred to
as PWR) nuclear power plant is to produce electrical power and inject
this power into an electrical system grid. During the process of
electricity production, it is desirable for a PWR to help maintain
stability within the total system, and cperate as economically as
possible, under normal and abrormal conditioas. It is not feasible to
examine PWR system behavior by creating major power system Jisturban-—
ces. Thus the need arises for modeling and simulation cf a complete
PWR system.

The Electric Power Research Inscitute (hereafter referred tc as
EPRI), which was the sponsors of this research, has developed a com—
puter code called LOTDYS. LOTDYS stands for ''long term svstem
dynamics." LOTDYS siwulates a completz electrical system grid. The
intent of LOTDYS is to examine the effect of slow boiler dynamics
(both coaventional and nuclear) on the much faster electrical system
dynamics. The current version of LOTDYS does not include a rapresen-
tation of a PWR. The goal of this project is to develop a PWR model

sultable for use bv the LOIDYS program.

1.2 General Considerations and Previous Development
The LOTDYS program 1is 3 very largze code which includes repra-

sentations for generating units {rydro, coal fired, and boiling

tems, transformers, loads, etc.

[v7]

water reactors), transmissicn sy

m

LOTDYS pcresently requires a great zeal of computer memorv. A pew
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addition to the LOTDYS program should require as little additional
computer memory as possible, while still correctly simulating the
operating features of a PWR. This is equivalent to sayiag that the
PWR representation should be a low order model.

The inputs available to the PWR model from the LOTDYS program
include the electrical system frequency and the automatic generation
control signal (power control signal). The only output necessary from
“the PWR model to the LOTDYS program is the turbine mechaaical shaft
power. However other intermediate outputs from the PWR model might be
desirable such as reactor power, steam generator pressure, etc.

At the Department of Nuclear Engineering of The University of
Tennessee, previous research has been doae 1n PWR power plant dyna-
mics.2,6,13,17,18,35,37 This work has resulted in representations
for the reactor core, piping, pressurizer, steam generators, and reed-
water flow control systems. This thesis will include tae results
similar to previous work with development of additional models

necessary to couple the PWR model with LOTDYS.

I.3 Organization of the Text

‘h order PWK

Following this introductory chapter, a reference nig
system model 1is presented in Chapter II. Two methods of reducinag the

high order model are presented in Chapter 1II. The first method reduces

"

the higzh order model by 'physical methods. The second method reduces

the order of the system by a numerical development called the 'pole-

zero deletion method." 1In Chapter IV, a comparison 13 made between the

reference high order model and the phvsically reduced low order model



results. Some overall conclusions and recommendations for further
research in low order modeling are discussed in Chapter V.

In the appendixes, three major areas are discussed. Two computer
codes, which were developed, or modified during the course of this
research, are described and instructions for their operation are
included. All the dynamic model derivations, which are new to the
Department of Nuclear Engineering of the University of Tennessee, are
presented. In addition, some figures, which have been referred to in

the main body of the text, are included in the appendix for clarity.



CHAPTER II
THE HIGH ORDER MODEL

II.1 The Reactor Core

The reactor core model used in this development is a typical
representation of PWRs manufactured today. A typical reactor core and
vessel internals are shown in Figure 2.l. The reactor coolant enters
the vessel from the cold leg piping, through nozzles which are
slightly above the core, and flows down through the annular region
between the vessel wall and the core barrel, and into the lower ple-
num. The coolant enters the cor= at the bottom and flows up through
the core. All the coolant, upon leaving the core, is then mixed
together in the upper plenum before leaving the reactor vessel through
nozzles and flowing into the hot leg piping.

The theoretical model representing a typical PWR reactcr core
consists of a set of first order linear differential equations. The
equations represent the reactor kinetics, the core heat transfer, and
the transport of coolant in the piping counecting the core to the
steam generators and pressurizer. The coolant is assumed to be well
mixed at each node in the model. The coolant flow rate is assumed to
be constant. The reader should refer to Katzl!3 and Kerlinl® for
additional information ca the derivation of these equations. The

equations for the reactor ccre are given hezlow.
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The essential design parameters needed to generate the model
coefficients are given in Table I. The numerical value of the parame-~
ters listed in this table are typical of a Westinghouse PWR plant.
However, a PWR of another manufacturer could also be modeled given
these essential design parameters. A computer program for generating
the coefficients of these equations has been written and is described
in Appendix A.

The resulting equations will describe the dyramics of the reactor
core with 14 state variables. Table II is a list and description of
these state variables. The reactor core equations will also have 2
disturbance or forcing terms appearing in equation (1II.l), describing
the fractional change in power, and equation (II.l4), which describes
the change in cold leg temperature. These forcing terms are listed

below.

(II.15) F (1= E‘I %Qe*ﬁ
A

(1I.16) —Y(M7=<ﬁ"~§ $To,,
M e



TABLE I

ESSENTIAL DESIGN PARAMETERS FOR THE REACTOR CORE MODEL
1. 1st Delayed Neutron Group Fractimdgl 0.000209
2. 2nd Delayed Neutron Group Fraction @2 0.001414
3. 3rd Delayed Neutron Group Fraction ?3 0.001309
4. 4th Delayed Neutron Group Fracthnlea 0.002727
5. 5th Delayed Neutron Group Fraction @5 0.000925
6. 6th Delayed Neutron Group Fraction @6 0.000314
7. Total Delayed Neutron Group Fraction @T 0.006898
8. lst Group Decay Constant (l/sec) A, 0.0125
9. 2nd Group Decay Constant (l/sec) 4, 0.0308
10. 3rd Group Decay Constant (1l/sec) g3 0.1140
11. 4th Group Decay Constant (1l/sec) 24} 0.3070
12. 5th Group Decay Constant (l/sec) 95 1.1900
13. 6th Group Decay Constant (l/sec) 26 3.1900
14. Neutron Generation Time (sec) A 17.9x1076
15. Fuel Coefficient of Reactivity (1/°F) Af -1.1x107>
16. Coolant Coefficient of Reactivity (1/°F) ». -2.0x1074
17. Pressure Coefficient of Reactivity (l/psi)c(p -1.0x1076
18. Initial power level (MWt) P, 3436.0
19. Mass of Fuel (1lbm) Mg 222739.0
20. Specific Heat of the Fuel (B/1bm-F) Cpp 0.059
21. Total Heat Transfer Area (ft2) A 59900.0
22. Fraction of the Total Power Produced in che ¥ 0.974




TABLE I (continued)

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34,

Overall Heat Transfer Coefficient From Fuel to

Coolant (B/hr-ft2-F) h 200.0
Volume of Coolant in Upper Plenum (ft3) Vip 1376.0
Volume of Coolant in Lower Plenum (ft3) VLp 1791.0
Volume of Coolant in Hot Leg Piping (ft3) VHL 250.0
Volume of Coolant in Cold Leg Piping (ft3) VoL 500.0
Total Volume of Coolant in Core (ft3) ¥ 540.0
Total Mass Flow Rate in Core (lbm/hr) m 1.5x10+¥
Hot Leg Temperature at 100% Power (°F) Ty, 592.5
Cold Leg Temperature at 100% Power (°F) Tg, 542.5

Nominal Reactor Coolant System Pressure (psia) Pp,  2250.0

Coolant Density at System Pressure and Average
Temperature (lbm/ft3) QC 45.71

Coolant Specific Heat at System Pressure and Average
Temperature (B/1bm=-°F) Cp¢ 1.390
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TABLE II

LIST AND DESCRIPTION OF THE HIGH ORDER
REACTOR CORE MODEL STATE VARIABLES

NUMBER SYMBOL

DESCRIPTION

l.

10.

11.

12.

13.

14,

%
$Cy
Cy
$C3
$C,
$Cs
% Cg
5T
$0,
50,
$Oup
$Ta
$Orp
$Tcr

Fractional Change in Initial Power

Precursor 1 Dewviation

Precursor 2 Deviation

Precursor 3 Deviation

Precursor 4 Deviation

Precursor 5 Deviation

Precursor 6 Deviation

Fuel Temperature Deviation (°F)

Coolant Node ! Temperature Deviation (°F)
Coolant Node 2 Temperature Deviation (°F)
Upper Plenum Temperature Deviation (°F)
Hot Leg Temperature Deviation (°F)

Lower Plenum Temperature Deviation (°F)

Cold Leg Temperature Deviation (°F)
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The forecing term in equation (II.14) (which is equation(II.16)) will
become a coupling term when the core model is coupled with a steam
generator model. In order to verify the validity of the reactor
model, a case was run for each of these two disturbances. Only the
fractional change in power (state variable 1) and the hot leg tem-
perature (state variable 12) are plotted. These will be the coupling
terms for additional models added later. Figure 2.2 shows the
response of the fractional power and hot leg temperature to a +10 cent
step in reactivity. Figure 2.3 shows the response of the fractional
power and hot leg temperature to a +10 F step in the inlet coolant
temperature. The response is plausible and is consistent with similar

modeling done previously. (Kiser18, Cherng6)

II.2 The Steam Generator

The steam generator considered in this work is a vertical, U-
tube, recirculation type steam generator (hereaiter abbreviated by
UTSG). This type of steam generator is used by such vendors as
Westinghouse and Combustion Engineering. Figure 2.4 shows a typical
UTSG.

The reactor coolant from the hot leg piping enters at the bottom
of the UTSG through the inlet nozzle to an inlet mixing plenum. Then
the coolant fIows through the U-tubes, transferring energy to the
secondaty fluid outside the tubes. The coolant then enters an outlet
mixing plenum before leaving the system through the outlet nozzles
into the cold leg piping.

The secondary feedwater to the UTSG enters chrough a feedwater

nozzla just apbove the U-tubes. It mixes with recirculated water and
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Figure 2.2 Response of the high order core model for a
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Figure 2.3 Response of the high order core model for a
+10°F step in inlet coolant temperature.
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becomes slightly subcooled. Then this subcooled mixture flows down-
ward through the annular region between the tube wrapper and the shell
before entering the U-tube region. Heat is transferred to the second-
ary fluid as it flows upward outside the U-tubes, and a steam—water
mixture is formed. This steam-water mixture then p;sses through steam
separators and dryers before leaving the UTSG with a quality of
approximately 99.75%. The separated water then returns to mix with
the feedwater for another pass through the tube bundle region.

A dynamic model for the UTSG has been developed previously (A1i2).

For this high order model study, a choice has been made to use the Ali
model D. In this model, the following assumptions are made:

l. Only one dimensional flow for both primary and secondary
fluids is considered.

2. Constant density and specific heat are assumed for the
primary and subcooled secondary fluids.

3. Thermal conductivity of the tube bundle metal is assumed to
be constant.

4, Heat transfer coefficients are assumed to be constant.

5. Thermodynamic properties of saturated water and saturated
steam are assumed to linear functions of pressure (for small
perturbations).

6. The enthalpy and mass quality of the steam-water mixture ia
the secondary fluid boiling region are taken as linear
functions of position along the heat transfer path.

7. No heat transfer takes place between the tube bundle region

and the downcomar.
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The linearized equation for this model will not be derived or
shown in this rhesis. (See referencze numter 2 for details.) Table
III gives a list of the resulting state variables for this model. The
state variable numbers begin with 15 since the first 14 are assigned
to the core and piping. A computer program, written by Ali, is
available which generates the system matrix and forcing vectors for
this model. The instructions for the use of this program are given in
Appendix A. This program is available from The Department of Nuclear
Engineering of The University of Tennessee. The essential data for
generating a typical UTSG model are given in Tasle IV. These data
again are typical of a Westinghouse PWR plant. It is important when
coupling the UTSG model with the reactor core model, to be consistent
with the essential data. Therefore to avoid any inconsistency in
generating the system matrix, the Ali program has been modified to
include the other coupling models.

The forcing terms for this model are listed bhelow.

L d

M
(1I.17) (m)P, & T
VVSD SWs
(I1.18) [ ~—— ()
eduﬂqé Wso

- (_\L sTow + (TrwWse | 2Wew
: Raw Adw Qo Adw /- W,

(11.20) =~ (\'\[’:oj %\}-—M
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TABLE III

LIST AND DESCRIPTION OF THE HIGH ORDER
UTSG MODEL STATE VARIABLES

NUMBER SYMBOL

DESCRIPTION

15.

16.

17.

18.

19.

200

21.

22.

23.

24.

25.

26.

27.

28.

29.

Primary Inlet Temperature (°F)

First Primary Fluid Lump (°F)

Second Primary Fluid Lump (°F)

Third Primary Fluid Lump (°F)

Fourth Primary Fluid Lemp (°F)

Primary Outlet Plenum Temperature (°F)
Tube Metal Lump 1 (°F)

Tube Metal Lump 2 (°F)

Tube Metal Lump 3 (°F)

Tube Metal Lump 4 (°F)

Level of Secondary Fluid in Downcomer (ft)
Length of Subcooled Node (ft)

Steam Pressure (psi)

Quality of Secondary Fluid Leaving Boiling Lump

Temperature of Secondary Fluid in Downcomer (°F)

17



TABLE IV

ESSENTIAL DATA FOR THE UTSG MODEL

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

number of U-tubes NT

tube outside diameter (inches) TOD

tube metal thickness (inches) TMT

upper shell diameter (inches) USHD

upper shell thickness (inches) USHT

lover shell diameter (inches) LSHD

lower shell thickness (inches) LSHT

overall height (feet) OVHT

sectional flow area in tube region (ftz) AFS
downcomer area (ftz) AD

downcomer level (ft) DL

riser level (ft) RL

primary water mass flow rate (lbm/hr) WP
primary water folume (steam generator) (££3) vp
specific heat of primary water (B/lbm=°F) CPl
primary water inlet temperature (°F) TPI
primary water outlet temperature (°F) TP
primary loop average pressure (psia) PP
average density of primary water (1bm/ft3) ROP
steam flow rate (1lbm/hr) WSO

steam pressure (psig) PSTG

saturation temperature at steam pressure (°F) TSAT

3388
0.875
0.050
178.0

3.50

135.0
2.360
67.67
60.37

32.0

42.17

9.63
3.939x10+7
1077.0
1.390
592.5
542.5

2250
45,710
3.731x10%%
832.0

521.9

18



TABLE IV (continued)
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23.

24,

25.

26'

27.

28.

29.

30.

31.
32.
33.
34.
35.
36.
37.

38.

39.

40.

feedwater inlet temperature (°F) TFWI

subcooled secondary water average density
(1bm/£t3) ROSI

subcooled secondary water specific heat
(B/1bm=°F) CP2

overall heat transfer area of U-tubes (ftz) HTA

primary side film heat transfer coefficient
(B/hr) HP

tube metal conductance (B/hr-ftz) M

subcooled secondary film heat transfer coefficient
(B/hr-ft2-°F) 4Sl

boiling secondary film heat transfer coefficient
(B/hr-ft2-°F) HS2

conductivity of metal tubing (B/hz-£ft2-°F) KM
metal density (1lbm/ft3) ROM

metal heat capacity (B/lbm=°F) CM

enthalpy of saturated water (B/lbm) HF

latent heat of vaporization (B/lbm) HFG
enthalpy of saturated steam (B/lbm) HG

specific volume of saturated water (££3/1bm) VF

difference between specific volumes for saturated
steam and water (ft3/1lbm) VF

specific volume of saturated steam (£t3/1bm) VG
STaadt

————

275

434,3

52.32

1.165

51500.0

4500.0

2160.0

1972.0

6000.0

9.0

530.0

C.1il

515.2

683.1

1198.3

0.02098

0.52470

0.5457

0.140




TABLE IV (continued)
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41.

42.

43.

44,

45.

47.

48.

49.

;ib;
2Ps
Shs
=.°
>\
>%
>vs
D7
SV
=
2V
3%

2

>rs

initial quality of steam-water mixture leaving
the boiling lump XE

the number of UTSG per plant NUTSG

0.170

-5200

=0.35

3.5x1076

<7.135x10"4

-7.1x10"%

2.37x1073

0.200

&
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The four means of disturbing the UTSG system are feedwater flow, feed-
water temperature, primary inlet temperature, and steam flow.

Feedwater flow will become a coupling term when the UTSG is coupled to
a three-element controller model (see Section II.3). Feedwater temper-
ature will become a coupling term when the turbine model is coupled to
the UTSG model (see Section II.6). Primary inlet temperature will
become a coupling term (hot leg temperature) when the UTSG model is
coupled to the reactor core model (see. Section II.l). The Ali program

for Model D will generate a set of equations of the form

(II.21) adx =Bx+ 7
at

Then equation 2.21 is multiplied through by Al to yield
(I1.22) C."l = (A"lg)x + A"l ¥
dx

Thus the forcing terms in equations II.17 through II.20 will actually
be vectors. When coupling feedwater flow and feedwater temperature to
the UTSG model, a forcing vector must be generated before coupling
this to the UTSG model. Further comments will be made on this proce-
dure in Section II.3 and Section II.6.

In this study, the steam flow can be expressed in two ways. The
first way is to simply let the steam flow itself be the forcing func-

tion. This can be written in equation form as
(11.23) SWg= SWg

The second way to express the steam flow is to relate the steam
flow rate to the steam generator pressure and turbine first stage

pressure using the orifice flow equation (Aliz). hus the steam
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flow will be proportional to the square root of the pressure drop bet-
ween steam generator and turbine first stage pressure, if it is
assumed that any drop in the downstream or turbine pressure will not
change the steam flow rate from the steam generator. This assumption
is commonly known as the "cFitical flow" assumptién. If this assump-

tion is used, the following equation can be written

s&
(11.24) SWg=z &, Vs + Ws, =

when
f;?; = change in steam pressure of UTSG
Sé%é.= fractional change in valve coefficient
& = valve coefficient = V_;_s_ .
S
Before coupling the UTSG model to other models, it is necessary
to verify the results of an isolated UTSG model. Therefore a case was
run for each of the .five types of perturbations. The state variables
which will be coupled to other models are steam pressure, downcomer
level, inlet plenum temperature, and outlet plenum temperature.
Figures 2.5 through 2.9 show the responses of these state variables to
+10 percent step in feedwater flow, +10°F step in feedwater tem-
perature, +10°F step in primary inlet temperature, +10 percent step in
steam flow, and +10 percent step in steam valve coefficient respec-
tively. In Figure 2.5, the change in steam flow is expressed as ia
equation (IT.23) and is always equal to zero. Therefore the response
should be unstable for a step in feedwater flow. In Figure 2.6, the
change in steam flow again is expreséed as in equation.(Ii.23) and 1is
equal to zero. However for a step in feedwater temperature, the

response will be stable. In Figure 2.7, the steam flow is expressed
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a +10 percent step in feedwater flow.
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26

o
2
-
o
}
o change in steam pressure (psi)
o
o a= -63.080
r~ 1 t } 1
'0. 00 50.00 i00.00  150.00  200.0Q
TIME (SEC)
o
=
’_"‘_
D :
:7' change in downcomer level (ft) A= -8.180
'0. 00 50. 00 100.00  150.00  200.00
TIME (SEC)
o .
=
v
‘ change in primary outlet temperature (°F)
= a= -5.027
(_?. T T 1
0.C0 50.00 100.00 130.00 200.00
TIME (SEC)
o
Q
change in primary inlet temperature (°F)
o
> 1 . = 0.000C
Cb.GO 50.03 150.00 200.00

102. 00
TIME (SEC)

Figure 2.8 Response of isolated UTSG high order model for a
+10 percent step in steam flow.
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Figure 2.9 Response cf the isolated UTSG high order model for
a +10 percent step in steam valve coefficient.



as in equation (II.24) where the change in valve coefficient is zero.
In addition, the feedwater flow is assumed to have '"perfect control."
If the feedwater flow had been controlled by a three element
controller (see Section II.3), then the downcomer level signal would
also be used in the control action. However, in this case, using

' which means that the feedwater flow is equal to

"perfect control,'
steam flow, the response will be stable, yet a change in the downcomer
level will result. In Figure 2.8, the steam flow is expressed as in
equation (II.23). The feedwater flow is assumed to have no change
(i.e., no control). Therefore the response should be unstable for a
step in steam flow. The conditions for Figure 2.5 are the same as for
Figure 2.8. Therefore the response should be unstable for a step in
steam valve coefficient.

The results of these five cases are consistent with what has been
obtained previously in PWR modeling (Aliz, Cherngé). In order to

develop a complete PWR high order system model, additional models must

be coupled.

II.3 The Three Element Controller

In a recirculation type steam generator, the feedwater is con-
trolled to maintain the downcomer water level in the steam generator
as close to a desired level as possible. The controller curreatly
used with a UTSG is called a three-element controller because it uses
three signals to determine whether the feedwater flow rate should be
adjusted by changing the feedwater valve position. The three signals
are steam flow rate, feedwarer flow rate, and downcomer water level.

The particular three-element controller and model used in this



study is the tvpe designed by Westinghouse Corporation.38’39 The
block diagram of this control system is shown in Figure 2.10. The
downcomer level deviation signal is passed through a filter with a
time constant T. This is done to reduce the effect of rapid
variations in the water level due to sloshing. Proportional and
integral control is then taken on the filtered level signal. The
resulting signal is then summed with steam flow and negative feedwater
flow and passed through another proportional and integral controller.
The final signal is then used as an input to a transfer function which
describes the valve position.

Previous work has already been done on the development of a state
variable representation of this three=-element controller (Cherngé).

The resulting equations for this model are shown below.

d4sx _ L -
(11.25) ¥ Q_[ Slo §X1

(I1.26) —

E’Z’L[SLD‘QX‘L + -;—'_ $X

¢,

| 4 s K. X,
(11.27) C'\S%-.-. KL[J’E.‘ _%118X+ _f'\z{. -+ = Slp
(11.28) 3
dsr

(II.29)
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The resulting state variables for the three-element controller are
given in Table V. The state variable numbers are arrived at by
coupling the three-element controller model to the UTSG and reactor
core model. There are two sets of values used for the parameters in
the three-element controller model. One éet of parameters are those
given in Westinghouse documentation on the three-element controller
(Westinghouse39). The other set of parameters will be given the

name “optimized parameters." These parameters were determined by
Cherng to be those values wnich give the minimum error of the down=
comer level during a transient (Cherng 6). Both sets of parameters
are given in Table VI. The calculation of the Westinghouse three-
element controller coefficients is given in Appendix B. A computer
program is used to generate the system matrix for the three-element
controller model in order to assure consistent data when coupling the
controller model to the UTSG model. The instructions for this program
are given in Appendix A.

The coupled UTSG and three-element controller models can ncw be
disturbed by steam flow, steam valve coefficient, feedwater tem=
perature, and primary inlet temperature. A case is presented in thds
section for a +10 perzent step in valve coefficient. Figure 2.11
shows the response of the coupled UTSG and three-element controller
model using the Westinghouse parameters. Figure 2.12 shows the
response of the coupled UTSG and three-element controller model using

the "optimized parameters.'" In both figures only the feedwater flow,



TABLE V

LIST AND DESCRIPTION OF THE THREE-ELEMENT
CONTROLLER MODEL STATE VARIABLES

NUMBER SYMBOL DESCRIPTION
30.. X filtered level signal
31. Y level equivalent flow signal after proportional

and integral control

32. Z final error signal to valve dynamics after
proportional and integral control

33. r state variable used to arrive at feedwater flow
from the valve dynamics

34. \ state variable used to arrive at feedwater flow
from the valve dynamics

35. Wy feedwater flow rate




TABLE VI

33

PARAMETERS USED TO CALCULATE THE THREE-ELEMENT
CONTROLLER MODEL MATRIX COEFFICIENTS

SYMBOL DESCRIPTION VALUE
WESTINGHOUSE CPTIMIZED

1. 27 time constant for level signal 5.0 5.0
filter (sec)

2. ?Ti reset constant for level 6.947 199.95
signal (sec)

3. Qfg reset constant for flow 200.0 17.87
signal (sec)

4. K proportional gain for level 259.10 75.40
signal

5. Ky proportional gain for flow 1.00 30.69
signal

6. K proportional gain for valve 31.85 31.85
positioner

7. AUn undamped natural frequency 0.63 0.63
of valve positioner

8. 154 damping ratio of the valve 3.18 3.18

positioner
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Figure 2.11 Respconse of the coupled UTSG and three element
controller models with Westinghouse parameters
for a -*1C percent step in steam valve coefficient.
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Figure 2.12
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steam pressure, downcomer level, and outlet primary temperature are
plotted. In Figure 2.11, the downcomer level transient has greater
peaks than in Figure 2.12. This demonstrates the fact that the
“optimized parameters” do in fact result in a smoother response than
the Westinghouse parameters. At this point, the reader should compare
the results of Figure 2.12 with those of Figure 2.9. Both are for the
same perturbation (+10 percent step in valve coefficient), except that
Figure 2.9 is the response of the system using "perfect control” on
the feedwater flow while Figure 2.12 uses the three-element controller
on the feedwater flow. The main difference in the results of these
two figures is the response of the downcomer level. In the case of
"perfect control," the downcomer level is not equal to zero at steady
state, while in the case of the three-element feedwater control, the
downcomer level deviation is approaching zero. For the remainder of

this study, the "optimized parameters” will be used in the three-
element controller. The results in Figure 2.12 are consistent with

previous work (Cherngé). Additional models can now be coupled to

the system.

II.4 The Reactor Control System

In a PWR system, a change in power level is initiated by changing
the steam flow entering the steam turbine. If no control action were
taken on the reactor core, the reactor could achieve a new power level
without moving the control rods. This is possible because of negative
feedback from the coefficients of reactivity in the fuel and reactor
coolant. It can be shown that this 1is true by changing the steam flow

for a coupled PWR system model without a control system (this will be
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done after more discussion of the reactor control system). However,
if this were the normal operating procedure in a PWR power plant, the
resulting transients of reactor coolant temperature, steam pressure,
etc., would be intolerable. Therefore, the need arises for a reactor
control system.

In a PWR system, the reactor coolant average temperature is

defined to be

(I1.31) Tavg = (Thot + Teo1d) /2

leg leg
During normal operation of the plant, the hot and cold leg tem—
peratures and thus the average temperature are governed by a 'steady
state program.'" A typical steady state program for a Westinghouse
PWR29 is shown in Figure 2.13. The steady state program says that
at steady state the average coolant temperature set point is linearly
related to power level. It can be shown that the slope of the Tavg
curve is the same as the '"gain" of the average temperature set point
transfer function for a change in power level.

The reactor control system has three inputs which ultimately
determine the movement of the control rods. These three inputs will
be defined to be the average temperature set point for a change in
power level, the lead~lag compensated average temperature, and the
temperature equivalent of a power mismatch. These signals are com-
bined and result in a temperature error signal. This error signal
then governs the rate and direction of control rod movement. Figure
2.14 shows a block diagram of the reactor control system. Notice that

the lead-lag temperature is subtracted while the power mismatch (as
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will be defined) and temperature set point are added to arrive at the
temperature error signal. The rate and direction of control rod move-
ment are determined by the curve shown in Figure 2.15. Notice that
for positive error signals, the reactivity induced is positive and for
negative error signals, the reactivity induced is negative. This is
consistent with the steady state program since nuclear power increases
with positive changes in reactivity.

The reactor control system temperature signals are derived from
transfer functions given in Westinghouse documentation (Westinghouse38).
At this point it is important to mention that the control system does
not actually monitor the hot and cold leg temperatures, but it moni-
tors the hot and cold leg temperatures as measured by resistance tem-
perature detectors (hereafter abbreviated RTD). The difference is
that the RTD temperature measurements will always lag the actual tem-
perature in time. This is taken into account in the modeling of the
reactor control system. The average temperature set point is defined
by the transfer function

STs‘ (s) K,

o —————————

(11.32) 5776 Py (s) I+ Tt S

where

STs,
%Yy

deviation in average temperature csetpoint

deviation in the percent of full power delivered to the
secondary fluid in the UTSG.

The lead-lag average temperature is dafined by the transfer function

$Ts,(3) b+ TiganS

{smv 3 sTolm O+ T s) (1 + ?Mus)
(I1.33)

2
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where
ST
52 = 4eviation in lead-lag compensated average temperature
T
g/u = deviation in hot leg temperature as measured by the RTD

o7

The temperature equivalent of a power mismatch is defined by the

deviation in cold leg temperature as measured by the RID.

transfer function

S'/—ég (s) Kz \43
T %P $% Rlesr ™ 1+ Gets®

where

$Tsz
S% Te

deviation in temperature equivalent of a power mismatch

deviaton in the percent of full power delivered to the

secondary fluid in the UTSG /?owef

deviation in the percent of fu pwoer \delivered by the

S %

reactor core.

The hot and cold leg temperatures as measured by the RIDs are given by

S7, ¢ /

(11.35) = -
5 Tl (e
(11.36) %z;_ff-_i) _ /
$Te CS? (TS
where

= deviation in hot leg temperature as measured by the RTD

S
T
[}

deviation in hot leg temperature

ST

deviation 1in cold leg temperature as measured by the RTD

awm
N

deviation in cold leg temperaturs.
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Equations (II.35) and (II.36), which define the RTD temperatures,
assume that the RTD response can be represented by a first order lag.

In order to incorporate the reactor control system into the PWR
system model, a state variable model of the reactor control system has
been formulated. The derivation of this formulation is given in
Appendix C. The resulting state variables are described in Table VII.
The state variable numbers were selected to follow the numbers of the
variables in the previous models described. The values of the parame-
ters used in the differential equations are given in Table VIII. All
the parameters are constant except K3 and Ky. The value of Ky
is determined by Figure 2.16. The value of K5 is determined by
Figure 2.17. A computer program which generates the matrix and
forcing vectors for this model has been written in order to be con-
sistent with fhe input data. The instructions for the program are
given in Appendix A.

It is evident from Figures 2.15, 2.16, and 2.17 that a nonlinear
solution to the reactor control system equations may be needed.
However, the computer code MATEXP25, which gives a solution to a set
of first order linear differential equations, can be used to solve
these equations. This is because MATEXP has a subroutine called
DISTRB which can be used to produce time varying forcing functions by
updating the forcing functions at each time step in the solution. The
DISTRB subroutine will monitor the temperature error signal at each
time step. Then, depending on the position of the temperature error
signal on the X axis of Figure 2.15, the proper reactivity change is
made by changing the forcing term of equation (II.15). The Fortran

listing of DISTRB is not shown in this thesis. DISTRB is a part of
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TABLE VII

LIST AND DESCRIPTION OF THE HIGH ORDER REACTOR
CONTROL SYSTEM MODEL STATE VARIABLES

NUMBER SYMBOL DESCRIPTION

36 Tg' hot leg temperature as measured by an RTD (°F)

37 Tc' cold leg temperature as measured by an RTD (°F)

38 Ts1 average temperature at set point (°F)

39 Tdummy state variable used to arrive at the lead-lag
compensated average (°F)

40 Tgo lead*~lag compensated average coolant
temperature (°F)

41 Ts3 temperature equivalent of a power mismatch

between power delivered to the secondary fluid
and nuclear power (°F)




TABLE VIII

PARAMETERS USED TO CALCULATE THE REACTOR

CONTROLLER MODEL MATRIX COEFFICIENTS

10.

11.

Wmax

nNgnax

SETI

Ky

LEAD

LAGI

LAG2

e

SET3

the steam flow rate of the system at
100% power (lbm/hr)

the enthalpy of the steam entering
turbine at 100% power (Btu/lbm)

the first order lag time constant for
the average temperature set point
transfer function (sec)

the gain of the average temperature

set point transfer function (°F/Zpower)
at beginning of core life

at the end of core life

the lead time constant for the lead-lag
compensated average temperature transfer
function (sec)

the first lag time constant for the
lead-lag compensated average temperature
transfer function (sec)

the second lag time constant for the
lead-lag compensated average temperature
(sec)

the first order lag time constant for
the RTD transfer function (sec)

the first order lag time coastant for
the temperature equivalent of a power
mismatch transfer function (sec)

the non-linear gain of the power
mismatch transfer function (°F/%power)

the variable gain of the power
mismatch transfer function (unitless)

3.733x10+6

1198.30

30.0

0.208
0.152

80.0

10.0

5.0

40.0

see Figure 2.16

see Figure 2.17




TABLE VIII {continued)
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12.

13.

l4.

15.

16.

17.

18.

19.

enthalpy of the saturated liquid
(Btu/1lbm)

specific heat of entering feedwater
(Btu/1bm-°F)

the saturation temperature (°F)

the temperature of entering
feedwater (°F)

steam enthalpy gradient with respect
to pressure (Btu/lbm-psi)

the initial value of the valve
coefficient (lbm/sec-psi)

the initial value of the steam flow
rate (1lbm/hr)

the enthalpy of saturated steam
(Btu/1lbm)

515.24

1.165

522.89

434.30

-0.035

1.2463

3.733x10%0

1198.3
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the SYSTEM-MATEXP programming package which is available from The
Department of Nuclear Engineering of The University of Tennessee. In
order to do this, the assumption must be made that the forcing func~
tion is constant during the computational time interval(At).

The highest rate of the rod speed shown in Figure 2.l15 is 72
steps/minute. This means that the rods cannot move more than one time
every 0.833 seconds (60/72). A typical computational time interval in
this thesis is never more than 0.02 seconds for the overall system
model (see Section II.7). It is assumed in this study that the rods
are moved continuously rather than in discrete steps. This is done by
assuming a constant value of the reactivity induced per step (see a
typical value in Table VIII). Therefore, the assumption that the
forcing function is constant over the computational time interval does
not cause excessive error due to the discrete nature of the rod speed
programmer.

Subroutine DISTRB not only can be used to update the forcing
functions, but it can also be used to update algebraic variables,
which depend on the state variables, but do not have any direct feed-
back on the system. Such an algebraic variable might be the percent
of full power delivered to the secondary fluid ( %Pg). This has
been defined to be (see Appendix C)

LA Ws2he SR+ ho SW
(11.37) $7 057 Wonay (}.\‘a.km\mv ; gvé N ’

- h:w 5W=w - Wew c?a ST"WI'

From equaticn (II.37) and Figure 2.16 and 2.17, the desired value



of Ky and K3 can be calculated. If these values are different
from the initial values, then the difference can be represented by a
difference in the forcing function.

The power mismatch equation from equation (II.34) may be rewrit-
ten as

- _ ()
ez [1+ e 55 |ST= ¥ [5%P.-$%Py |

Performing an inverse Laplace transform on equation (II.38) gives:

(1I.39) c_!__%_":é.‘:'__,_ - L sTss =+ KZKZ’ KS@ Ys - S? ?ul
d+ ,2-‘&3 : st

By letting K3=K3q +5K3 and Ky=Kyg + $Kp, equation

(II.39) becomes

‘clﬁﬁ;z = EEEié -+ Eiifjfzi [}SQZ,FZ;- iSfZ;Ti:]_

(I1.40) Q% TNz Caet3
LR gt 9055
Tserd

The third term on the right hand side of equation (II.40) will become
a forcing function which is updated at each time step by subroutine
DISTRB.

This aspect of the reactor control system is included in the com=~
puter code package SYSTEM-MATEXP. The instructions for this program
are included in Appendix A.

Two parameters used as input data for the program are DBIN and

DBOUT (deadband going into equilibrium and deadband going out of
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equilibrium respectively). These parameters are shown in Figure 2.15
on page 41. At first one would think that the purpose of the deadband
would be to avoid over working of the control system due to inherent
fluctuations in the instrumentation (noise, etc.). Although to some
extent this may be true, there 1is another benefit associated with the
deadband. The effect of a reactivity change on nuclear power is
almost instantaneous. Whereas, the effect of a reactivity change on
the average coolant temperature is "sluggish" due to large time
constants 1n the average temperature to reactivity change transfer
function. For example, let it be assumed that a change in power level
has taken place and the control rods have caused a subsequent change
in reactivity. After the coutrols rods have stopped moving, the hot
and cold leg temperatures will still be changing for some time.
Therefore, the deadband allows the temperature errcr signal to fluc-
tuate near a desired equilibrium point without changing the control
rod reactivity. The advantage of having DBIN and DBOUT as input data
is to allow the user to investigate the effect of changing the dead-
band. Figure E.l (in Appendix E) shows the effect of making the dead-
band too small. The system response 1s oscillating. It is important
to note that, because of the presence of the deadband, the average
temperature will probably never reach the temperaturesset point as
specified by the steady state program (Figure 2.13, page 38).

Another input parameter in the program is ROWSTP (the assumed
average reactivity induced per step change in the control rod position
in dollars). This value will always be dependent on the conditions of
the plant. A value of 0.225 cents/step has been used throughout this

study. The reason for this is because this value caused the mcdel to



more closely simulate some available plant data. Figure E.2 (in
Appendix E) shows the effect of making ROWSTP too large. The system
is again oscillatory.

The program also includes as an input option the ability to spe-
cify the temperature error signal in four different ways. This is

done with the input parameter NTYPE. The options of NTYPE are:

1. _rBAzt S—T‘S\ - ST$Z. + S‘T;B

STz

2. _T%AK

3. —rBA-z = gTSl - S-r!il

= O
4. _T:BAR

where Tgag is the temperature error signal. Although NTYPE = 1 or
NTYPE = 4 are the only reasonable options, the others are included to
investigate the effect of the power mismatch signal.

In this section, three cases will be presented. The first case
is the NSSS system model without taking anvy reactor control system
action. The only feedback that the reactor control system equations
has on the rest of the system is through the reactivity forcing term
(equation 2.15). By making the temperature error signal always equal
to zero (NTYPE=4), the reactor control system state variables can be
calculated without affecting the rest of the system. Figure 2.18
shows the response of the system to a +10 percent step in steam valve

coefficient with no reactor zontrol action and with three element
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control of the feedwater flow. The average temperature has decreased
rather than increased as desired. The steam pressure deviation is
rather large at -45.26 psi.

The second case is the same as the first case except this time
the reactor control system action is allowed to take place (NTYPE=1).
Figure 2.19 is the response of the system to a +10 percent step in
valve coefficient with reactor control action and with three element
control of the feedwater flow. In this case the average temperature
has gone in the direction required by the steady state program. But
there is a difference in the temperature set point and the average
temperature at steady state due to the deadband. The steam pressure
change is much smaller than in the uncontrolled case.

The third case is shown in Figure 2.20 for a -10 cent step in
control rod reactivity beginning after ten seconds of observation time
with reactor control system action and with three element control of
the feedwater flow. In this case, the steam flow is held constant
(equation II.23). Therefore, the power removed is nearly constant,
and the average temperature and control rod reactivity should return
to zero. But because of the deadband, there is still =2.646 cents of
reactivity induced by the control rods at steady state. This amount
of reactivity can be accounted for by feedback reactivity induced on
the system by fuel and coolant temperature changes (the reactivity
induced by primary system pressure changes has not been included).

This reactivity can simply be added up in equation form

AD - . ’ —+ .
(IT.41) (DTOTAL fexﬁrmr -+ Q{ue/ ~+ ‘(fcwlan—,’ 7 (\DPr-mnr/ .
Conteol rocs Pressure
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At steady state, QTOTAL should be equal to zero (because S?~= 0).
Assuming that the reactivity due to primary pressure is small, the

following equation can be written

(11.42) ©0= Qegt + Qsuer * Ceoolant *

Then by applying the definition of reactivity induced by fuel and

coolant due to temperature changes

oe;yoo STe = O.04345

(II1.43) QSue\ = (—‘

%f
Qeootant =(%_¢;) t%:(_se‘_,,sg,_\ = 2.55146

Ttal = 2. 6454 4

= - Qex& .

This demonstrates that the existence of the deadband in the reactor
control system will not allow the average temperature to reach the
average temperature setpoint as defined by the steady state program.
The reactivity necessary to achieve a new power level will then have
to be induced on the system by the difference in the coolant tem=
perature from the average temperature setpoint.

These three cases demonstrate that the reactor control system

model can be coupled with existing models by modifying existing com-

puter programs.
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II.5 The Pressurizer and Pressurizer Control System

The pressurizer maintains the reactor coolant system pressure at
a constant value during steady-state operation of the plant. During a
transient, the pressure changes are limited by the pressurizer control
system. A typical pressurizer is shown in Figure 2.21. The
pressurizer is basically a large tank filled with a two~phase mixture
of the primary coolant. Replaceatle immersion heaters and a spray
nozzle are located in the pressurizer. Relief valves discharge to a
pressurizer relief tank.

During steady-state operating conditions, approximately 60 per=
cent of the pressurizer volume is occupied by water and 40 percent by
steam. The electric immersion heaters, located in the lower section
of the vessel, maintaic a constant system operating pressure.

A raduction in plant electrical load causes a temporary increase
in average reactor coolant temperature. This in turn causes an
increase in the reactor coolant volume because the coolant density
decreases. The reactor coolant is connected to the pressurizer by a
“surge” line from the hot leg piping to the bottom of the pressurizer
tank. Therefore, flow of water into and out of the pressurizer is
constantly taking place in the "surge” line. The expansion of the
reactor coolant raises the water level in the pressurizer. This
increase in water level compresses the steam, and thus raises the
pressure. Reactor coolant from the zold leg piping is connected to
the top of the pressurizer to spray nozzles. A nominal spray flow
rate of about (1) gallon per minute is maintained through the spray

nczzle at all times to keep it from plugging. If a positive pressure
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transient is too large to be handled by a reduction of power to the
immersion heaters alone, then the spray is increased to condense a
portion of the steam. This quenching action reduces pressure and
limits the pressure increase. In the event that the pressure increase
still cannot be reduced, at some point, the relief valves will open
and send steam to the pressurizer relief tank. A further increase in
pressure will cause safety valves to open and send more steam to the
pressurizer relief tank.

An increase in plant electrical load results in a temporary
decrease in average coolant temperature and thus a contraction of
coolant volume. Coolant then flows from the pressurizer into the
reactor coolant loops, thus reducing the pressurizer level and
pressure. Water in the pressurizer flashes to steam to limit the
pressure reduction. This reduction in pressure also causes the immer-
sion heaters to increase their output to further limit the pressure
reduction.

A dynamic model which represents the pressurizer pressure has
been developed previously (Thakkar37). The pressurizer water level
will not be considered in this study. When water level begins to
change, there will be an imbalance of water in-flow and out-flow.

is imbalance represents a change in water inventory in the reactor
coolant system. A pressurizer level control system regulates this
level and maintains it at a desired peint. The reactor zoolant
pressure will have scme feedback on the rest of the system through the
pressure coefficient of reactivity in the power equation (equation

II.1). However, there is no feedback from pressurizer water level on



the rest of the system model. Therefore, a pressurizer model which
represents only the pressurizer pressure is sufficient for this study.

The derivation of this model will not be presented here (the
reader is referred to Thakkar3’/ for this information). This deri~
viation involves a mass balance of water and steam and an energy
balance of the whole system. Saturation conditions are assumed
throughout the pressurizer and the ideal gas law is used as an
equation of state for the steam. The mass flow rate of water in and
out of the pressurizer is assumed linearly related to the coolant den-
sity gradient with respect to temperature at the design operating

pressure. The pressurizer pressure equation is shown below

My, 2Uw | My B DV | (’n;‘&: Vo
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equation (II.44) continued

where

A= RT/[Ve-RMs 3] |

8- P/ G (V- R M, 2E)

where

n

SCe-

(11.45) SWw = z Vs %‘ A—g:i
1=

euulsé%i i1s the deviation of the ith reactor coolant temperature
node.

The design parameters necessary to calculate the coefficients for
this model are shown in Table IX. After calculating the coefficients,
one finds that there ars two important coefficients. The first is the
coefficient appearing on the derivative which will be very large. The

second is the coefficient of the insurge flow rate. The coefficient



PARAMETERS

TABLE IX

NEEDED TO CALCULATE A TYPICAL PRESSURIZER PRESSURE MODEL

1. Ppo
2. R
3¢ Tgatr
be Vgo
5. Qso
6. Mgq
7. Sat
?;e?
8. Quo
9. Vi
10. M.,
11. 9w
2%
12.'§\Qv
=
13. hgg
lde Ve
15. Wgpo
16. Wgq
17. hyq
18, hyq
19. hgpo

primary system pressure (psia)

ideal gas constant (ft+1bf/lbm*R)

saturation temperature (°F)

initial steam volume (ft3)

initial steam density (lbm/ft3)

initial steam mass (1lbm)

saturation temperature gradient with
respect to pressure (°F/psi)

initial water density (1bm/ ft3)

initial water volume (ft3)

initial water mass (1bm)

internal energy of the liquid gradient

with respect to pressure (B/lbm-psi)

specific volume gradient with respect

to pressure (ft3/lbm-psi)

latent heat of vaporization (B/lbm)

initial specific volume of the
water (ft2/1lbm)

initial spray flow rate (gal/min)

(£t3/sec)

initial steam
initial water

initial water
= enthalpy of

relief valve flow rate
inlet enthalpy (B/1lbm)

outlet enthalpvy (B/lbm)
saturated liquid

initial enthalpy of the ligquid
entering the spray nozzle (B/lbm)

2250.0
53.35
652.90
720.0
6.3727

4588.33

0.0645
37.0645
1080.0

40029.65

0.11

5.8x1070

414.3

0.02698

3.85
0.0

672.81

701.1

574.36
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TABLE IX (continued)

20. Cpp specific heat of the hot leg fluid
(B/1bm=°F) 1.1386
21. CPCL specific heat of the cold leg fluid
(B/1bm-"°F) 1.1226
22. CPsat specific heat of the saturated
liquid (B/1lbm=-F) 2.115
23. QCL density of the cold leg piping
(1bm/£t3) 46.62
24, C‘P pressure coefficient of reactivity i
(psi) -1.0 x 1076

COOLANT NODE DATA AT 757% POWER

NODE SYMBOL TEMPERATURE VOLUME DENSITY GRADIENT
°F £e3 (1bm/ft3=°F)

9 ©) 562.5 270.0 0.06916
10 ©, 585.0 270.0 -0.07578
11 Oup 585.0 1376.0 ~0.7578

12 THL 585.0 250.0 -0.7578

13 Orp 540.0 1791.0 ~0.06115
14 TeL 540.0 500.0 -0.06115
15 Tps 585.1 170.3 -0.7578

16 Tp] 581.3 48.22 -0.7469

17 Toy 556.6 320.0 0.06799
18 Tp3 556.6 320.0 -0.06799

19 Tp4 541.6 48.22 -0.06115




TABLE IX (continued)

20 Tpg 540.1 170.3 -0.06115
pressurizer 652.9 1080.0 +0.12388
temperature

NOTE

The volumes and temperatures for nodes 15 through 20 were calculated
from a steady state calculation of the UTSG by SYSTEM.

NOTE

State variables 12, 14, and 15 through 20 must have their volumes
multiplied by the number of UTSG's.

NOTE

The pressurizer temperature node is assumed to change at the same
rate as the hot leg temperature.




on the pressure term will be very small after dividing through by the
derivative coefficient (typically 1076) and could be set equal to
zero if desired. The insurge flow rate depends on all the reactor
coolant state variables. All the equations for the reactor coolant
state variables have been calculated previously. All that is
necessary is to calculate the two “important” coefficients and have
the computer generate the remaining coefficients. A convenient place
to do this is immediately after the system matrix has been read in by
MATEXP. Subroutine PRESS has been added to MATEXP to calculate the
pressurizer coefficients. The cnly other input necessary to calculate
the coefficients is to look up the density gradients in a steam table
and change them when a new initial power level is desired. The
FORTRAN listing for this subroutine is shown in Figure 2.22. The
instructions for the use of this subroutine are included in Appendix
A.

All the other terms in the pressurizer equaticn are forcing terms
and are not considered in this study except the heater power forcing
term. This term will be coupled to a pressurizer pressure control
system model. The coefficient on this term is unitv and needs no
calculation.

Figure 2.23 shows the response of the coupled pressurizer
pressure model for a +10 cent step in reactivity that begins after ten
seconds of observation time. The final value at steady state is 8.682
psi. The shape of the response and its final value are consistent
with previous worx (Thakkar37). Therefore, a pressurizer pressure

control system mcdel zan now be ccupled.



C

SUBROUTINE PRESS

DIMENSIOM A(70,70),C(70,70),HP(70,70),0PT(70,70),
1X(70),Y(70),2(70),XIC(70),TQP(70)

DIMENSION NSPTV(24)

DIMENSION COFX(70)
DIMENSION V(20),B(29)
OCOMMON C,HP,A,QPT,X,Z,Y,ITMAX,KK,LL , MM,

1JJFLAG, XIC,NI,TIME, T¥AX,TZERO,NE, TQP, T,
2I1Z,ICONTR,PLTINC ,MATYES, ICSS,JFLAG,PLT o

COMMON KIT,ZRP,NR,MF,M12,MF 1, AMP NSA NII,XP,YP

COMMON NPLOT,NSPTV '

COMMON ITYPE,JTYPE,NTYPE,NSET3,NSET2,NSET1,NROW1, NP
ffNREAC, NTBAR, NDQ,NSTM, NK3, NK2, NPT, NPN, ROWSTP,BETAT, G
#DBIN,RK1,RK2,RK3,WMAX,WSO,HG,HGMAX, DHG,COFX,HFW,CP2

V(9)=270.0
V(10)=V(9)
V(11)=1376.
V(12)=250.%*3.0
V(13)=1791.
V(14)=500.*3.0
V(15)=170.3%3.0
V(16 y=48.22%3,0
V(17)=320.*3.0
V(18)=v(1T)
V(19)=V(16)
V(20)=170.3%3.0
B(9)=-0.06916
B(10)=-.07578
83(11)=B(10)
B(12)=B(11)
B(13)=-.06115
B(14)=B(13)
B(15)=-.07578

B(18)=-.06799
B{19)=-.06115
B(20)=~.06115
DO 10 I=71,NE-1
DO 10 J=1,20
IF((V(J).AND.B(J)).EQ.0.0)GO TO 19
A(42,I)=A(42,I) - 1.0472050Z-2*B(J)*V(J)*A(J,I)
10 CONTINUE
ADD THE PRESSURIZER WATER VOLUME
DO 20 I=1, NE-1
A(42,I)=A(42,I) -1.354TE-3%(-0.12388#1080.0)*A(12,1)
20 CONTINUZ
RETURN
END
Figure 2.22 TFortran listing of subroutine PRESS.
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for +1Q cent step in reactivity after ten
seconds of observation time.
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The pressurizer pressure control system model is taken from
Westinghouse38 documentation. A block diagram of the control system
is shown in Figure 2.24. From Figure 2.24, it can be seen that at +15
psil around the design pressure, only the immersion heaters have any
control action. If the model that is to be used in this study is to
consider oamly small changes in the primary pressure (less than 15
psi), then the control system can be represented by a linear model.

Figure 2.25 shows a block diagram of the transfer function which
describes the heater output governed by the pressurizer pressure
control system. A state variable representation has previously been
derived for this control system (Strange35). The resulting

equations are shown below.

A% _ ¢ s +C2SWy, ~ cg[Az P+ SD +AX C}_j__,z’,pl
(1I.46) d-\ 14 ‘

A$D - AK gp?

(1I1.47) Z‘_\:

where C C

1 and C, are constants which have been calculated pre-

2’ 3
viously for the pressurizer pressure mecdel. The essential parameters
necessary to calculate the parameters for this model are given in

Table X. The heater output from this derivation is defined by the

following equation

(11.48) ‘aq@ /Q[SF +‘;é: SD + ‘JSPP—L

When this model is couplec with the rest of the system, the heater

output can be calculated ty subroutine DISTRB in MATEXP at each time
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Figure 2.24 Pressurizer pressure control schematic.
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TABLE X

PARAMETERS NEEDED TO CALCULATE THE
PRESSURIZER PRESSURE CONTROL SYSTEM MODEL

L.

R

I

Qmax

unitless gain for PID controller transfer
function

gain for PID controller transfer function
for heater input (kw/psi)

time constant for integral control (sec)
time constant for differential control (sec)

the maximum heater output (kw)

5.0

<60.0

900.0

1.0

1800.0C
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step in the solution and the results plccted. Figure 2.26 shows the
response of the coupled system including the’pressurizer pressure
control system model for a +10 cent step in reactivity that begins
after ten seconds of observation time. The results are plausible and
the pressure deviation has been reduced. Additional results of the
overall system which includes pressurizer models are shown in Section

II.8.

II.6 The Turbine and Feedwater Heaters

In order to develop a complete model of the mechanical and heat
transfer processes in a PWR system, it will be necessary to consider
the turbine and feedwater heater systems. The turbine generator and
related systems in general do not differ greatly between nuclear
plants or between fossil fueled power plants. Therefore the model
developed in this section could probably be modified and coupled with
many types of systems.

A typical flow diagram and heat balance of a Westinghouse PWR
turbo-~generator system is shown in Figure 2.27. This figure was
obtained from the SEQUOYAH-FSAR29,

During operation of the plant, four steam generators deliver
saturated steam through steam lines to the main turbine. These lines
are crosstied near the turbine to ensure that the pressure difference
between any of the steam generatcrs does not exceed 10 psi thus main=-
taining system balance and ensuring uniform heat removal from the
reactor coolant svstem.

4s the steam leaves the UTSGs, it passes through throttle aad

governing valves before entering the main turbine at the high pressure
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stage. A portion of the steam in the high pressrue turbine is
extracted to the high pressure feedwater heaters; the remainder is
exhausted to moisture separator reheaters and low pressure feedwater
heaters. In the moisture separator reheaters, moisture is mechani-
cally separated from the turbine steam and the steam is then
superheated before entering three low pressure turbines. The steam is
superheated in the moisture separator reheaters by receiving energy
from a main steam line which has bypassed the high pressure turbine.
Then, while the steam is in the low pressure turbines, part of it is
extracted to low pressure feedwater heaters, and the remainder is
exhausted to the condenser.

The feedwater heating system is of the closed type with deaera-
tion accomplished in the condenser hotwell. The condensate pumps take
the condensate through five stages of low-pressure feedwater heaters
to the main feedwater pumps. The water discharge from the feedwater
pumps flows through high-pressure heaters and intc the steam genera-
tors.

A dynamic model for a turbine and feedwater heater system has
been developed by I3M1! and modified by Shankkar32, In this devel-
opment, some additional modifications will be made to this model.
Primarily, the model will be adjusted to be used on a PWR system by
making some assumptions, and the model will be linearized so that it
can be analyzed ofh existing computer ccdes and coupled with the pre-
sent PWR model. The derivation of the model is given in Appendix D.
The resulting model is an 1lth order state variable representation.
At this point, the model has nv control action taken on the bypass

steam valving and the main steam valving. A block diagram of the
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model is shown in Figure 2.28. The reader should compare the block
diagram with the actual flow diagram. The symbols of the state
variables are shown in Figure 2.28. The values of all the necessary
data which are needed to calculate the coefficients for this model
are given in Table XI. The resulting state variables for this model
are described in Table XII. The numbers of the state variables are
arrived at by coupling this model to the existing PWR model. Note
that some of the state wvariables have unitless dimensions in order to
make the solution to the equations more easily obtainable.

This dynamic model has four possible forcing terms. These are

l. The inlet steam flow rate to the nozzle chest

2. The bypass steam flow rate to the moisture separator

reheaters

3. The inlet steam pressure to the nozzle chest and moisture

separator

4, The outlet feedwater flow rate to the steam generators.

The forcing terms as they appear in the model are shown in Table XIII.
When this model is coupled with the existing PWR model, the only
remaining forcing term will be steam flow. Again the steam flow is
represented in two ways as given by equations (II.23) and (II.24).

It is important to realize that the final power delivered by the
turbine to the electrical generator is not a state variable. This is
plausible since the electrical power should have no feedback effect on
the turbine except possibly through a control system. But, the pouer
produced by the turbine is a linear combination of the state variables
in this model, and can be calculated during a disturbance. This is

easily accomplished, as with any algebraic variable, with the use of
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PARAMETERS NEEDED TO CALCULATE THE TURBINE-FEEDWATER

HEATER MODEL

MATRIX COEFFICIENTS

1.

2.

3.

9.

11.

12.

W, )VVE
VVz',‘”&S
Wee , Wes
Wims

Ws,W;w

flow rate of

steam in and out of

the nozzle chest (lbm/sec)

flow rate of
the reheater

flow rate of
the reheater

the flow rate

steam in and out of
shell side (lbm/sec)

steam in and out of
tube side (lbm/sec)

of the drain from the

moisture separator (lbm/sec)

the flow rate of the main steam and

feedwater at

initial conditions

from all UTSG's (lbm/sec)

flow of steam leaving HP turbine to
the moisture separator (lbm/sec)

flow of steam leaving the LP turbine

to the condenser (lbm/sec)

flow of fluid from feedwater heater 2

to feedwater heater 1 (lbm/sec)

fraction of s

team entering the HP

turbine that is extracted to

feedwater hea

fraction of s
turbine that
feedwater hea

time constant for feedwater heater 1

heat transfer

time constant for feedwater heater 2

heat transfer

ter 2

team entering the LP
is extracted to
ter 1

(sec)

(sec)

3959.5%*

2852.8 **

182.36%**

358.03%*

4145, 9%%

3210.86%%

2232.,6%%

1217.8%**

0.1634%%

0.2174%%*

100.0*

40.0%
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13.

14,

13.-

19.

20.

21,

22,

23.

24.

25.

26.

time constant for feedwater heater 2
shell side (sec)

time constant for flow in LP
turbine (sec)

time constant for heat transfer in
reheater (sec)

time constant for flow in reheater
(sec)

time constant for flow in HP
turbine (sec)

enthalpy of isentropic endpoint of LP
turbine expansion (B/1lbm)

enthalpy of steam leaving reheater
(B/1bm)

enthalpy of steam leaving HP
turbine to moisture separator (B/lbm)

enthalpy of steam entering and
leaving the nozzle chest (B/lbm)

enthalpy of saturated water in the
moisture separator (B/lbm)

latent heat of vaporization in the
moisture separator (B/lbm)

enthaloy of steam at the isentropic
end point of the nozzle chest
pressure (B/lbm)

enthalpy of steam entering condenser
from LP turbine (B/lbm)

density of steam leaving HP turbine
to the moisture separator (lbm/ft3)

10.0%*
10.0*
4.0*

3.00*

958 . 4k
1270. 8**
1100, 3%
1196, 1%*

338.75%%

1084 , 7#%#:

1002.1**

1.8281*%%%
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density of steam leaving the nozzle

chest (lbm/ft3)

density of steam leaving the
reheater (lbm/ft3)

density of the steam at the
isentropic endpoint of the nozzle

chest pressure (lbm/ft3)

pressure of steam leaving the
reheater (psf)

pressure of steam entering the
reheater (psf)

pressure of the steam leaving the
nozzle chest (psf)

pressure used in empirical

relationship for isentropic endpoint

of HP turbine expansion (psf)

gradient of steam enthalpy to steam

pressure in the main steam line
(B/1bm=-psi)

gradient of saturation temperature
to steam pressure in the main
steam line (°F/psi)

specific heat of the feedwater
(B/1bm-°F)

specific heat at constant volume
of the steam in the reheater shell
side (B/1bm-°F)

volume of the reheater shell side
(£¢3)

volume of the nozzle chest (ft3)

2.1263%%%%

0.3566%***

0.6181#***

1.0868**

l.1111%*

5.488%%*

1.1111**

—0.035%%%*

L
>

o

0.14%*

b

1. 14%nx

0.4]%%%%

20000, 0*=

200.0%**
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TABLE XI (continued)

40.

41.

42.

A3.(TE§-57;;‘>

44,

45,

46,

47.

48.

49.

50.

51.

52.

53.

54,

Hew

Az

,ZL.P
Mup

assumed constant enthalpy of shell
side in heater 2 (B/1lbm) 475.0%

assumed specific heat of steam in
reheater (B/1lbm-°F) 21.6%

initial heat transfer in reheater
(MW) 226.43%%

initial temperature difference for
heat transfer in the reheater (°F) 54,48 %%

valve coefficient of bypass steam
(1bm/sec-psi) 0.21918%*

valve coefficient of main steam
(1bm/sec-psi) 1.2458%%

area used in empirical relationship
for steam flow out of the nozzle
chest (ft2) 207.82%

area used in empirical relationship
for steam flow out of the reheater

shell side (ft2) 798 . 7%

constant used in Callender's
relationship 7.415

constant used in Callender's

relationship 149670.G0*
constant used in ideal gas law

(ft-1bf/1bm-°R) 85,78 %**%%
gradient of internal energy with

respect to enthalpy in the reheater 1.2927%%*%
efficiency of LP turbine 0.86%*
efficiency of HP turbine 0.86%*

conversion factor (ft-1bf/B) 778 . 169%% %%
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TABLE XI (continued)

55. jn_ initial speed of the rotor (Hz) 60 .0%**
56. e gravitational constant

(1bm-ft/1bf-sec?) 32, 2%¥%
* Values obtained from IBM!I

*% Values obtained from Figure 10.1-3 SEQUOYAH-PSARZY
ks These values were assumed

*%%% Values obtained from steam tables
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TABLE XII

LIST AND DESCRIPTION OF THE TURBINE-

FEEDWATER MODEL STATE VARIABLES

NUMBER SYMBOL DESCRIPTION
44 i;QF— density of steam in the nozzle chest
(1bm/£t3)
She
P
45 \\Co fractional change in the enthalpy of nozzle
chest steam
"
SW2 .
46 —n fractional change in the flow rate of steam
Wz, entering the moisture separator
47 igfﬁl, density of steam in the reheater shell side
(1bm/ft3)
She
48 }Tio‘ fractional change in enthalpy of reheater
shell side
]
SWee
49 ——T fractional change in flow rate of steam
Wero leaving the reheater tube side
50 ESCQQI heat transfer in the reheater shell to tube
(Mw=hr/sec)
!
Ws
51 W 1 fractional change in flow rate of steam
30 leaving LP turbine to the condenser
She
52 Fw change in the enthalpy of feedwater in

heater 1 (B/lbm)




TABLE XII (continued)

NUMBER SYMBOL DESCRIPTION
53 S;T;VV‘ change in feedwater temperature leaving
heater 2 (°F)
S Whaez
54 'ixj'——- fractional change in flowx rate of fluid
HPZ, leaving heater 2 to heater 1
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TABLE XIII

LIST OF THE FORCING TERMS AS THEY APPEAR
IN THE ISOLATED TURBINE-FEEDWATER HEATER MODEL

1) Steam Flow

1

£(44) = T 5wl
(o
h P —]
1 S c 1
£(45) = —— + - ——— 4w
- v
1 Kl hcpc c h p 2VJ Vc‘oc& 1
o c’c ¢
&c
2) Steam Pressure
W Sh
1 1 s | .
£@45) = 1-X c Vh 57 | °Fs
1 ccec
&c
Hy 8T
£GO) = 37 (Wpp * Ypg) 35~ P
R2 s

3) Secondary (Bvpass) Steam Flow

£(49) = —— s,
W_!'T
PR'R1
HR
E(50) = == (T = Tp) SWpy
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TABLE XIII (continued)

4) Feedwater Flow

-H h_' d§w
_ FW _ T W
£(52) o 2 (Kppp W3 F Wypp)d Wy Wy At
H1"FW
-H h asw
FW _ W FW
= —Ix ; 7 wo! -
£(53) 7 Kggp Wy + Myg + Wpp) Wy — dt
Wy FW

Note: The steam flows Wl and wPR can be expressed by equation

(IT1.23) or equation (II.24).
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subroutine DISTRB. The derivation of the algebraic equation
describing the power produced by the turbine is also given in Appendix
D.

In this section, only one case will be presented. Figure 2.29
shows the time response of the turbine-feedwater heater model for a
+10% step in the valve coefficient. The feedback on the PWR model
will be from the feedwater temperature which has changed by 3.14 F.

(see

The power produced by the turbine will not be shown here
Section II.7 and II.8 for typical values for this result). The tur-
bine power result would not be conclusive until the turbine-feedwater
heater model is coupled to the rest of the system model. These
results are plausible. However, improvements on the accuracy of the
results could only be made by improving the accuracy of the input
data. Additional results of the isolated turbine-feedwater heater

model for all the other types of perturbations are shown in Figures

E.3 through E.5 of Appendix E.

II.7 The Main Steam and Bypass Steam Control Systems

In order to complete the PWR system model, the mechanical shaft
power must be coupled to the electrical power grid system. Before
discussing the derivation of the model equations, it will first be
necessary to understand some terms used to describe an electrical
power system.

The turbine shaft is directly coupled to an electric power
generator. The generator will output electrical power which will be

designated S . This electrical power is of a complex form, that is,

it is made up of two components called real and reactive power. In
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Figure 2.29 Response of the isolated turbine-icedwater
heater model for a -+10 percent step in stean
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Figure 2.29 {continued)
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Figure 2.29 (continued)
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equation form this 1s written as

(11.49) S= P+ 18

P is the real power with typical units of megawatts (Mw), Q is the
reactive power with typical units of megavars (Mvar), and S is the
complex power with typical units of MVA. The complex power can also
be written as S = VI* where V is the generator terminal voltage and I*
is the complex conjugate of the curreat, I, injected into the electri-
cal system grid by the generator. Since the voltage, V, and the cur-
rent, I, are divided into real and imaginary parts, this explains why
it is necessary for the power, 'S, to be expressed in a complex form.
If it is assumed that no real power losses take place in the generator
itself (a typical generator has a 5 percent to 10 percent loss of

real power), then the magnitude of P is identically equal to the tuc-
bine shaft power Pm. The magnitude of Q, and the angle between P and
Q, which will be designated as &, is determined by the operating con-

ditions of the generator relative to the electrical grid. The magni-

tude of the complex power is written in equation form as

0.5
sy 1sh= [s%4 01 = INMIIT|

It is customary to express the electrical units on a per unit
basis (pu). In this study, the base power will always be 1000 MVA.
Therefore if the generator is producing 500 Mw of real power, this 1is
equivalent to saying that it is produciang 0.5 puMw of real power.

The turbo—generator shaft rotates at a frequency F, which in the
United States has a normal value of 60 liz at steady state conditions.

Note that at steady state, all the generators in a pcwer grid operate
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at the same frequency. The electrical power is proportional to the

operating frequency of the generator. This can be written as

(II.51) Y= FT

where t’is the torque applied on the generator. When a change in
power takes place, a torque change is made on the generator. Because
the mechanical shaft power has not been changed yet, this will result
in a change in frequency of the generator rotafion in order to satisfy
the power demand. This change in frequency can be denoted by $F and

can be written as

sF- 458

dr

(11.52)

where igéis the incremental change of the generator rotor angular
position. Therefore the generator is said to "swing” when a change in
frequency takes place. Excessive swings can cause stability problems
for the generator.

In order to minimize the swing of the machine, the generator must
be coﬁtrolled. A block diagram of a generator control system is shown
in Figure 2.30. There are two basic control schemes. The megawatt
frequency or Pf controller senses the frequenéy deviation and tie line
power (real electrical power from other generating units in the power
grid) and determines the steam valve change. This in turm will result
in a change of real power delivered to the power grid. The megavar
voltage, or QV, controller senses the generator terminal voltage
deviation and transforms this to a reactive power demand signal. This

in turn wiil result in a change in the generator rotor field current,
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Figure 2.30 Block diagram of a generator control

system.
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which will ultimately change- the reactive power delivered (or absorbed
as the case may be). "In general the QV loop is much faster than the
Pf loop, due to the mechanical inertia constants in the latter. If it
is assumed that the transients in the QV loop are essentially over
before the Pf loop reacts, then the coupling between loops can be
neglected"g.

One additional assumpfion must be made in order to develop a
model for the generator control system. It must be assumed that the
time difference between the time when a generator receives an increase
in turbine shaft power and when it actually delivers the equivalent
electrical power is small. This is a valid assumption since the
genérator electrical processes are much quicker than the turbine
mechanical processes. This will eliminate the need to model the
generator itself in this study. However, in a study of an electrical
power system grid, this assumption may not be wvalid.

A mathematical model has been developed to describe the P£
controller for small deviations around a nominal steady state
(Elgerdg, Reddoch27). The derivation of this mcdel is presented
in Appendix F. A block diagram of the model is shown in Figure 2.31.

In order to demonstrate how this model will work, some represen-<
tation must be made for the mechanical shaft power in order to close
the control loop. Ultimately this will be done using the previously
developed PWR system model (see Section 2.8). But by representing
this mechanical power by a very simple model, it will be easier to
understand how the Pf controller model works. "In the crudest model

representation we can characterize a non<reheat turbine generator with
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a single gain factor Kt and a single time constant??T, and thus

write
SPm . Kt |
(II.53) | Sé/éo ‘+?TS‘

Typically, the time-constantlzﬁvlies in the range of 0.2 to 2
seconds"9. In this study, we %will use a value of 2 seconds for:ﬁf
and a value of 0.7870 puMw for the gain factor Ky. Therefore we now
have a completely closed model for the Pf controller. A state

variable representation of this model is shown below
sE S&/,
= &
d__—-é": o‘éng—ﬁ SF
(II.54) i e Za %R

| | D+Ll\ SF
(II.55) GE’P'C= ®Png '\'( +z>

v

dsF . -D sF 4+ LTsPn - 5P SPne |
(I1.56) —Cﬂ" M M

<\S?m- —%-‘ S \é‘; S%D

-

a2y T T

(1I1.57)

Equations (II.54) through (II.56) will become the permanent state
variable equations in the overall system model (see Section II.S8).
However, equation (II.57) will not be used in the overall system
model, but will be replaced with the complete PWR and balance of plant
model.

In order to complete the control systems on the turbine<feedwater
heater model, the bypass steam valve position must be controlled. The

purpose of this control system is to maiatain the steam rzheater shell



side temperature as constant as possible. In a typical turbine
system, the bypass steam flow is approximately 5 percent of the total
steam flow at 100 percent power. TFor small changes in power level,
the change of the bypass steam flow will be very small compared to the
total steam flow change. Any change in the bypass steam flow to the
reheaters will ultimately change the low pressure turbine shaft power.
The turbine model used in this study predicts that the low pressure
turbine shaft power deviation will be approximately one third of the
high pressure turbine shaft power (see page 182). In addition, if it
is assumed that the reheater enthalpy is approximately proportional

to the reheater temperature, then the model predicts only a 1 percent
change in reheater temperature for a 10 percent step in the main steam
valve coefficient (see Figure 2.29). This means that small changes in
the bypass steam flow to the reheaters will result in very small
changes in the total turbine shaft power. Therefore, the assumption
will be made that the bypass steam flow control does not need to be
included in the PWR model. This means that the bypass steam valve
coefficient is assumed constant. However the bypass steam flow 1is
assumed to change only proportional to steam pressure.

The value of the parameters used in the Pf controller model are
given in Table XIV. These values are typical of a 1200 MWe machine.
The value of the gain factor Xr was found by running a case of the
overall system model without a Pf controller model but with the reac-
tor controller for a 10 percent step in valve coefficient (see page 182).
The result of this case gave a value of 78.70 Mw for the shafc power.

This wvalue of Ky will be retained and used again in Section IIL.8.



TABLE XIV

PARAMFTZRS NEEDED TO CALCULATE TZE P£
CONTROLLER MODEL MATRIX COEFFICIENTS
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3. R
4., M
5. D

governor time coastant (sec)

governor gain (1/puttw)
high order model
low order model

frequency "droop" zain (HEz/puiw)

mechanical inertia constant
(puMw-sec/Hz)

damping factor (puMw/Hz)

time constant of simplified
prire mover (sec)

gain constant of simplified
prime mover (=1/X,) (puttw)
high order model ~

low order modal

0.2

1.2706

1.2136

3.0

0.08333

0.008333

Q.5

0.787Q
0.8240
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Two cases will be presented here. The first case is for a <0.1l
puMW step in the power demand signal (<100 MA). The second case 1is
for a «0.1 puMW step in the tie line power signal. These cases are
shown in Figures 2.32 and 2.33 respectively.

The difference between the two responses is that in Figure 2.33,
the frequency deviation, SEQ does not return to zero, and the control
power error signal, SPC, has returned to zero. This is because the
tie line flow is used as a power control signal as well as a power
demand signal. If this model were coupled to a power grid model, the
tie line flow would have to change as a result of changing the
electrical power produced by the machine, rather than forcing it to be
constant as is done in this simulation. ©Note that the oscillatory
motion shown in Figures 2.32 and 2.33 is due to the simple represen=
tation of the turbine mechanical shaft power. When the simple repre<
sentation given by equation (II.53) is replaced by the more complex
PWR model, this oscillatory motion will not be as pronounced. This

will be shown to be true in Section II.38.

IT.8 The Overall High Order System Model

At this point, it is now possible to couple all the individual
model components previously presented into one overall system model.
This model will be called the high order PWR system model. The wodel
is described by 57 state variables. The description of these state
variables and their numerical order in the model have been shown pre=
viously (see the List of Tables).

The parameters needed to calculate the system matrix coefficients

and forcing vector coeifficients have also been previously presentad.
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These parameters are typical of a 1200 Mwe Westinghouse plant at

100 percent power. The coefficients for state variables | through 41
are calculated by the computer program described in Appendix A. The
pressurizer pressure control system is represented by state variables
42 and 43. All the coefficients for the pressurizer pressure control
system except coefficients (1,42), (42,42), (42,43), and (43,42) are
- also evaluated by the computer. All the coefficients for state
variables 44 through 58, which represent the turbine, feedwater
heaters, and Pf controller models are calculated by "hand." The para+<
meter data for the turbine<feedwater heater model are limited to the
data available from the heat balance of the turbo<«generator system
presented in the SEQUOYAH<FSAR29. Table XV is a list of the
resulting numerical values of the system matrix coefficients.

The high order PWR system model can be disturbed by a reactivity
change in the control rods, a power demand signal, or a tie line power
signal. If the reactor control system is implemented (NTYPE=i), then
the control rod reactivity is changed automatically. Therefore, in
this study, only the power demand signal and tie line power flow
signal will be considered. The forcing terms for the overall model and

their numerical values are shown below

(11.58) S(1)= % ®Qext
(11.59) Y(s6)= SPneg

(11.60) 3 (S = "“,.g [3?5* S‘?'“El'



110

TABLE XV

LIST OF THE NUMERICAL VALUES OF THE
HIGH ORDER OVERALL PWR SYSTEM MODEL
MATRIX COEFFICIENTS

ROW COL COEFFICIENT ROW COL COEFFICIENT
1 1 -3.8536E402 1 2 1.2500E-02
1 3 3.0800E-02 1 b 1. 1400E-01
1 5 3.0700E-01 1 6 1.1G00E+00
1 7 3. 15005400 1 8 -6. 1452E-01
1 9 -5.5E66E400 1 10 -5.586€E+00
1 42 -5.5866E-02 2 1 1. 1676E401
2 2 -1.2500E-02 3 1 7.8994E+01
3 3 -3.C800E-02 4 1 7.3128E401
4 4 -1. 1400E-01 5 1 1.5235E+82
5 5 -3.0700E-01 € 1 5. 1676E+01
& 6 -1.1G00E+00 7 1 1. 75L2E+01
7 7 -3.1600E+00 g 1 2.4137E+402
e 8 -2.5322E-01 8 9 2.53228-01
9 1 2.612EE400 9 8 1.0262E-01
9 9 -3.B4G2E+00 9 13 3.54E2E400

10 1 2.61E8E+00 10 g 1.0292E-01

10 ¢ 3. 4U33E400 10 10 -3.5462E+00

11 10 £. HESE-01 iR 11 -5.95E5E-01
12 IR 9.5THCEL1 12 i2 -9.574GE -0
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TABLE XV (continued)

ROW COL COEFFICIENT ROW COL COEFFICIENT
13 12 -5.3461E-01 13 14 5.3461E-01
14 14 =4, 7T8THE-01 1 20 b, 7TETLE-01
15 12 1.405582400 15 15 -1. 40592400
16 15 4,5264E+00 16 16 -5. 1762E+00
16 21 6.U4GE2E-D1 16 26 -4,9921E+00
17 16 7.5G05E-01 17 17 -1, 4089E400
17 21 4, 3606E-02 17 22 5. 987EE-01
17 23 -5.1036E-L2 17 24 4, 3606E-02
17 25 -6.CSU6E-02 17 26 1.6602E+00
17 27 -1.805E-02 17 28 -5.4153£-01
17 29 1.£6939=-01 17 35 2.0572E-04
17 53 -3. 8829203 17 55 2.1853E+00
18 17 7.5G05E-C1 18 18 -1.4083E+00
18 22 6. 4982E -01 18 26 5.C4T72E-D1
16 18 L, 5264E400 19 16 -5.17622+00
19 21 -1.882U4E-02 19 22 2.2032E-02
ig 23 2.2032E-02 18 2L 6.3C98E-01
19 25 2.631CE-C2 1G 26 -2. 46265400
1¢ 27 7.988LE-03 12 28 2.3377E-D1
19 29 =7.31272-02 1¢ 35 -8. 8Z0CE-05
19 53 1.740C5-03 1¢ 55 -G, 4350501
20 1¢ 1.40542400 20 2C ~1. 40802400
21 16 2. 42632400 21 2 ~3. 9737200




TABLE XV (continued)

ROW COL COEFFICIENT ROW COL COEFFICIENT
21 22 -8.43322-02 21 23 -8, 4332E-02
21 24 7.2055E-02 21 25 -1.0071E-01
21 26 1.39602+00 21 27 8. 2554E-02
21 28 -8.481E-01 21 29 1. 0880E+00
21 35 3. 3993E-04 21 53 -6.5721E-03
21 55 3.6122E+00 22 17 2. U2G65E400
22 21 1.2083E-02 22 22 -5.4018E400
22 23 -1.1142E-02 22 24 1.2083E-D2
22 25 -1.6888E-02 22 26 2. 3U26E-01
22 27 4,0201E-01 22 28 -1.5005E-01
22 29 4.693%E-02 22 35 5. TO04E-05
22 53 -1.0982E-03 22 55 6.C560E-01
23 18 2.42%5E+00 23 21 -2.761CE-03
23 22 3. 2314E-03 23 23 -5. 3845E400
23 2L -2, 7610E-C3 23 25 3. 8589E-G3
23 26 -5. 352802 23 27 4,1531E-01
23 28 3. U2E88E-L2 e3 2¢ -1.0725E -02
23 35 -1.3026E-05 23 53 2.3651E-04
23 55 -1.3840E-01 2k 1g 2. 42G65E+00
24 21 -1.B64€5E-C2 24 22 1.8270E-02
24 23 1. 27CE-02 24 24 ~l. C622E+00
24 25 2. 301202 24 26 -3.162CE-01
24 27 1.20120-01 24 28 2.04462-01
2u 29 7. 4833501 2 35 =7.7676E-05

112



TABLE XV (continued)

ROW COL COEFFICIENT ROW COL COEFFICIENT
2k 53 1. 4158203 2k 55 -8.2530E-01
25 21 4,508E-OU 25 22 2.2947E-02
25 23 2.2 TE-D2 25 24 4,9508E-04
25 25 -4.7793E-02 25 26 5.2058E-03
25 27 -4, 87TEE-D3 25 28 -1.5008E+01
25 29 1. ©232£-03 25 35 5.6588E-0U
25 53 -4,7303E-05 25 55 9. 7900E-01
26 21 4,0620E-02 25 22 4, 7541E-02
26 23 4, BH1ED2 26 24 -, 0620E-02
26 25 5.6772E-02 26 26 -7.8751E-01
26 27 1.7238E-02 26 28 5.0444E-01
26 29 -1.5780E-01 26 35 -1.9163E-04
26 53 3.8820E-03 26 55 -2.0363E+0C
27 21 2.5758E-02 27 22 1. 193G2+00
27 23 1.1936E+00 27 24 2.5758E-02
27 25 -2.0121E-02 27 26 -1.5537£+00
27 27 -4, 101 8-CY 27 2¢ L, 7154E400
27 29 1. CO06E-01 27 35 2. 18L5E-03
27 53 -2. 4611203 27 55 =5.702CE+01
28 21 -1. 1MESED3 28 22 2.2115E-03
28 23 2.21152-03 28 2t -1. 1185E-03
28 25 6. 6122204 22 28 =2.2531E-02
2R 27 2.5317=L¢& 28 28 -2. 7242501
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TABLE XV (continued)

I~

ROW COL COEFFICIENT ROW COL COEFFICIENT
28 29 -4.3MBUED3 28 35  -5,5847E-06
28 53 1.0687E-08 28 55 —4, THCOE-02
29 21 2.0801E04 26 22 9. 6412E 03
20 23 9.6H12E-03 29 2 2.0801E-04
29 25 2.62THED3 29 26 1. 4612502
29 27 5.0822£-03 29 28 -5.5759E 00
29 29 S7.25G4E-02 29 35 -1.0184E-03
29 53 1.U661E-02 29 55 4. 1120801
30 25 22.00005-01 30 30 ~2. 0000E =01
31 25 -1.5080E401 31 30 -1.5075E401
32 25 JNLE281E402 32 30 _4. E265E402
32 31 5.5560E02 33 27 1. 2452E400
33 35 -1.0000E+00 33 55 9. 89495402
34 27 4, 8331£+02 34 22 1.2641E+401
U 33 7.07H0E-01 34 34 —4. 00BRE+00
U 3% ~3.88365402 34 55 3. 84055405
35 34 1.0CCCE400 36 14 2.500CE-01
36 36 -2.500CE-01 37 12 2.5000E-9D1
37 37 -2.5000E-01 38 27 1.23856E-03
38 35 3.5036E-04 38 38 ~3.3333E-02
38 53 -1.02835-03 38 55 1. COB5E+00
39 12 2.0000E01 30 14 2. 0000E=01
39 36 S1.000CE-01 35 37 1. 60005 01
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TABLE XV (centinued)

ROW  COL COEFFICIENT ROW  COL COEFFICIENT
40 39 1. 00008400 4 1 -7.4C5L4E D1
Y127 8.7911E-0Y 41 35 -3.7901E-0Y
Iy 41 -2.5000E-02 41 53 -1.1124£-03
41 55 1.0912E400 42 u2 -5. 152CE-02
42 43 1. 7159E-04 43 42 -3. 3333E-01
uy 27 2. 492CE-02 4y 4y -1.6293E+01
4y U5 -3.672CE+01 4y 47 1.9290E+00
uy ug 5. 87402400 Ly 55 2.0730E+01
b 27 1. L870E-02 45 4y -9. 9553E+400
45 45 -3. 1153E+01 45 47 1.1785E+00
45 ug 3. 5892E+0C us 55 1.2667E+01
46 Ly 3.9300£-01 46 45 8. E8583E-01
46 46 -5. 0C00E-C1 46 u7 -4.6530E-02
46 48 -1. 4176201 47 ue 1.%532E-01
47 47 -2.T134E-01 47 48 -2.101CE-01
48 U6 6. 1613E-01 48 47 -1.CTUTE+00
4g 48 -1.2T6TE+C0 48 50 3. 764 8E 01
49 27 L. CCEUEDU ug e -3.3333E-01
50 27 8. 3500E-C5 50 48 -1.0102E+00
50 4a 7. 862403 50 50 -2.5000E-01
51 47 1. 80205 01 51 48 1.4590E-01
51 51 -1.0000Z-01 52 35 -2. 1678E-03
52 w7 1.257172+470 52 LE 1. 03652400
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TABLE XV (continued)

ROW COL COEFFICIENT ROW COL COEFFICIENT

52 52 -1.000CE-61  s2 5 1.3953E+00
53 35 -1.2707E-03 53  uu 1.3378E400
53 U5 3.0144E400 53 46 -1. 1006E+00
53 47 -1.5838E-01 53 U8 -3. T430E-01
53 49 4,5818E-01 53 52 2. 1930E-02
53 53 -2.5000E-02 54 4y 4,37225-02
54 U5 9.8510E-02 54 46 -3.5970E-02
54 U7 -5.1760E-03 54  u¢ -1.22U0E-02
54 49 1.49T0E-02 54 54 -1.0000E-01
55 55 -5.0000E400 55 56 7. 0050E+400
55 57 -2.3350E400 56 57 3.4167E-01
57 57 -1.0000E 01
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One additional forcing term will be generated by the reactor control
system in state variable equation number 41. This will happen when
subroutine DISTRB is called upon to include the nonlinear affects of
the reactor control system.

When calculating the system matrix coefficients, it is very easy
to make a mistake on the coupling terms for the individual component
models. One method of eliminating these mistakes is to show the signs
of the matrix coefficients and forecing vector coefficients on a chart
(Machado23). Figure 2.34 shows a chart of the system coefficients.
The positive coefficients are represented by a * and the negative
coefficients are represented by a <.

Because the coefficients for state variable 44 through 57 are
calculated by hand, the coupling coefficients for the turbine, feed<
water heaters, and Pf controller models must be calculated systemati<
cally. Since state variable 53 is the change in feedwater tem<
perature, matrix elements (i,53), i=17, 19, 21 through 29, 38, and 41
are the same as the forcing vector coefficients for a 1°F step in
feedwater temperature on the isolated core, UTSG, three element
controller, and reactor controller models (hereafter referred to as
the isolated PWR model). Likewise, since state variable 55 is the
change in valve coefficient, matrix elements (i,55) i=17, 19, 21
through 29, 33, 34, 38, and 41 are the same as the forcing vector
coefficients for a 0.95511 (fraction of main steam flow that enters
the turbine nozzle chest) step in the valve coefficient on the iso<«
lated PWR model. Matrix elements (44,27), (45,27), (49,27), and
(50,27) are the same as the forcing vector coefficients for a 1 psi

step in steam pressure on the isolated turbine<«feedwater heater model.
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Figure 2.34 Chart of the overall high order PWR model
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Matrix elements (52,35) and (53,35) are the same as the forcing vector
coefficients for a 1 lbm/sec step in the feedwater flow on the iso<
lated turbine<feedwater heater model. Matrix elements (44,55) and
(45,55) are the same as the forcing vector coefficients for a unit
step in the valve coefficient for the isolated turbine<feedwater
heater model. Similar relations exist for all the coupling terms for
the individual component models. Figure 2.34 will help in determining
the location and sign of any coefficient in the system model.

In this section, only one case will be presented. Figure 2.35
shows the time response of the high order overall PWR system model for
a «0.05 puMw step (<50 Mw step) in the power demand signal.

From Figure 2.35, it is easily seen that the turbine shaft power
transient occurs very quickly. This is because the valve coefficient
transient is very fast. But later on the valve coefficient starts to
"back off" as the steam pressure begins to have its effect on the
total steam flow. The reactor control system causes the coatrol rads
to move to a final value of «7.56 cents. The nonlinearities of the
control system are apparent from the plot of the temperature error
signal. The energy balance between nuclear and secondary power is
also plotted to show that this balance is achieved. The steam flow
and feedwater flow can also be compared to show that the mass balance
is satisfied in the UTSG. The average teuperature of the hot and cold
leg can also be found from Figure 2.35. It is apparent that the
average temperature approaches the steady state program wvalue bhut does
not reach it because of the deadband in the reactor control system.
The feedwater temperature experiences a small transient and %ill ulti<

mately have a small effect on the UTSG steam pressure. The system
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Figure 2.35 Response of the overall high order PWR svstem
model for a -0.05 puMw (-30 Mw) step in power
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frequency, primary pressure, and downcomer level deviations have been
eliminated by the Pf, pressurizer pressure, and three element feed<
water control systems respectively. The turbine shaft power is shown
subdivided iqto the high pressure and low pressure turbine torque.
This figure will be compared to a similar low ordér model response in
Chapter 1IV.

Figure E.6 shows a similar time response of both the high and low
order overall PWR system model for a <«0.05 puMw step in the tie line
power flow.

Thus a complete high order PWR system is now described by 57
state variables. Subroutine DISTRB must be used to simulate the
nonlinear reactor control system. The input to the model is the rower
demand, and tie line powar flow signals. The output of turbine mecha<
nical shaft power is calculated at each time step from turbine model
state variables. Other state variables of interest can also be

obtserved.

I1.9 Additional Considerations for Coupling the Overall PWR System

Model to an Electrical Grid System Model

It may be desirable to couple the overall PWR system model to an
elg;trical grid system model. In this case, the electrical system
frequency deviation, §F, and the change in the tie line power flow,

SPTIE’ previously used as forcing terms would become coupling terms.

However some additional considerations must be dealt with.

An obvious restriction will be the maximum nuclear power. In

this study, the percent of full nuclear power, %Py (defined by

equation (II.34) and (C.13)), should not exceed 100.
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Many of the components in a PWR nuclear plant are powered by the
electrical system grid itself. Such components include the reactor
coolant pumps. If the power supply to these components experiences an
undervoltage or an underfrequency, it would cause the plant to trip
and thus be isolated from the electrical grid system. For a typical
PWR nuclear plant, an underfrequency of 56 Hz from the nominal 60 Hz
or an undervoltage of 70 percent of the rated voltage will cause the
plant to trip. However, if the undervoltage is obtained at a slow
rate, then a time lag of 20 to 25 seconds can be experienced at 70
percent of the rated wvoltage before the plant will trip.

In this thesis the overall PWR system model was not coupled to an
electrical grid system model. Therefore, the nonlinear effects of
under frequency, undervoltage, and maximum nuclear power were not con-
sidered.

If an electrical grid system model is coupla2d to the overall PWR
system model, and the power supply to the PWR system components
experiences an underfrequency or undervoltage which exceeds the
requirements, then the turbine mechanical shaft power output of the
PWR plant must be set equal to zero. That is, the PWR plant can no
longer supply power to the electrical grid system if the electrical

supply to the PWR system components is in this condition.



CHAPTER III
THE LOW ORDER MODEL

III.1 Introduction

In Chapter II a high order PWR system model was presented which
used 57 state variables to describe the system. It may be desirable
to reduce the number of state variables which are needed to describe
the system and thus reduce the complexity of the model. For example,
if the only output desired of the system were the power delivered by
the turbine for a power demand input, then a reduction in the order of
the system might be desirable.

In this study, three major methods were pursued in reducing the
order of the model. The first method used will be called the physical
method. The equations used to describe the system are lumped param-—
eter first order differential equations. If certain sets of these
equations for the plant components could be combined into one
equation, this would reduce the total number of equations needed to
describe the overall system. In order to combine the equations, phvs-
ical intuition must be used. For example, six delayed neutron groups
might be combined into one delayed neutron group to describe the reac-
tor kinetics in a simpler form.

The second method used is to take the sec of linear equations in
its state variable form and numerically reduce the order of the model.
This could be performed on the hizh order model of Chapter II, or the
physically reduced model which is also in a state variable
formulation. This method has been pursued oreviously and was crigi-

nally seen as a possible candidate for this study (Akinl).

127



128

The third method considered will be called purely empirical model
reduction. This method would use available performance data from an
operating plant and find the minimum number of coefficients needed to

describe the input-output characteristics of the system (Kerlinl7,

17 17

Zwingelstein'’, Upadhyaya'’. However, this method is limited to
available plant data. For example, if the desired input-output
characteristics were the turbine shaft power produced for a power
demand signal, that data must be available in order to use the purely
empirical method. Another possibility would be to generate simulated
data (for example, the results of the 57th order model of Chapter II),
and use these results as if they were real plant data. This method
was not used in this study. However, if the necessary data were
available, a purely empirical model reduction method would be an
excellent candidate for further study.

In this chapter, the high order model of Chapter II will be

reduced by physical methods. Then a numerical method of model reduc-

tion will be applied to the physically reduced low order model.

III.2 Model Reduction by Physical Methods

The intent of this section is to show how the detailed high order
PWR model presented in Chapter II can be reduced in a physical manner.
All the models which have been presented previously will be reduced
except the turbine-feedwater heater, and Pf controller models. These
models will not be reduced beczuse they are aiready in a simplified
form.

The high order reactor core model is described by fourteen

equations. Incorporated in this model ere equations which use six
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groups of delayed neutron precursors. These six groups of delayed
neutrons can be reduced to one group of delayed neutrons. In order to

do this, the delayed neutron decay constant must be defined to be:4l

b .
(1I1.1) A= %.,. / ['zz' Q'/ﬁ;l.

The number of equations which describe the core neutronics and heat

transfer can then be reduced by five. These resulting equations are

(III.3) dSC.= & sPp _ asc
A

dsTe P sp , KA (se‘;«s'ﬁ}

(I11.4) Lo - =
d+ LYY\C?S:: Po (mc?)p

450, 0-9)% sp  hA (gT.-$0)

-

(III1.5) Cl*' Lp\thc_ﬁg; (}“cﬁhﬁ

+(&) (sTe -56)

c

(I11.6) d§@a=U;$3?° P hA (ST -S@.)
dr  (MG), T (e

+L% 1(5@, - $6.) |
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The next simplification that can be made on the high order core
model is to assume that the upper plenum, hot leg, and UTSG inlet ple<«
num volumes can be combined into one volume. This will allow the hot
leg temperature to be represented by a single time constant. The same
assumption can be made on the UTSG outlet plenum, cold leg, and core
lower plenum. These time constants will be defined to be the hot and
cold leg time constants respectively. The hot leg time constant can be

written as

Vop

A Qa{
(I11.7) Lm‘: .:— —_— + Vm_* P -
m NUTS§

The cold leg time constant can be written similarly as

Ver

(I11.8) Ze. = ave V?,_, + Ver T e .
m NUTS &

The variables of equations (III.7) and (III.8) have been defined pre<

viously in Chapter II. Thus the equations of the hot and cold leg

piping are

(I11.9) f}_éj_:.‘}.-: L SO, - ST

a+ TuL

(I1I.10) C_l__SI.‘.’:-: L ST?~ STer
& .



131

where STP is the average temperature oI the primary fluid in the
UTSG.

The 15th order UTSG model as described in Chapter II was Ali's
model D2, In addition to model D, Ali also developed a model A.
This model consists of a primary fluid lump, a heat conducting tube
metal lump, and a secondary fluid lump. Thg equations will not be
derived here (the reader should refer to reference 2 for this
information). The derivation involves an energy balance on the sub<
cooled primary fluid lump which results in the primary fluid tem<
perature as a state variable. An energy balance is also made on the
tube metal which results in the tube metal temperature as a state
variable. The govermning equatioua for the secondary fluid lump is
obtained by applying mass balances for the water and steam components,
a volume balance on all the secondary fluid in the whole steam genera<
tor, and also an energy balance on the secondary fluid. Saturation
conditions are assumed to exist throughout the secondary fluid lump.
The resulting equation will have the steam pressure as a state
variable. The weakness of this model is that it will not describe the
downcomer water level. This may be important for some applications of
the overall system model. However, for applications where the primary
concern of the overall system model is to describe the turbine shaft
power as accurately as possible, the downcomer level will not need to
be described.

In Chapter II, a three element controller model was shown coupled
to the high order UTSG model. This model, which is described by six
equations, can be eliminated if the feedwater flow is assumed to be

controlled perfectly. Perfect feedwater flow control, as defined in
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Chapter II, means that at every instant, the feedwater flow is assumed
equal to the steam flow. A detailed study has been done previously on
the effect of this assumption (Cherng6). For the application of

this model, this assumption is valid. 1In addition, the steam flow
will be expressed as in equationm (II.24). The 20 equations of the
combined high order UTSG and three element controller model will then

be reduced to three equations. The resulting equations are:

f .. [-’— « U S?"‘K STo 4 [Uf’“ SP"I 3
(rrr.11) <+ (e mo Sy Mg Cp,

(I1I.12) a4 M Con M C n
-+ UMS S“'\S ET‘SA‘I’ g?
Mo Cn \ 3P
ass 1 Unms S ms $Ton - U»\—',Sms 3Tsat
(rm1.13) a+ K > T

+ WS%‘%‘A -’r‘éo (ké-kgwslg?s 4 Wstzg“’}w

- Ws “’\:&-’\'\:wv S___é%

K= M5w>.b.'r’ + My E_}:z - My ;kgé 5\/53

3P Py A 3Ps

where
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Cl ,2' Z .
an 14 V'/F
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The pressurizer pressure control system was described previously
in Chapter II by two equations. The only feedback this model has on
the rest of the system is through the pressure coefficient of reac-
tivity. Because this coefficient is so small, (typically on the order
of 1 x 10"6/psi) this model which is described by two equations, can
simply be eliminated by assuming this coefficient to be equal to zero.

The reactor control system model was previously described by six
state variables. In addition, subroutine DISTRB in MATEXP had to be
used to simulate the different rates of control rod motion and the
non-linearities of the reactor control system. Two state variables in
this model, the outputs of RTDs that measure hot and cold leg tem-
peratures will be ignored. This will not result in any large error in
the operation of the reduced reactor control system model. The
remaining four equations in the complete model are used to describe a
temperature error signal. This temperature error signal is then sent
to DISTRB to change the forcing term for reactivity induced by control
rods. The purpose of the reactor control system is to force the
average reactor coolant temperature tc fcllecw the steadv state program
(see page 38) as closely as possible. This is equivalent to saving
that the reactor control system reduces the temperature error signal
to a minimum.

A simplification can be made on the reactor control system model
by assuming that integral control action is taken on the difference
between the average temperature set point for a change in power level
and the actual average reactor coolant temperature. The result of
integral control is that the error signal used for the control action

will be driven to zero. In this case, the error signal is the dif-



ference in the temperature set point and the average temperature. In

equation form this can be written as
A - -
(III.14) /—#ﬁﬁ: 4 [S/Se%’ g/auﬂl
<+

where sng%is the reactivity induced by the control rods. The average
temperature set point is defined by the steady state program. In per-

turbation form this can be written as
(I11.15) g’f;H = K, $%%t=

where g%?sis the change in percent of full power delivered to the
secondary fluid as defined by =quation (II.37), and Kj is equal to the
gain of the average temperature set pcint transfer function as defined
by equation (II.32). Kj is also equal to the slope of the average

temperature line of the steady state program (see page 33). At

steady state conditions, Sié%%igs equal to zero. This means that at
steady state, %T;d= g—)’gua « Thus, if integral control action 1is
used, as given by equation (III.l4), the criterion for the reactor
control system will be satisfied. The remaining task is to define a K
that will simulate as closely as possible the more detailed reactor
control system.

K can be broken down into two factors so that K=K' x K'". It is
desirable for the units of K to be (dollars/°F-sec). Since the control

equal to

cr

rods move in discrete steps, the units of K' can be se

(dollars/step). The magnitude of K' will be identically egual to the
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value of ROWSTP as defined in Section iI.4. Therefore, K" must be set
equal to an "average'" control rod rate of movement with units of
(steps/sec=°F). The value of X" will be assumed equal to 0.l
(steps/sec=°F). The effect of this assumption can be seen in Figure
3.1, This figure is a duplicate of Figure 2.l15 on page 41 except the
slope of the dashed line is equal to K'".

The turbine-feedwater heater and Pf controller models will not be
reduced. Therefore, the high order model described by 57 state
variables in Chapter II has been reduced to 25 state variables by phy-
sical methods. Table XVI is a description of the state variables ‘in
their numerical order in the model. All the input parameters
- necessary to calculate the system coefficients will be the same as for

the high order model except the following

& fg_ \/?\r:z

1. ;} = Delayed neutron decay constant = Pz

2'(JP“= steam generator overall heat transfer coefficieui from pri-

mary fluid to metal =

—i‘
__L /TOD - 2TmT\ " /TOD-TmMT ‘>
HTP L 24 K J "\ Tod - 2Tm

3.LL“5 = steam generator overall heat transfer coefficient from metal
to secondary fluid = ’7'~l. o
] ToD l TOD N\
—_ -+ [ — ~ .
HS2 24 Km TeD -7

4, K = reactor control system gain = X' K"
5&/¢c
.

5. K9 = Pf controller gain = Sy at steady state
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TAELE XVI

LIST AND DESCRIPTION OF THE LOW ORDER
OVERALL PWR SYSTEM MODEL STATE VARTABLES

10.

11.

12.

13.

lAO

15.

16.

§P/P,
§C

ST?

661

582

§e

88

o g ﬁ

&8

8T

o<

SPS

Sp

ext

Gpc

sh
c
co
W
2

e

o

OQR

éhR

fi{—

v}

Ffactional.change»in nuclear power

Fractional change in delayed neutron precursor group
Change in average fuel temperature of the core (°F)
Change in coolant node 1 of the reactor core (°F)
Change in coolant node 2 of the reactor core (°T)
Change in hot leg temperature (°F)

Change in cold leg temperature (°F)

Change in the average primary £luid tempearature in
the UTSG (°F)

Change in the average tube temperature in the UTSG (°F)
Change in the average steam pressure of the UTSG {(psi)
The reactivity induced by control rods (dollars)

Change in the density of the steam in the nozzle
chest (1bm/ft3)

Fractional change in the enthalpy of the nozzle chest

Fractional change in the flow rate of steam entering
the moisture separator

Density of steam in the reheater tube side (lbm/ft3)

Fractional change in enthalpy of reheater tube side
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TABLE XVI (continued)

W
17. - P? Fractional change in flow rate of steam leaving the
PRa reheater shell side :
18. dQR Heat transfer in the reheatexr shell to tube
. (Mw-hr/sec)
§Wy ,
19. T Fractional change in flow rate of steam leaving LP
20 turbine to the coadenser
20. GhFé Change in the enthalpy of feedwater in heater 1
(B/1bm)
21. 6'1'w Change in feedwater temperature leaving heater 2
¢r
6wﬁPZ
22. W Fractional change in flow rate of f£luid leaving
HPZ - heater 2 to heater 1
23. gé Fractional change in the main steam valve coefficient
c
24, -5Pc> Change in the integral of the ACE centrol signal
(putw)

25. &F Change in the system frequency (Hz)
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6. SPM = Total heat transfer area of primary side to tubes
ToD-2TmT
= Hta | /
TOD -
7. SMS = Total heat transfer area of metal tubes to secondary fluid

= HTA

8. M, = mass of metal tubes

2
TOD? - -
- hr Dé— (Ted-~2Tw™mT) l_go m

438 “Tod

9. Mp = mass of water inside tubes

i132§>._ >TYAT pa S HTA BOP

12 12 | Teb

-

10.

=
[

sw = mass of secondary liquid = (VSW)(ROSI)

11. M., = mass of secondary steam = VSS/VG

SS

These values can be calculated from the input data for the high order
model. The gain of the Pf controller must be reevaluated as in the
high order model {(see Section II.7). This gain is determined by
running a case of the system model without the Pf controller for a 10
percent step in main steam valve coefficient. The value of Ky will
be defined to be éggfsat steady state conditions. For the high order
model, this gain turned out to be 1.2706 for a 100 percent power model.
For the 100 percent power low order model, this gain was found to be
1.2136.

A computer program has been written to calculate the system coef-
ficients for the 1solated low order PWR model (Machad023). The

turbine-feedwater heater and Pf controller model coefficieants, as in

Chapter II, are calculated by '"hand." The input data is formed



exactly as the program described in Appendix A for the high order
model. This will assure consistent design data is used when comparing
the results with the high order model. The resulting numerical values
for the system matrix coefficients for a typical 1200 Mwe plant at
100%Z power are shown in Table XVII.

The forcing terms for the low order model are shown below

(III.16) F(24)= SPre

(.17 +(28) = -'-';1!— [ SPrg + Spol .

Therefore, the tie line power flow and power demand signal are tw%o
methods of disturbing the low order PWR model. Only one case will be
presented in this section. Figure 3.2 shows the time response of the
overall low order PWR system model to a «0.05 puMw (<50Mw) step in the
power demand signal. Figure 2.35 (page 118) and Figure 3.2 will be

compared in Chapter IV.

III.3 Model Reduction by Numerical Methods

In Section III.2 the high order PWR model was reduced to a 25th
order model by physical methods. Several methods were considered in
reducing the PWR model by numerical methods (Genesiolo, Shieh33,
Bosley 5’21, Wei33, Milaneselo, Lalzo, Mitrazo, Jainzo,
Krishnamurthilg, Seshadrilg, BilleA, Sinha34:4, Arumugam3,
Ramamoorty3, Bereznai34, Lee521’22’5, Davison8, Gibilarozz,
Krophollers, NealeS). The majority of thesea methods involved
placing the responses of the state variables in a transfer function

form (Laplace domain) before reducing the order of the model. In



TABLE XVII

LIST OF THE NUMERICAL VALUES OF THE
LOW ORDER OVERALL PWR SYSTEM MODEL
MATRIX COEFFICIENTS

ROW COL COEFFICIENT ROW  COL COEFFICIENT
1 1 -3.8536E402 1 2 8.22U4€E-02
1 3 5. 1452E -01 1 y -5.5866E+00
1 5 -5.5866E+00 1 11 3.8536E402
2 1 3.8536E+402 2 2 -8.2246E-02
3 1 2.M137E402 3 3 -2.53228-01
3 4 2.5322E-01 y 1 2.6185E+00
4 3 1. R92E-01 4 y -3. 6492E+00
4 7 3.54€E2E400 5 1 2.6185E+00
5 3 1.C292E-01 5 4 3. 44332400
5 5 -3.5462E+00 6 5 3. 1321E-01
6 6 -3.1321E-01 7 7 -2. 1411E-01
7 8 2. W1IE-DT 8 6 3.2502E-01
g 8 -1, 60558400 8 9 1.2805E+00
9 8 4, 78742400 9 g -7.78182+00
g 10 4, 1622E-01 10 g 5.5986E+00

10 10 -9.3331E-01 10 21 1. 914001

10 23 -1.2338E402 1M 6 -1.125CE-04

1M 7 -1.1250z-04 11 10 5.3816z-C¢

1M 21 -8.01202-0¢ 1M 22 L, 88GoE-03
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TABLE XVII (continued)

ROW  COL COEFFICIENT ROW  COL COEFFICIENT
12 10 2.U4820E-L02 12 12 -1.8293E+01
12 13 -3.6720z401 12 15 1. ©230E+00
12 16 5.874G5400 12 23 2.0730E+01
13 10 1. UR70E-D2 13 12 -9. $553E+00
13 13 -3. 1153E401 13 15 1. 1785E400
13 16 3.5892E+00 13 23 1. 26672401
14 12 3.9300E-01 14 13 8.8583E-01
14 14 -5. 0000E-01 14 15 -4, 6530E-02
14 16 -1.4176E-01 15 14 1. % 32E-01
15 15 -2. T134E-01 15 16 -2. 101 CE-O1
16 14 5.16132-01 16 15 -1, 07472400
16 16 -1.2767E+00 16 18 3. T64EE-01
17 10 4, C0SHE-OY 17 17 -3.3333E-01
18 10 8.3500E-C5 18 1€ -1.01022+00
18 17 7. 8524E-03 18 18 -2.5000E-01
19 15 1. X2CE-D1 19 16 1. 1580E-01
19 19 -1.0GCCE-01 20 10 -2, T00BE-C3
20 15 1.35172420 2C 16 1.0365E400
20 20 -1.0000E-01 20 22 1. 3553E400
20 23 2. 14602400 21 10 -1.358302-LC3
21 12 1. 3378£400 21 13 3. 0TLLEELDO
21 14 -1.1C042400 21 1= -1.5838E-01
21 10 =3. 7420201 21 17 4,5818z-7
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TABLE XVII (continued)

COEFFICIENT

ROW COL COEFFICIENT ROW COL

21 20 2.1G30E02 21 21 -2.5000E-02
21 23 =-1.257GE+00 22 12 4,3722E-02
22 13 9.8510E-02 22 14 -3.5970E-02
22 15 -5. 1750E-03 22 16 -1.2240E-02
22 17 1. 4670£-02 22 22 -1.0000E-01
23 23 -5.0000E400 23 24 6. 0T45E+00
23 25 -2. 2482400 24 25 3. 4167E-01
25 25 -1.0C00E-01

S
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for a -0.05 puMw (-50 Mw) step in the power demand
signal.
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this section, a numerical method for reducing the model will be pre<~
sented which will be called the pole%zero deletion method. Then, the

poleézero deletion method will be applied to the 25th order PWR model.

III.4 Model Reduction by the Pole«Zero Deletion Method
If a system model is represented in state variable form, as in
equation (II.21), then a Laplace transformation of the state variables

can be applied and the resulting equation will be of the form
(III.18) [SI- /41 X (s) = S’%Ls) .

One method of solution to this linear algebraic equation is to
use Cramer's rule. The form of the ith row of the solution vector by
using Cramer's rule is

X: (s)
(ITI.19) aa (s

-
-

B

<

where C=ISI ~ AI and B is equal to C except the ith column of the
matrix (sI # A) has been replaced by the vector of forcing coef+
ficients, ?} before calculating the determinant. The determinants, B
and C, can be expanded and written in polynomial form. If the soluf

tion to the resulting polynomials were found, then equation (III.19)

could be written as

w _ K ;\:{ (§-‘Zk§

(III.20) % (s) -

where the Zy's are the zerces and the Pé's are the poles; m is the



total number of zeroes, and n is the total number of poles. X will be
called the gain of the transfer functions.

The poles are equal to the eigenvalues of the system matrix A.l6
The problem is to find the zeroes of a desired transfer function. A
method has been developed (Davison8, Bosleys) to find the zeroes
of a state variable model. The zeroes of the ith row of the solution
vector are the eigenvalues of the matrix formed by replacing the ith
column of (sI « A) with the forcing vector. The form of this matrix

is shown in the following equation

(I11.21) .
s‘an "812 "a13 e o o o fl e o o ‘aln
B = det -as] s*ajo =223 e« + « .« f9 . .. =ap,
-a3] -ajy =233 ¢ « o f3 e« o Taip
. . . fl . e . ain
~“anl “an2 . fn S$=3ann

From equaticn (III.Z1) it is easily seen that the matrix element of
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the ith row and ith column is equal to f; and does not have an s pre-
sent. A standard eigenvalue routine (Cope7, Dunphey7) will take
the original matrix A and perform the operation (sI - A) before
finding the eigenvalues. Therefore, the matrix element of the ith row
and ith column will be automatically set equal to (s - f;). This
means that the standard eigenvalue routine would result in some
"undesired solutions" to the determinant B. If the forcing vector is
arbitrarily multiplied by a "large'" constant, which will be called
HCRIT, the matrix elements of the ith column will become "large."
Then if the eigenvalues of this matrix are found, there will be some
numbers that are large relative to the other eigenvalues. These large
undesired solutions can then be disregarded and the remaining eigen-
values will be the zeroes. There is no guarantee that the correct
eigenvalues have been obtained for the zeroes. Therefore, the results
of this method must be compared to other methods of solution in order
to be assured of the correct zeroes.

The gain of the transfer function can be found by applying the
final value theoreml® to equation (III.20). If it is sssumed that

the forcing vector is applied as a unit step input, then s(s) = 1/s.

The result will be

me-n m
(111.22) X (4200) = (iny SK:ls) = (-1) K TT 2y
S —0O k=1
>
fe)
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and therefore the gain can be writtern as

(1123 K =’)((,t D) (-1) - 7_7: Fq

The final value of the state vector can be found by setting the
derivative vector of equation (III.22) equal to zero and solving for x.
In equation form this can be writcten as

X (t-=)= -A ¥

(III.24)

Then equation (III.24) is substituted into equation (III.23) to get
the gain of the transfer function.

Every quantity in equation (III1.20) can now be obtained. A com-
puter code called REDUCE has been written that uses this method. The
instructions for the use of this code are given in Appendix G.

After the response is written as in equation (III.20), m and n
can be reduced by deleting poles and zeroces that are "close” to the
same value. Two problems arise in doing this. First, the poles and
zeroes have real and imaginary parts. And second, the poles and
zeroes are found by an eigenvalue routine on a digital computer.
Thus, the resulting numerical values of the poles and zeroes may not
be found exactly due to the limited number of digits allowed by the
machine. Thus, this method is highly dependent on the type of com-
puter used. The computer used in this studv was the DEC System !0 at

The University of Tennessee. Tha REDUCE code is executed in double
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precision arithmetic. Therefore, approximately 16 digits of accuracy
can be expected.

The following algorithm was used to delete poles and zeroes.

l. Determine the mantissa and exponent of the real part of all
the poles and zeroes. The mantissas will have a value
between 1.0 and 10.0.

2. Check to see if any pole-zero pair ccmbination has a real
part less than an input parameter LCRIT. This is because
occasionally a pole or zero may be found which is close to
zero. If a pole is only slightly positive, the response
would te unstable. Therefore, if a pole-zero pair of a
"small™ value is found, it %ill be deleted. In this study
a typical value used for LCRIT is 1.0 x 10-10,

3. Determine whether any pole-zero pair has the same expconent.
Compére all pole-zero pair combinations not previously
deleted. Store these pole-zero pairs as possible candidates
for deletion and continue to step 4.

4, Determine whether the absolute value of the difference
between the mantissas of this pole-zero pair is less than an
input parametzr EPIL. If not, keep comparing all pole-zero
pairs with the same exponent against each other until all
combinations of pole-zero pairs, which have been stored from
step 3, have been compared. If so, go to step 5.

5. 1f step 3 and step 4 pass, or if step 2 alone passes, then
delete that pole-zero pair.

6. Repeat step 2 through 5 until no more pols-zero pairs can be

deleted.
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Steps 3 and 4 are carried out at the option of the user of REDUCE.
Step 2 is always carried out.

The arbitrarily large number which has been called HCRIT is not
easily found. It can have a value typically in the range of 1015 to
100,  The number of zeroes, m, appears to be a function of the
number of elements appearing in the ith row for the x; response. That
is m n - (number of non-zero terms in the ith row). If any eigen-
value appears that is greater than (HCRIT)® ™, then it should be
thrown away.

Another problem associated with calculating the gain K is that it
may not work if there is not an element appearing on all the diagonal
positions. If it is impossible to rearrange the rows of the matrix to
achieve this condition before using the REDUCE program, then it may
still be possible to find the steady state value of the state variable
desired. This is because the vector can be evaluated without calcu-
lating the inverse matrix. This is done by placing the matrix A in
upper triangular form and back substituting to find the solution. TIf
a zero diagonal is still present, the solution of that row cannot be
found. However, not all the remaining back calculations will depand
on this solution and some, if not all, of the remaining solutions
might be found.

After the pole-zero pairs have been deieted, then the gain
constant K must be reevaluated for the reduced representation. This
is to assure that the steady state behavior for the reduced represen-
tation will be equal to the full representation.

The computer program REDUCE will then calculate the frequency

response for both the full and reduced representation. REDUCE will



also calculate the time response for a step imput for both the full
and reduced representation. The process can then be repeated as many
times as desired.

The pole-zero deletion method can now be applied to the 25th
order PWR model presented in Section III.2. The first observation of
this model is that the system does not have diagonal elements on rows
11 and 24. It is not coincidental that these rows correspond to the
integral control action taken by the reactor and Pf controllers
respectively. In order to set the system matrix in a form that can be
used by the REDUCE program, the following steps were taken.

1. Ignore equation 25 so that the electrical system frequency,

$F, will be a forcing function.

2. Ignore the integral control action of the ACE signal so that

equation 24 will also be eliminated. WNow.the only forcing
function appears in equation 23 and the system is now 23rd

order rather than 25th.

<

sP S

—

3. Change state variable 1 which is P, to‘?’; . This %ill cause
the following matrix elements to change sign: (1,2), (1,3),
(1,4), (1,5), (1,11), (2,1), (3,1), (4,1), (5,1). This is
to assure that negative diagonal elements will appear
everywhere after step 5 is taken.

4. Change state variable 5 which is 592 to -392. This will
cause the following matrix elements to change sign: (5,1),
(5,3), (5,4), (1,5), (6,5). This is to assure that negative
diagonal elements will appear after step 5 is taken.

5. Interchange the matrix rows in the following manner
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Existing Row Modified Row
1 11
11 6
6 5
5 1

This is done to assure that a diagonal element will appear on
every row of the matrix.
Now the matrix is in a form that can be used by REDUCE. Table XVIII
is a list of the 23rd order system matrix used by REDUCE. As an
example of the use of this method, the transfer function of fractional
change in nuclear power for a change in electrical system frequency

can be found. In equation form this will be

é_;(s)
(II1.24) G = . .

SF{s)
Then this transfer function will be reduced by deleting poles and
zeroes. The REDUCE program cdeleted poles and zeroces l7 times with
increasing values of the input parameter EPIL until 17 pole-zero
pairs were deleted. A value of HCRIT for this case was chosen to be
5 x 1020 by trial and error. In order to assure that this value of
HCRIT is correct, the results of REDUCE must be compared to results
from similar computer programs such as MATEXP25 or SFR330. &
listing of the input data used for this case is included in Appendix
G. A listing of the resulting poles and zeroes for the 23rd order
transfer function of fractional change in nuclear power vs. change in

electrical system fregquency is shown in Table XIX. The gain factor X



TABLE

XVIII

LIST OF THE NUMERICAL VALUES OF THE

23rd ORDER MODEL MATRIX COEFFICIENTS USED

IN THE EXAMPLE CASE OF THE REDUCE
COMPUTER CODE

ROW COL COEFFICIENT ROW COL COEFFICIENT
1 1 -2.6190E+00 1 3 1. 022CE-01
1 y 3. 443CE+00 1 5 3.54€0E4Q0
2 1 -3.8540E402 2 2 -8. 2250E-02
3 1 -2, 41405402 3 3 -2.5320=-01
3 4 2.532C=-01 y 1 -2. 6190E400
y 3 1. C22CE-01 y 4 -3. BU4G0E+L0
4y 7 3.5460E+00 5 5 -3.1320E-01
5 o) -3.1320-01 6 6 -1.1250E-D4
£ 7 -1.1250E 04 & 10 5.3820E-L6
£ 21 -8.0130=-06 6 23 4, 4700E-03
7 7 =2.181C2-01 7 8 2. 1410E-01
g 6 3.2500E-D1 & 8 -1.8050=+00
8 9 1. 28002 +0C e g L.7870E+00
9 S ~7.782CE-L0 9 10 4.1¢2CE-01
10 9 5.5650£+400 10 10 -9.323CE-01
10 21 1. 6140201 10 23 -1.232U0E+C2
11 1 -3. 55408407 1% Z -5, 2250202
1M 3 6. 1450201 13 4 5.5870E+20
1" 5 =5.52702+20 i 11 =3.coulz+02
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TABLE XVIII (continued)

ROW COL COEFFICIENT ROW COL COEFFICIENT
12 10 2.“92Gé-02 12 12 -1.62G0E+01
12 13 -3.672CE+01 12 15 1.6290E+00
12 16 5.8750E+00 12 23 2.0730E+01
13 10 1.4870E-02 13 12 -39.9550E+00
13 13 -3.1150E+01 13 15 1.1780E400
13 16 3.5890E+00 13 23 1.2670E+01
14 12 3. 9300E-01 14 13 8.3580E-01
14 14 -5.000CE-01 14 15 -4, 6530E-02
14 16 -1.4182E-01 15 14 1. 53CE-01
15 15 -2.713CE-01 15 16 -2.101CE-01
16 14 6. 1610E-01 16 15 -1.0750E400
16 16 -1. 27702400 16 ie 3.7650E-01
17 10 4, CO6CE-OU 17 17 -3.3330E-01
18 10 8. 3500E-05 18 16 -1.01CO0E400
18 17 7.862CE-03 18 18 -2.5000E-01
19 15 1.902CE-01 19 16 1. 4580E-01
19 16 -1.00002-01 20 10 -2.7010E-G3
2C 15 1.2352CE400 20 16 1.0370E+00
20 20 -1.C0C0EZ L1 20 22 1. 3950400
20 23 -2. 1460z+00 21 10 -1.5830E-03
21 12 1. 338CE40C 21 13 3. C1L0E400
21 4 =1. 10122480 21 i5 -1. 5840801
21 16 -2, TH30E-01 21 17 b, 532CE-01

15
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TABLE XVIII (continued)

ROW COL COEFFICIENT ROW COL COEFFICIENT
21 20 2.1930E-0 21 21 -2.5000E-02
21 23 -1.25802+00 22 12 b, 3720202
22 13 9.810E-02 22 T -3.59T0E-02
22 15 5. 1760E-03 22 16 -1, 2240E-D2
22 17 1. 4670E-D2 22 22 -1.0C00E-01
23 23 ~5.0000E+00
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TABLE XIX

LIST OF THE NUMERICAL VALUES OF THE POLES AND ZEROES FOR THE
COMPLETE 23rd ORDER TRANSFER FUNCTION OF FRACTIONAL CHANGE

IN NUCLEAR POWER vs ELECTRICAL SYSTEM FREQUENCY

159

REAL PART

IMAGINARY PART

A.

O~V P~ WN =

Poles

-0.3854000015258789D+03
-0.8161078603294609D+00
-0.8161078603294609D+00
-0.8224999997764829D-01
-0.4888984254503823D+01
-0.4423026730892135D+02
-0.31991642301563355D+01
-0.8914372053456591D+01
-0.1127285384528623D+01
-0.1203821975861004D+01
-0.4314690614323917D+00
-0.4314690614323917D+00
-0.3132000006735325D+00
-0.3194229013035059D+00
-0.3329678090048982D+00
-0.2003087512600324D+00
-0.2150423998650362D+00
-0.1000127856222936D+00
-0.1000127856222936D+00
-0.2532307050510299D-01
-0.1729322606608031D-03
-0.9999999962747097D-01
-0.5000000000000000D+01

Zeroes

-0.4430374867690154D+02
-0.38520596694544945+03
-0.8712219028563915D+01

0.6594037552966448D+02
-0.6922348150124941D+01
-0.6922343150124941D+01
-0.3209123523440376D+01

0.0000000200000000D+00
-0.6027362789131288D+01
0.6027362789131288D+01
0.0000000000000000D+00
0.00000000000000C0D+00
0.0000000000000000D+00
0.0000000000000000D+0G
0.0000000000000000D+C0O
0.0000000000000000D+00
0.0000000000000000D+00
-0.2281844295007351D-02
0.2881844295007351D-02
0.0000000000000000D+00
0.0000000000000000D+50
0.00000000000000002+00
0.0000000000000000D+00
0.0000000000000000D+00
-0.4030307367457476D-02
0.4030307367457476D-02
0.0000000000000000D+00
0.06000000000C0000C£D+00
0.00000000000000C0D+G0
0.0000000000000000D+00

0.0000000000000000D+00
0.00C0000000000000D+850
0,0000060000000000D+00
0.0000003000000000D+00
-0.1818512956169113D+01
0.1818512956169113D+01
0.0000000080000000D+00




TABLE XIX (continued)
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REAL PART

IMAGINARY PART

10
11
12
13
14
15
16
17
18
19
20
21

-0.3656658346498506D+01
0.15386123815401276D+01
0.1538612815401276D+01

-0.1075726161143901D+01

-0.1075726161143901D+01
0.4068989483444778D+01

-0.1316323892945C96D+00

-0.1443983273816879D+0G

~0.4422183469784892D-01

-0.3492260545793666D+00

-0.3338528652401436D+00

-0.1011449306052564D+00

-0.3146752200148401D+00

-0.8224999997764826D~01

0.0000000000000300D+00
-0.2856448344664414D+01
0.2856448344664414D+01
-0.5097785431205009D+00
0.5097785431205009D+00
0.0000000000000000D+00
0.0000G00000000000D+00
0.0000000000000000D+00
0.0000000000000000D+00
0.0000000000000000D+00
0.0000009000000000D+00
0.0000000000000000D+00
0.0000000000000000D+00
0.0000000000000000D+GO
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for the 23rd order representation is 1.85 x 1079, The steady state
value of %i for a 1 Hz step input 1is -0.2953,

A set of three surfaces can be found from the results of this
case. The frequency response is found by substituting j@Wfor s in the
transfer function. The natural log of the magnitude of the frequency
response 1s equal to the Z axis of surface l. The X axis is equal to

~the natural log of the frequencyéu. The Y axis 1is equal to the number
of pole-zero pairs deleted starting from zero and increasing to 17.
Figure 3.3 is a representation of surface 1l as produced by the SURFACE
program available from The University of Tennessee Computing Center.
(Instructions for the use of this program are available from The
University of Tennessee Computing Center.) Figure E.7 in Appendix E
is also surface 1 as seen from another view.

The phase angle, in radians, of the frequency response is equal
to the Z axis of surface 2. The X axis is equal to the natural log of
the frequency W The Y axis is equal to the number of pole-zero pairs
deleted. Figure 3.4 is a representation of surface 2. Figure E.8 in
Appendix E is also surface 2 as seen from another view.

The time response for a unit step input can be found by
multiplying the transfer function through by g(s)=1/s and performing
an inverse Laplace transform. The Z axis of surface 3 is equal to the
fractional change in nuclear power. The X axis is the time in
seconds. The Y axis 1is the number of pole-zero pairs deleted. Figure
3.5 is a representation of surface 3. Figure E.9 in Appendix E is
also surface 3 as seen from another view.

From Figures 3.3, 3.4, 3.5, E.7, E.3, and E.9 it will be pussible

to estimate the maximum number of pole zero pairs that can be deletead.

1136
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pairs deleted.

pole-zero
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This is equivalent to estimating the minimum order of the transfer
function of fractional change in nuclear power for a change in
electrical frequency by the pole-zero deletion method.

At low frequencies Figures 3.3 and E.7 indicate there need be no
maximum for deletion of pole-zero pairs. This is primarily due tc the
fact that the gain factor, K, has been recalculated each time a pole-
zero pair was deleted. As the surface is examined toward the higher
frequencies, it appears that only 14 pole-zero pairs can be deleted
before the surface is far from the response of the initial model
having no pole-zero pairs deleted.

Figures 3.4 and E.8, which show the phase angle as a function of
frequency and number of pole-zero pairs deleted, will not be affected
by the recalculation of the gain factor K. Therefore, at low fre-
quencies the inconsistency between the response at no pole-zero pair
deletion and the response at higher pole-zero pair deletion happens
sooner. From these figures, it appears that the maximum number of
pole-zero pairs that should be deleted is 1l1.

Figures 3.5 and E.9, which show the fractional change in nuclear
power for a unit step input of electrical frequency as a function of
time and number of pole-zero pairs deleted, shows a dip in the surface
in the pole-zero pair deletion ranges of 7 to 9 and 12 to l4. This
indicates that this method may give a '"bad" response at a point in the
pole-zero pair deletion and then obtain a '"good" response as more
pole-zero pairs are deleted. This can be attributed to the fact that
the pole-zero deletion algorithm only considers the real parts of the
numerical values of the poles and zeroes. Therefore it is posszible

that a pole-zero pair could be deleted that have unequal imaginary

3



parts. This can be checked by looking at the printed output of the
REDUCE program. However, REDUCE has not been automated to tell the
user when this has happened, or to correct itself when this happens.
Also it is possible that a pole complex conjugate pair or a zero
complex conjugate pair would not be both deleted at the same time.
This would leave an imaginary part of either a pole or zero without
its complimentary complex conjugate when calculating the time and fre-
quency response.

From the investigation of these surfaces, it appears that the
minimum order of the fractional change in nuclear power to a change in
electrical frequency transfer function would be about 1l. This is if
the interest is to match the time and frequency responses as closely
as possible. If the interest is only to match the gain of the fre-
quency response or the time response, then the pole-zero deletion
method appears to obtain a value of 9 as the minimum order for this
transfer function. A list of the numerical values of the poles and
zeroes for the reduced 1llth order transfer function of fractional
change in nuclear power vs electrical system frequency is given in
Table XX.

This procedure can be applied to any linear state variatle model.
Further investigation of other numerical methods might result in
further minimization of the system order than what can be obtained by
the pole=-zero deletion method.

The main disadvantage of this method is that only one state
variable response can be obtained. This means that if an algebraic
variable needed to be obtained, which might depend upon more than one

state variable, then this method would get quite complicated. For



TABLE XX

LIST OF THE NUMERICAL VALUES OF THE
POLES AND ZEROES FOR THE REDUCED
11th ORDER TRANSFER FUNCTION OF FRACTIONAL
CHANGE IN NUCLEAR POWER vs ELECTRICAL

SYSTEM FREQUENCY

REAL PART

IMAGINARY PART

A.

— —

— OWO0oo v, LW~

WO oWV~ WLWN -

Poles

-0.8161078603294609D+00
-0.8161078603294609D+00
-0.4888984254503823D+01
-0.4314690614323917D+00
-0.2003087512600324D+00
-0.2150423998650362D+0C
-0.1000127856222936D+00
-0.2532307050510290D-01
-0.1729322606608031D-03
-0.9999999962747097D-01
-0.5000000000000000D+01

Zeroes

0.6594037552966448D+02
-0.6922348150124941D+01
-0.6922348150124941D+01
-0.3656658346498506D+01
0.1538612815401276D+0!
0.1538612815401276D+01
-0.1316823892945096D+00
-0.1443983273816879D+00
-0.4422183469784892D-01

O OO O OO0 OOooo

OO O OO0 O oo

.6027362789131288D+01
.6027362789131288D+01
.000000000£000C00D+00
.2281844295007351D-02
.0000000000000000D+30
.0000000000000000D+00
.4030307367457476D-02
.0000000000000000D+00
.00000000006000000D+C0
.000000000G6000000D+50
.0000000000000000D+00

.0000000000000000D+00
.1818512956169113D+01
.1818512956162113D+01
.0000000000000000D+00
.2856448344664414D+01
.2856448344664414D+01
.0600000000500000D+00C
.0000000000C000000D+09
.00000000000000002+00

=t

(@)



example, let it be assumed that it is desired to find the turbine
mechanical shaft power change for a change in electrical frequency
transfer function. Before the pole-zero deletion method can be used,
five state variable transfer functions must be obtained. This is
because the mechanical shaft power depends on state variable number
12, 13, 15, 16, and 19 as presented in Section III.2. Then after
these transfer functions have been obtained, they must be algebra-
ically combined into one polynomial and then the zeroes must bde
factored out again before pole-zero pairs can be deleted.

Another disadvantage to the pole-zero deletion method is that it
is very easy to obtain the incorrect zeroes. This is due to the
uncertainty in choosing the correct input parameter HCRIT. Often the
resulting frequency responses and time responses appear to be correct,
but they will still be incorrect. Therefore, it is necessary to have
a backup method of obtaining frequency response and time responsa such
as MATEXP23 and SFr330 computer codes, so that the correct
response is certain.

The system matrix of the 25th order model of Chapter III could
not be rearranged so that the final values could be calculated bty the
REDUCE program for a power demand input signal. In addition, as has
been previously pointed out, the turbine mechanical shaft power is
calculated from five state variables. REDUCE has been written to
calculate only one state variable response at a time. A recommen-
dation for the improvement of the REDUCE program to handle this
problem is given in Chapter V. Because of these problems, a transfer
function of the turbine mechanical shaft pcwer for a power demand

input or electrical system frequency input could not be obtained in
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this study. However, this chapter has demonstrated the use of the

pole~zero deletion method of system reduction.



CHAPTER 1V
A COMPARISON OF HIGH AND LOW ORDER PHYSICAL MODELS

IV.l Introduction

In Chapter III, two methods of reducing the high order model were
presented. The first method was called the "physical method." This
method resulted in reducing the 57th order PWR system model presented
in Chapter II to a 25th order system model. The second method was
called the pole-zero deletion method. This method was applied to the
transfer function of fractional change in nuclear power for a change
in electrical system frequency. This transfer function was origiﬁally
a 23rd order model and it was found in Chapter III that it could
possibly be reduced to a 9th order representation.

The reduced model by the pole-zero deletion method was compared
to the original model in Chapter III by developing a three dimensional
surface from time and frequency response calculations. As more pole-
zero pairs were deleted, a point was attained where the reduced
response no lounger resembled the full order respcuse.

The physically reduced model has not been compared to the high
order model of Chapter II. The intent of this chapter 1is to compare
the 25th order PWR system model of Chapter III with the 57th order PWR
system model of Chapter II and make improvemeuts on the low order model
if possible. It is desired to have a low order model so that a simpler

representation of the PWR systam can be achieved.

IV.2 The Basis For Comparison

In order to compare the high order wmodel with the physically

179
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reduced low order model, a choice must be made of the state variables

and algebraic variables which are common to both models. In this

study, the following variables were chosen as a basis for comparison

l.

100

ll.

12.

13.

l4.

15.

16'

St
S Qevt

7o Pu
7> Ps

ST
SPs
S2Wrw

SWs
3€/¢,

3Tew

S$Tew
STa
sk

SF
$The

eTp

The change in turbine mechanical shaft power in units
of megawatts

The reactivity change induced by the control rods in
units of cents

The percent of full nuclear power

The percent of full power delivered by the secondary
fluid

The change in fuel temperature in degrees Fahrenheit
The change in steam pressure in units of psi

The change in feedwater flow rate in units of lbm/sec
The change in steam flow rate in units of ltwm/sec

The fractional change in steam valve coefficient

THe change in UTSG inlet feedwater temperature in
degrees Fahrenheit

The change in cold leg temperature in degrees Fahrenheit
The change in hot leg temperacure in degrees Fahrsnheit
The change in the integral of the ACE signal in units
of puMw=~sec

The change in electrical system frequency in Hz

The change in the high pressure turbine torgue in
units of ft-1bf

The change in low pressure turbine torque in units ot

ft-1bf
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In all the figures of this chapter, the high crder model response
is represented by a solid line. The low order model response is

represented by + characters.

IV.3 Discussion of Figure 4.1 and Figure 4.2

The first case presented will be for a -0.05 puMw (-50 Mw) step
in the power demand signal. Figure 4.1 shows the response of the 16
basis variables of both the high order and low order models for a
-0.05 puMw step in power demand. The solid line in Figure 4.1 1is
identical with the results shown in on page 120 and the line
designated by crosses is identical with the results shown in Figure
3.2.

The turbine shaft power appears to attain the desired power
change of 50 Mw almost immediately. A more detailed look at the first
20 seconds of the turbine power is shown in Figure 4.2. 1t appears
that both the high order and low order model give the same result for
the turbine power. This is plausible since both models contain the
same turbine representation. However, the effect of steam pressure
upon the turbine model will be differznt for the two models.

The control rod reactivity is very different in the two models.
This is primarily due to the nonlinear reactor control system repre-
sentation in the high order model. The high order reactor controller
stops moving the rods after the reactivity is reduced by 7.560 cents.
This 1s because the temperature error signal has fallen within the
deadband. The low order reactor controller, on the other hand, will

remove reactivity until the temperature error signal is zero.
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The percent of full nuclear power response of the low order model
is much "smoother" than that of the high order model. This is pri-
marily due to the nonlinear reactor controller of the high order
model.

The percent of full power delivered to the secondary fluid
response for the low order model is almost identical to the high order
model response. The main difference is during the first 100 seconds
of the response. The '"dip" in the high order response is due to the
feedwater flow. This dip arises due to the downcomer level error
signal (see Figure 2.10 page 30). Thus the assumption of perfect
feedwater flow control for the low order model will not account for
changes in controlled feedwater flow due to changes in downcomer
level. This will ultimately affect the reactor control system since
the percent of full power delivered to the secondary fluid is an input
to the reactor control system.

The fuel temperature response for the low order model is very
similar to the high order model response. Any inconsistency 1is again
primarily due to the nonlinear reactor control system of the high
order model.

The steam pressure response for the low order model is different
from the high order model response. This can be attributed to the
nonlinear control system of the high order reactor controller, and the
Pf controller. The low order model reactor controller is different
from the high order model reactor controller because it will drive the
average reactor coolant temperature morz toward the average tem—
perature set point. This means that if the average reactor coolant

temperature is more negative (which it is in this case), the steam
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pressure deviation will ultimately be less positive at steady state.
However, during the transient, the steam pressure inconsistency is
largely due to the different rates of reactivity change of the high
order model, ?hereas the low order model has a single rate of reac=-
tivity change. The Pf controller will also affect the steam pressure.
The output of the Pf controller is the fractional change in the steam
valve coefficient. In this case, the fractional change in valve coef-
ficient is larger for the low order model than the high order model
during the first 100 seconds of the response. The high order mcdel
response of fractional change in valve coefficient becomes greater
than the low order model response after approximately 100 seconds.
This will cause the response of steam pressure to be greater for the
low order model during the first 100 seconds than the high order model
response. After approximately 100 seconds, the high order response of
steam pressure then becomes greater than the low order model response.
Further discussion of the effect of the valve coefficient will follow.

The feedwater flow difference during the first 100 seconds has
already been attributed to the assumption of perfect feedwater flow,
which does not consider downcomer level deviation as part of the feed-
water flow control.

The steam flox rate response for the low order model is very
similar to the high order model response. This can be attributed to
the Pf controller. The Pf controller will force the steam flow to
achieve the desired power level out of the turbine. Because the tur+
bine representation is the same for both models, the steam flow

change must be the same to achieve the same turbine power change.
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The change in steam valve coefficient is very close for both
models. The difference arises from the fact that the steam flow is
the same for both cases. The steam flow is proportional to steam
pressure and steam valve coefficient (equation II.24). Because the
low order model steam pressure deviation is smaller at steady state,
the low order model steam valve coefficient deviation must be greater
at steady state in order to obtain the same steady state steam flow

r
rate. Notice that the steam pressure deviation for both high and low
order models intersect at approximately 100 seconds. Because the
steady state steam flow has already been cbtained by this time for
both models, the steam valve ccefficient deviation for both high aﬁd
low order models should also intersect at approximately 100 seconds.

The inlet UTSG feedwater temperature response for the low order
model is similar to the high order model except during the first 100
seconds. This can be attributed to the perfect feedwater flow control
assumption of the low order model.

The average temperature deviation of the hot and cold leg for the
low order model is approaching the average temperature set point.. The
average temperature deviation of the hot and cold leg for the high
order model %ill not reach the average temperature set point because
of the deadband of the high order model reactor control system.

The integral of the ACE signal response and the electrical system
frequency response is almost identical for both the high order and low
order models. This is plausible since the representation for the
integral of the ACE signal and electrical system frequency is almost
identical for both high and low order models. The only difference

between the two being the representation of the turbine mechanical
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shaft power which may be different due to the fact that steam pressure
is an input to the turbine model.

The high pressure and low pressure turbine shaft torque response
is very close for the high and low order models. Any differences can
be attributed to the differences in steam pressure for both models.
This is the reason for the intersection of the curves again at
approximately 100 seconds. One interesting note is that the turbine
shaft torques take almost the full 400 seconds to reach steady state,
while the total turbine shaft power (which is the sum of the torques
multiplied by a constant) is at steady state after only a few seconds.

Figure 4.2 also shows the response of both the high order and low
order models for a ~0.05 puMw step in power demand. However, only the
first 20 seconds are shown for the turbine shaft power, the electrical
system frequency, and the high and low pressure turbine torques. From
Figure 4.2, the early part of the transient experiences an oscillatory
motion that was not apparent from Figure 4.1. However, the responses
of both the high and low order models is almost identical. A small
difference between the responses exist for the high and low pressure
turbine torques. This again can be attributed to the differences bet=
ween the steam pressure and steam valve coefficient respcnses as shown
in Figure 4.l. However, the first 5 seconds of the respconse of the
torques is almost identical since the effect of steam pressure has not

been felt.

IV.4 Discussion of Figure 4.3
Figure 4.3 shows the response of the 16 tasis of comparison

variables for both the high order and low order model for a -0.1 step
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in fractional steam valve coefficient. 1In order to obtain Figure 4.3

the following steps were taken

l.

Decouple the Pf controller of the high order model by setting
the matrix coefficients (55,55) (55,56), and (55,57) equal

to zero.

Decouple the Pf controller of the low order model by setting
the matrix coefficients (23,23), (23,24), and (23,25) equal
to zero.

Form the forcing vector of the high order model for a unit
change in steam valve coefficient. This vector will be
identical to matrix coefficients (i,55) for i=1 through 57.
Multiply this vector by -0.l1 to obtain the forcing vector for
a -0.1 step in steam valve coefficient.

Form the forcing vector of the low order model for a unit
change in steam valve coefficient. This vector will be
identical to matrix coefficients (i,2j) for i=1 through 25.
Multiply this vector by -0.l1 to obtain the forcing vectocr for

a =0.1 step in steam valve coefficient.

Referring to Figure 4.3, one sees that the turbine shaft power is

not controlled by the Pf controller. Therefore, the turbine power

results are slightly different ian the high and low order models. Tha

valve coefficient change is the same for both the high order and

low order models because it is the forcing function. Since the steam

flow to the turbine is proporticnal to both steam valve coefficient

and steam pressure, any differences in turbine shaft power can be

attributad to steam pressare.
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The response of the reactivity change due to the control rods for
the low order model is different from the high order model. This can
be attributed, as in Figure 4.1, to the nonlinear reactor control
system of the high order model.

The percent of full nuclear power responses from the high and low
order models agree well. Only slight differences in the shape of the
curves arise because of the different reactor control system represen—-
tations.

The percent of full power delivered by the secondary fluid
response 1s slightly different between high and low order models
during the first 100 seconds of the response. This can be attributed,
as in Figure 4.1, to the perfect feedwater flow assumption of the low
order model.

The fuel temperature response from the high and low order models
also agree well. Again only slight differences in the shape of the
curves are present which is primarily due to the nonlinear reactor
control system of the high order model.

The steam pressure response is a closer match in this case than
in Figure 4.1. Therefore the Pf controller is responsible for a
larger portion of the differences of the steam pressure response of
Figure 4.1. However, there is still a slight difference between the
high and low order model responses. This again can be attributed to
the reactor control system since the low order model reactor control
system will cause a larger change in the average reactor coolant tem-
perature.

The feedwater flow, as in Figure 4.1, has some slight differences

during the first part of the transient. However, in this case the



steady state response will also be different. Because the Pf
controller has been decoupled, the steam flow will not be controlled.
Therefore, it is possible for the steam flow to obtain different
values at steady state. This would depend on the steady state value
of the steam pressure. Since the feedwater flow rate must be equal to
the steam flow rate at steady state, this explains the difference of
the high and low order model response of feedwater flow rate at steady
state.

The steam flow rate is different in the high and low order models
at steady state. This can be attributed to the fact that steam pres-
sure is also different in the high and low order models, and tha
steam valve coefficient is the same for both models.

The steam valve coefficient response is equal to zero since the
Pf controller has been decoupled from the system. The forcing func-
tion in this case is a -0.l1 step in steam valve coefficient.

The feedwater inlet temperature to the UTSG has a very close
match between the high and low order response in this case. The dif-
ference in the early part of the transient is due to the perfect flow
assumption of the feedwater control system in the low order model.

The average temperature of the hot and cold leg temperatures, as
in Figure 4.1, will be closer to the temperature set point in the low
order model case. Notice also that the transient peaks of the hot and
cold leg temperatures are smalletr in the high order model response.
This means that the nonlinear reactor control system will cause a
reduction in the transient pezks.

The integral of the ACF signal and the electrical system fre-

quency responses will be zerc since the Pf controller has been decouwmled.
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The high pressure and low pressure turbine torques are very close
to one another for this case. Any differences in this case can be

attributed solely to the steam pressure differences.

IV.5 Discussion of Figure 4.4

I Figure 4.1 through 4.3, the differences between the high and
low order model responses have been attributed to the reactor control
and Pf controller systems. In Figure 4.3, the Pf controller was
decoupled and resulted in a closer response betweeﬁ the high order and
low order model. Now it is desired to examine the effect of de-
coupling the reactor control system {or in the nonlinear case "turning
off the reactor control system™). This can be accomplished very
easily. For the high order model the reactor control system can be
"turned off” by using the value of 4 for the input parameter NTYPE in
the SYSTEM-MATEXP program (see Appendix A). For the low order model,
the reactor control system is decoupled by setting matrix coefficient
(1,11) equal to zero.

Figure 4.4 shows the response of the high and low order models
for a ~0.1 step in the steam valve coefficient. This is identical to
Figure 4.3 except the reactor control system has been decoupled
("turned off") for both the high and low order models. Therefore the
Pf controller and reactor control system are both not used in this
case. The only remaining control systems are three element control of
feedwater flow on the high order model, perfect control of the feed-
water flow on the low order model, and pressurizer pressure control on

the high order model.
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Referring to Figure 4.4, one sees that all the responses of the

16 basis variables from the high and low order models at steady state
are in good agreement. Some differences still exist during the early
part Qf the responses due to the perfect feedwater flow control
assumption of the low order model. In addition, because the equations
of the low order reactor core and UTSG model are "more lumped," the
detailed dynamic effects of the early part of the transient are not as
good for the low order model. This is consistent with work done pre-

viously (see AliZ2).

IV.6 Discussion of Figure 4.5

At this point the following question must be asked, "Is there
anything that can be done to make the overall low order PWR system
model response agree more with the overall high order PWR system model
response?" The Pf controller model used in the low order model is
exactly the same as the high order model. The only difference between
the two Pf controller models is the value of the turbine gain constant
Kr. This constant was determined from the steady state response of
the turbine mechanical shaft power for a change in valve coefficient
forcing function (see Section II.7 and Section III.2).

Let it be assumed that the turbine gain constant is not the main
cause of the differences in the high and low order models. Let it
also be assumed that the differences of the high and low order models
is largely due to the reacter contrel system. This is plausible since
there is a large difference in the rapresentation of the reactor
control system of the high and low order models (ronlinear vs.

linear).
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Therefore, the low order reactor control system model will be
changed to attempt to improve the agreement. Recall that the gain of
the low order reactor control system model was described by the

following equation
(Iv.1) K =K' x K"

The value of K" was set equal to 0.1 (steps/sec-F) while the value of
K' was defined to be identically equal to the high order model value
of ROWSTP. 1In this thesis, the value of ROWSTP used is 0.00225
(dollars/°F-sec). For this case, K! will be multiplied by 4.0. The
criterion for choosing this number is to increase the rate at which
the control rod reactivity will come to steady state.

Figure 4.5 is identical to Figure 4.1 on page 173 except the gain
on the low order reactor control system model has been changed. The
result of this change was to multiply row 1l of the low order system
matrix by 4.0

Referring to Figure 4.5, one sees that the response of the low
order model 16 basis variables of comparison have about the same
steady state values as those shown in Figure &4.1. Therefore, it must
be concluded that no matter what gain is used in the low order reactor
controller, the steady state value of control rod reactivity, and thus
steam pressure, will be the same. The only effect that a change in
the value of K" will have is the rate at which the new steady state
value is reached. This is why the response is oscillatory in Figure
4.5. This is plausible since the low order model reactor control
system will always bring the average temperature to the average tem—

perature set point. The average temperature set point for a given
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power level change will always be the same, therefore the average tem-
perature change will always be the same for a given power level change
due to the reactor control action.

Therefore, it is concluded that no improvement can be made on the
steady state value of the control rod reactivity for the low order
model. However, a change in the gain of the low order model reactor
control system could improve on the shape of the response and more

closely match the high order model response.



CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS

Assuming that the Pf control system is coupled, the 25th order
overall PWR system model will predict the turbine mechanical shaft
power equally as well as the 57th high order overall PWR system model.
If other output variables of the system are of interest, such as steanm
pressure, or steam valve coefficient, some small differences exist
between the two models. This is primarily due to the nonlinear reac-
tor control system of the high order model.

The pole-zero deletion method can be used for the reduction of
the order of the system model. There are some disadvantages to using
this method. The system matrix must be in a form such that the fipal
values of the desired state variables can be calculated. The REDUCE
program as written produces and reduces only one transfer function at
a time. It may be desired to reduce the order of an output variable
which is a functioa of more than one state variable. For example, the
mechanical turbine shaft power is a function of five state variables
(see Appendix D).

As a possible continuation of this research, the REDUCE program
could be modified to handle this multi=state variable problem. Let j
be the number of state variables needed to determine some desired out-

put variable y(s) Then the following equation can be written

Ym-;'/) [K Tr(s zxﬂ ] 3 2. 153
i=t [T”(g FJJ]: Y

_Q:!

(v.l)
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where

A: = constant coefficient

K; = gain for the X; transfer function defined by Equation
(I11.23)

Zki = zeroes for the X; transfer function defined by
Equation (III.20)

= poles for the X; transfer function defined by Equation

(II1.20)

mj; = the total number of zeroes for the X; response

n; = the total number of poles for the Xj response

The poles of each state variable X will be the same. Thus equation

(V.l) can be written as

_,,K Jé_gl;ﬁCS*%Q:

s)= -1
V.2 YC ‘ﬁ'cs— 72) D= K

where

The product term in the numerator of equation (V.2) can be combined so

that equation (V.2) can be written as

J
—K- m m~)
(V.3)\((S): A E ApS +0m S+ 40,5+ Qo-

g(s -72)

0
=

Then the constant coefficients, ap, of equation (V.3) having the

same order as s can be combined to obtain
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X (5+S++b -.54_‘!""““ E,S+b°>
(v.4) \{(S)= T (5-P2)

-
>

where
t = maximum value of my for i =1, 2, . . ., j.

The solution to the polynomial

+ +-1 _
(V.5) \:4‘5 +b, S e bs+b. O

will be defined tc be the zeroes of the output variable y(s). This

will allow equation (V.4) to be written as

y
T (s-2,)

(v.e) YU(SY= X Pl —

17 (s - Po)
2=

The pole-zero deletion method could now be applied to equation (V.6).
The 25th order overall PWR system model presented ian Chapter III
has an llth order representation of a turbine-feedwater heater system.
This model is identical to the turbine-feedwater heater system used in
the high order overall PWR system model of Chapter II. In this study,
no investigation was made into reducing the order of this model.
Elgerd9 (shown in equaticn 9-13, page 326) presents an empirical 2nd

order transfer function model for a reheat turbine system. The input
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to this model is a change in steam valve position. The output of this
model is the change in turbine shaft power. This model would have no
feedback on the other components of the PWR system through changes in
feedwater temperature to the UTSG. An investigation should be made
into the validity of this model. In addition, it should be possible
to determine the parameters of this model from the physical input
parameters of the turbine-feedwater heater used in this study. These
parameters are listed in Table XI.

The input parameters of the turbine-feedwater heater were
obtained from IBM and the SEQUOYAH-FSAR for a typical 1200 MWe nuclear

plant. However the values of the nozzle chest volume, V and the

co
reheater shell side volume, VR, could not be determined exactly in
this study. Therefore, the values of Vg and V. should bé determined
for a typical 1200 MWe nuclear plant.

The SYSTEM computer code calculates the system matrix coeffici=
ents for the reactor core, UTSG, three element controller, and reactor
controller models. Subroutine PRESS calculates the pressurizer pres-
sure matrix coefficients after the system coefficients other than the
pressurizer pressure model have been read in by MATEXP. The SYSTEZM
program should be improved to calculate the system coefficients for
the turbine-feedwater heater model and the P{f controller model.

As a further improvement, the SYSTEM program should have the
option to specify either the high order model or the low order model
coefficients to be calculated. The SYSTEM program should also have
the capability to develop a more detailed high ordar model. For

example, it may be desirable for scme particular applicarions to have

a multi-node representation for the reactor fuel rather than a single
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lump representation. Ideally, the user of the SYSTEM-MATEXP code
would be able to sit at the computer terminal and type in only a few
input parameters. Then the computer will calculate the desired svstem
coefficients, in as much detail as desired. The resulting calcula-
tions could then be used to simulate the system response for the

desired forcing function.
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APPENDIX A

DESCRIPTION AND INSTRUCTIONS ON THE

USE OF THE SYSTEM-MATEXP

PROGRAMMING PACKAGE



A.l DESCRIPTION OF THE SYSTEM-MATEXP PROGRAMMING PACKAGE

The SYSTEM-MATEXP programming package was developed with the
intent of reducing the effort involved in dynamic modeling of PWR
systems. Previously, the system matrix coefficients had to be calcu-
lated by hand and calculated again for new initial conditions or if a
mistake had been made. Then the resulting coefficients were used in
the MATEXP code.

Ali? developed a code to calculate the matrix coefficients and
forcing vector coefficients for a 15th order UTSG model. This program
has been modified and is called the SYSTEM program. The SYSTEM
program will calculate the matrix coefficients and forcing vector
coefficients for the UTSG, reactor core, three-element feedwater
controller, and reactor controller of the high order PWR model pre-
sented in this thesis.

The output of the SYSTEM program, along with other data, is
used as input to the MATEXP program. A vaersion of subroutine DISTR3
of the MATEXP program has been written to simulate the nonlinear reac-
tor controller presented in this thesis. DISTRB will also allow the
calculation of algebraic variables to be made at each tiuwe step in the
solution. Subroutine PRES has also been added to MATEXP to calculate
the matrix coefficients of the pressurizer pressure model.

Subroutines ROD, STEAM, VALVE, FEED1l, and FEED2 have been added to
MATEXP to vary all the possible forcirg functioas on the PWR svstem.
These subroutines are called by DISTRB depending on the value of the

input parameter ITYPE.
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A flowchart of the SYSTEM-MATEXP programming package is given in
Figure A.1. A list of the input cards to the SYSTEM program is given
in Section A.2. A list of the input cards to the MATEXP prograé is
given in Section A.3. The instructions for the execution of the
SYSTEM-MATEXP programming package 1s given in Section A.4. Figure A.2
is an example of the input file for the SYSTEM program. Figure A.3 1is
an example of the input file for the MATEXP program. The reader
should refer to Figures A.l, A.2, and A.3 to help in understanding the

use of this program.
A.2 INPUT FORMAT FOR THE SYSTEM PROGRAM (FOR24.DAT)

Card No. 1 (geometrical parameters)

Column 1-5 6-15 16-25 26-35 36-45 46-55 56-65 66-75

Format I5 7D10.4

Input NT TOD TMT USHD USHT LSHD LSHT OVHT

NT - number of U-tubes

TOD - tube outside diameter (inches)

TMT - tube metal thickness (inches)
USHD - steam generator upper shell diameter (inches)
USHT - steam generator upper shell thickness (inches)
LSHD - steam generator lower shell diameter (inches)
LSHT - steam generator lower shell thickness {inches)

OVHT - steam generator overall height (ft)
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Read input data from
a file called
'FOR24.DAT' by

LUN24

// Execute Z(
SYSTEM.FOR

!

/

Output to
'FOROL.DAT'
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Figure A.1

nd of execution.
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Output to
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Output to
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Flowchart of the SYSTEM-MATEXP comnuter prograin.
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Execute
MATEXP.FOR
Output to ; Output to
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.Make a single file of MATPLO.TOR,

PLOT1.DAT, PLOT2.DAT and submit to
IBM 360/65 for plotting

g

Figure A.1 (continued)
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Card No.
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2 (geometrical parameters)

Column 1-10 11-20 21-30 31-40
Format 4D10.4
Input AFS AD LD RL
AFS - secondary flow area in the tube region (££2)
AD - downcomer level (ft2)
LD - downcomer level (ft)
RL - riser level (ft)
Card No. 3 (primary side parameters)
Column 1-10| 11-20| 21-30| 31-40| 41-50] 51-60 61-70 71-80
Format 8D10.4
!
Input WP VP CP1 TPID TPOT PP ROP PHC
WP - primary water (reactor coolant) mass flow rate into the steam
generator (lbm/hr)
VP - total steam generator primary water volume (ft3)
CPl - specific heat at constant pressure of the primary water
(B/1bm=-°F)
TPI - primary water inlet temperature (°F)
TPO - primary water outlet temperature (°F)
P? - primary loop average pressure (psia)
ROP - average density of primary water (1bm/ft3)
PHC - primary side heat content (3B)



Card No. 4.(secondary side parameters)

(B/hr-f£

t2-°F)

Column 1-10! 11-20 21-30 31-40 41-50 51-60 61-70 71-80
Format 8D10.4
Input WSO PSTG TSAT TFWI XE VSS ROS1 Cp2
WSO - steam flow rate (lbm/hr)
PSTG - steam generator pressure (psig)
TSAT - saturation temperature at PSTG (°F)
TFWI - feedwater inlet temperature (°F)
XE - quality of steam at riser exit
VSS - volume of secondary steam in the drum steam volume (ft~”)
ROS1 - subcooled secondary water average density (1bm/£t3)
CP2 - specific heat of secondary side subcooled water (B/lbm=°F)
Card No. 5 (heat transfer coefficients)
Column 1-10 11-20 21-30 31-40 41-50 51-60
Format 6D10.4
Input HTA HP ™ HS1 HS2 KM
HTA - overall heat transfer area of the steam generator U-tubes (£t2)
HP - primary side film heat transfer coefficient (B/hr-ft2-°F)
M - tube metal conductance (B/hr—ft2—°F)
HS1 - subcooled secondary film heat transfer coefficiant




boiling secondary film heat transfer coefficient

(B/hr-ft2-°F)

conductivity of the tube metal (B/hr-ft=-°F)

Card No. 6 (tube metal properties)

Column 1-10 11-20
Format 2D10.4
Input ROM CM

ROM - density of tube metal (1lbm/ft3)

CM - tube metal heat capacity (B/1bm-°F)

Card No. 7 (steady state thermodynamic properties)

225

Column 1-10 11-20 21-30 31-40 41-50 51-60
Format 6D10.4
Input HF HFG HG VF VFG VG
HF - enthalpy of saturated water (B/lbm)
HFG - latent heat of vaporization (B/1bm)
HG - enthalpy of saturated steam (B/lbm)
VF - specific volume of saturated water (ft3/1lbm)
VFG - difference between specific volumes of saturated steam and
water (ft3/1bm)
VG - specific volume of saturated stean (ft3/lbm)



_Cai‘d No. 8 (thermodynamic property gradients)

o
[N
(o))

Column 1-10 | 11-20 21=30 31-40 41-50 51-60 61-70 71-80
Format 8D10.4
Input DTSAT DHF DHFG DHG DVF DVFG DVG DROG
élsa‘\‘
M
DTSAT - %5 (°F/psi)
Dhs
DHF - 3VPs (B/lbm-psi)
DHFG - ‘S%} (B/1bm=psi)
hy
DHG - > (B/1bm=psi)
BV;
DVF -~ 3§, (££3/1bm-psi)
BV,;5
DVFG - 3, (ft3/1bm-psi)
DV.
VG - ¥ (ft3/lbm-psi)
30
DROG - (1bm/ft3-psi)
Qs
Card No. 9 (SYSTEM control card)
Column 1-5 6=10 11-15 16-20
Format 415
Input ITYPE NC NUTSC NCNTRL
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ITYPE - specification of forcing vector

1

2

10

11

12

13

1°F primary inlet temperature - no feedwater flow control
Unit change in fractional steam flcw - no feedwater flow
control

Unit change in steam valve coefficient - no feedwater flow
control

1°F feedwater inlet temperature - no feedwater flow control
Unit change in fractional feedwater flow - no feedwater flow
control

1°F primary inlet temperature - perfect feedwater flow
control

Unit change in fractional steam flow - perfect feedwater flow
control

Unit change in steam valve coefficient = perfect feedwater
flow control

1°F feedwater inlet temperature - perfect feedwater flow
control

1°F primary inlet temperature - three element feedwater flow
control

Unit change in fractional steam flow - three element
feedwater flow control

Unit change in steam valve ccefficient - three element
feedwater flow control

1°F inlet feedwater temperature - three element feedwater

flow control
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NC - The number of state variable equations which will be used to

NUTSG

NCNTRL

_Card No

describe the resactor core. If NC=0, the UTSG will be treated

as an isolated model.

The number of UTSG's per reactor unit

A non-zero entry will cause the reactor control system matrix

to be calculated. A zero entry will not calculate the reactor
control systém matrix. NCNTRL should be set equal to zero for

NC equal to zero.

lOk(include only for NC 2 0)

neutronics data for the reactor core model

Column 1-10| 11-<20| 21-30| 31-40| 41=-50| 51-60| 61=70 71-80
Format 8F10.0
Input BETAT | BETAl | BETA2 | BETA3 | BETA4 | BETAS | BETA6 | ALPHAF

BETAT

BETAL

BETA2

BETA3

BETA4

BETAS

BETA6

ALPHAF

total delayed neutron fraction

lst delayed neutron group fraction
2nd delayed neutron gruop fraction
3rd delayed neutron group fraction
4th delayed neutron group fraction
5th delayed neutron group fraction
6th delayed neutron group fraction

fuel coefficient of reactivity (1/°F)



Card No. 1l (include only for NC > 0)

neutronics data for the reactor core model

Column 1-10 | 11~20 21-30 31-40 41-50 51-60 61-70 71-80
Format 8F10.0
Input GEN LAMDA | LAMDA2 | LAMDA3 | LAMDA4 | LAMDAS | LAMDA6 | ALPHAC
GEN - neutron generation time (seconds)

LAMDALl - lst group decay constant (l/sec)

LAMDA2 - 2nd group decay constant (1l/sec)

LAMDA3 - 3rd group decay constant (1l/sec)

LAMDA4 - 4th group decay constant (1/sec)

LAMDAS - 5th group decay constant (1/sec)

LAMDA6 - 6th group decay constant (1l/sec)

ALPHAC - coolant coefficient of reactivity (1/°F)

Card No. 12 (include only for NC > 0)

heat transfer data for the reactor core model
Column 1-10 11-20 21=-30 31-40 41-50 51-60
Format 6F10.0
Input POWER FUELM CPF AREA FRACF H

POWER =- initial reactor power level (M)

FUELM - mass of fuel (1lbm)

CPF - specific heat of the fuel (B/lbm-°F)




AREA - total heat transfer area from fuel to coolant (ftz)

FRACF - fraction of the total power produced in the fuel

H - overall heat transfer coeifficient from fuel to coolant

(B/hr-£ft2-°F)

Card No. 13 (include only for NC S 0)

reactor coolant volumes

Column 1-10 11-20 21-30 31-40 41-50

Format 5F10.0

Input UPPERV LOWERV HOTV COLDV COOLV
UPPERV = volume of coolant in upper plenum (ft3)
LOWERV + volume of coolant in lower plenum (ft3)

HOTV - volume of coolant in hot let piping (££3)

COLDV = volume of coolant in cold leg piping (ft3)

COOLV = volume of coolant surrounding the reactor core (ft3)

Card No. 14 (include only for NCNTRL> 0)

reactor control system data
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Column 1-10 | 11=-20 21-30 31-40 41+50 51-60 61-70 71-80
Format 8F10.0
Input WMAX | HGMAX SET1 RK1 LEAD LAGI LAG?2 TAU

WMAY, - maximum flow rate of steam leaving the UTSG (lbm/hr)




231

HGMAX - the enthalpy of the steam leaving the UTSG at maximum flow
conditions (B/1lbm)

SET]1 - time constant of average temperature set point transfer
function (sec)

RKl - gain of average temperature set point transfer function

(°F/%Power)

LEAD - lead time constant of lead~lag compensated average tem=
perature transfer function (sec)

LAGl - first lag time constant of lead-lag compensated average
temperature transfer function (sec)

LAG2 - second lag time constant of lead-lag compensated average
temperature transfer function (sec)

TAU - time constant of RTD transfer function (sec)

Card No. 15 (include only for NCNTRL 2 0)

reactor control system data

Column 1-10 11-20 21-30
Format 3F10.0
Input SET3 RK2 RK3

SET3 - time constant of power mismatch transfer function (sec)
RK2 - nonlinear gain of power mismatch transfer function (°F/%Power)

RK3 - variable gain of power mismatch transfer function (unitless)



A.3 MATEXP INPUT INSTRUCTIONS

Card No. 1 (title card)

Column 1-80
Format 20A4
Input TITLEL

TITLEl - 80 alphanumeric characters on one card may be used for a

title. A blank is considered to be an alphanumeric character.

Card No. 2_(tit1e card)

Column 1-80
Format 20A4
Input TITLE?2

TITLE2 - 80 alphanumeric characters on one card may be used for a

title. A blank is considered to be an alphanumeric character.

Card No. 3_(title card)

Column 1-16

Format 4LA4L

Input TITLE3
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TITLE3 - 16 alphanumeric characters on one card may be used for a

title. A blank is considered to be an alphanumeric character.

Card No. 4 (plotting information)

Column 1-5
Format I5
Input NPLOT

NPLOT - The total number of plots to be made. Include a blank if no

plots are desired. NPLOT must be _ 24.

Card No. 5 (plotting information)

Column 1-80

Format 8 (5%,15)

Input NSPTV(I)

NSPTV(I) - A vector of the state variable numbers to be plotted. If
necessary, repeat card No. 5 until NPLOT entries for NSPTV(I)

have been made.



Card No. 6 (plotting information)

Column 1-80
Format 8(2X%,A8)
Input DY(I)
DY(I) -

A vector of the names of the state variables, corresponding

with NSPTV(I), to be plotted.
numeric characters in length.

No. 6 until NPLOT entries for DY(I) have been made.

Each name can be up to 8 alpha-

If necessary, repeat card

Card No. 7 (Reactor control system input data not previously input

to the SYSTEM program)

Column 1+5 6-15 16=-25 26-35 36-45
Format I5 E10.3 E10.3 E10.3 El10.3
Input NTYPE ROWST? | TRIP DBOUT DBIN
NTYPE = The type of temperature error signal which will be used bw
the reactor control system.
1= 8Tsy- 8752 + Sls3
3 = STTg‘ -%ls2

_‘_\
1]



ROWSTP

TRIP

DBOUT

DBIN

Card No.

o
(O8]
wn

The amount of reactivity induced by the control rcds per step
change. Note that control rods move in discrete steps rather
than continuously.

The temperature error signal that will trip the plant. When
this temperature error signal is reached, the execution of
the MATEXP program will cease.

The absolute value of the temperature error signal deadband
upon leaving (going out of) steady state conditions.

38 recommends 1.5°F.

Westinghouse
The absolute value of the temperature error signal deadband
upon entering (going in to) steady state conditions.

38

Westinghouse recommends 1.0°F.

8 (Locations in the solution vector for algebraic and state
variables needed by the reactor control system and for

plotting capabilities)

Column | 1-5 6-10 11-15| 16-20 | 21-25]| 26-30 31-351] 36-40
Format | I5 I5 I5 I5 I5 I5 15 I5
Input ‘ NREAC | NTBAR | NDQ NSTM NK3 NK2 NPT NPN
Column 41-45 46-50

Format I5 I5

Input NPRES NFLOW




NREAC

NTBAR

NDQ

NST™M

NR2

NPT

NPN

NPRES

NFLOW
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Solution vector location for the reactivity induced by the
control rods. Must be greater than the number of state
variable equations and £ 70.

Solution vector location for the temperature error signal.
Must be greater than the number of state variable equations
and &€ 70.

Solution vector location for the difference in percent of
full power delivered to the secondary fluid and the percent
of full nuclear power ( ZPg = 7ZPy). Must be greater

than the nimber of state variable equations and <« 70.
Solution vector location for the steam flow out of the UTSG.
Must be greater than the number of state variable equations
and £70.

Solution vector location for the variable gain of the power
mismatch transfer function. Must be greater than the number
of state variable equations and £ 70.

Solution vector location for the nonlinear gain of the power
mismatch transfer function. Must be greater than the number

of state variable equations and £ 70.

- Solution vector location for the percent of full power

delivered to the secondary fluid. Must be greater than the
number of state variable equations and &£ 70.

Solution vector location for the percent of full nuclear
power. Must be greater than the number of state variable
equations and 4 70.

Solution vector location of the UTSG steam pressure.

Solution vector location of the UTSG feedwater flow rate.



Card No. 9 (MATEXP control card)
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Column | 1=2 3«5 6=7 8-10 11-20 21-30 31-40 41-50
Format | I2 3X I2 3X F10.0 F10.0 F10.0 F10.0
Input | NE 1L P TZERO T TMAX
Column | 51-60 61-62 | 63-64 65-56 67-69 70 71-72 73-74
Format | F10.0 | I2 I2 I2 13 Il I2 I2
Input | PLINTC | MATYES | ICSS JFLAG | ITMAX | LASTCC| I1z ICONTR
Column 75-80
Format F6.0
Input VAR
NE -+ number of equations, must be <€ 70
LL - matrix tag number
P -~ precision, recommend 1076 or less
TZERO - zero time
T - computational time interval
TMAX =~ maximum time
PLTINC - printing time increment




MATYES - matrix control flag
1l = use previous A and T
2 = read new coefficient to alter A
3 = read entire new A (nonzero values)
4 = CALL DISTRB to calculate entire new A
5 = read some, DISTRB to calculate others
6 = DISTRB to alter some A elements
ICSS = initial condition vector (XIC) flag
1 = read in all new nonzero values
2 = read new values to alter previous vector
3 = use previous vector
4 = vector = 0
5 = use last value of solution vector (X) from previous run
JFLAG - forcing function (Z) flag
1 through 4 = same as ICSS for constant Z
5 = Call DISTRB at each time step for variable Z. (Use this for the
reactor control system.)
ITMAX - maximum number of terms in series approximation of exp (AT)

LASTCC nonzero for last case

¢

I1Z = row of Z is only one nonzero, otherwise = 0

ICONTR for internal control options

]

0 = read new control card for next case

1l = go to 212, call DISTRB for new A or T

+]1 = go to 215, call DISTRB for new initial conditions

VAR =~ maximum allowable value of largest coefficient matrix element

*T (recommend VAR = 1.0)
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Note:

Card No. 10 (nonzero elements of system matrix)
Column 1-3 4-6 7-20
Repeat, 4 per card
Format I3 I3 El4.5
Input Il J1 D1 12, J2, D2, 13, J3, D4, 14, J4, D&
Il - row number, zero for last entry
J1l - column number
D1 - A matrix coefficient
Note: A value of zero for Il must be included to stop the reading of

the matrix coefficients. This is equivalent to including a

blank card for the last entry of Card No. 10. Repeat Card No.

10 until all matrix coefficients have been read in.
The SYSTEM program can be used to calculate the matrix coeffici-

ents. One output from SYSTEM is FOROl.DAT and will contain

these coefficients. However, matrix coefficients not calcu-

lated by SYSTEM must be included here.

4

Option A for JFLAG ! through

(as per the original MATEXP program)

Card No. ll_(initial condition vector) Include if ICSS =1 or 2
Column 1-2 3-5 6=-17
Format 12 I3 El2.3
Repeat columns 3+17 5 per card
Row I.C.
Input MM No. Value
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Note: Insert blank card to stop reading in the initial condition

vector.

Card No. lZ»(disturbance vector) Include if JFLAG =1 or 2

Column 1-2 3=5 6=17

Format 12 13 E12.3
Repeat columns 3~7 5 per card
Row
Input KK No. Z Value

Note: Insert blank card to stop reading in the disturbance vector.

Option B for JFLAG = 5 (reactor control

system or non-constant disturbance vector)

Card No. ll_(number of forcing vector elements calculated by the SYSTEM

program)

Column 1=5

Format IS5

Input NCOFX

NCOFX - The number of forcing vector elements calculated by SYSTEM. If
more than NCOFX forcing vector elements are needed, thevy must

be input in DISTRB. NCOFX must be > 1.



Card No. 12 (forcing vector coefficients calculated by SYSTEM)
Column 170
Format SEl4.5
Input COFX(I)

COFX(I) - The forcing vector elements calculated by SYSTEM. Card

No. 12 is repeated until NCOFX elements have been input. If
more than NCOFX elements are needed, include their input in

DISTRB.

Card No

. l3_(data used by the reactor control system which has

already been input into the SYSTEM program)

Column 1-14 15+28
Format El4.5 El4.5
Input BETAT GEN
BETAT

GEN

Note:

- total delayed neutron fraction

- neutron generatioa time (sec)

If subroutine DISTRB is being used, but the reactor model is
not, SYSTEM will not automatically calculate this card, there-

fore, include a blank card for this case.



Card No. 14 (data used by the reactor control system which has already

been input into the SYSTEM program)

Cclumn 1-5 6-10 11-15 16-20 21-25
Format 515
Input ITYPE NSET3 NSET2 NSETI1 NROW1

ITYPE

NSET3

NSET2

NSET1

The type of forcing function.

See Card No.

of the SYSTEM program instructions.

9 of Section A.2

The state variable number of the power mismatch temperature

signal.

The state variable number of the lead-lag compensated

temperature signal.

The state variable number of the temperature set point sigrnal.

NROW1l - The row number in which the reactivity induced by the control

rods 1is

Card No. lS_(data used by the reactor control system which has already

been input into the SYSTEM program)

Column 1-14 15-28 29-42 43-56 51-70
Format 5E14.5
Input RK1 RK2 RK3 WMAX Wed

See Card No.

14 and 15 of Section A.Z of the SYSTEM progranm in

3

c

r
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Card No. 16 (data used by the reactor control system which has already

been input into the SYSTEM program)

- Column 1-14 15-28 29=-42 43-56 57-70
Format 5El4.5
Input HG HAMAX DHG HFW CP2

See Card Nos. 4, 7, 8, and 14 of Section A.2 of the SYSTEM program

instructions.

Card No. l7_(data used by the reactor control system which has already

been input into the SYSTEM program)

Column 1=-14
Format El4.5
Input VCOF

See Card No. 4 of Section A.2 of the SYSTEM program instructions.
Note: Card Nos. 10 through 17 can be calculated and placed ia the data
files FORO1.DAT and FOR23.DAT by the SYSTEM program. See Section A.4

on how to execute the SYSTEM-MATEXP prograuming package.

A.4 EXECUTION OF THE SYSTEM-MATEXP PROGRAMMING PACKAGE

The SYSTEM-MATEXP programming package was executed on the Dec-
System 10 at the University of Tennessee for this thesis. Houever,

this program could be executed en other cocmputer systems depending on
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the input-output devices available. Referring ts Figure A.l, the
abbreviatioa LUN stands for "logical unit number". Each LUN
corresponds to an input-output device. The Fortran statement WRITE
(1, 100} will cause the contents of the format statement iabeled by
100 to be written into device l. For this program, the following
LUN's were used
1 - DSKC of the user's disk space
3 - line printer
5 - teletype
20 - DSKC of the user's disk space
21 - DSKC of the user's disk space
23 - DSKC of ther user's disk space
24 - DSKC of the user's disk space
25 - DSKC of the user's disk space
In order to execute the SYSTEM-MATEXP program, the following
steps must be taken,
1. Assemble the data file FOR24.DAT by creating card numbers 1
through 14 as per the instructions of Section A.2.

2. Execute the SYSTEM program by typing the following command.

.EX SYSTEM.FOR,FOR:IMSLIB/LIB
In order to execute the SYSTEM program for the input para-
meter ITYPE=10 through 13, the user must first specify
ITYPE=5 and perform steps 1 and 2 beforehand.

3. Assemble the data file MATEXP.DAT by creating card numbers
1l through 9 as per the instructions of Section A.3.

4L, Add to the end of the MATEXP.DAT file the matrix coefficients
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not calculated by the SYSTEM program (if any) as per card
No. 10 of the instructions of Section A.3.
If subroutine DISTRB is called in MATEXP, but the reactor

core (and thus the reactor controller) is not being con-

sidered, add a blank card to the front of the data file

FOR23.DAT which has already been formed from step 2 (see card

No. 13 of Section A.3).

Combine data files by typing the following command

.COPY MATEXP.DAT=MATEXP.DAT,FORO!.DAT,FOR23.DAT

Program the forcing vector. This is doae by modifying
subroutine ROD for ITYPE = 1, 6, 10, subroutine STEAM for
ITYPE = 2, 7, 11, subroutine VALUE for ITYPE = 3, 8, 12,
subroutine FEEDl for ITYPE = 4, 9, 13, and subroutine FEED2
for ITYPE = 5.

Execute the MATEXP program by typing the following ccmmand.
.EX MATEXP.FOR

If printed output is desired, two options can be made. The
first option would be to type the following conrnand.

.PRINT OUTPUT.DAT

The second option would be to change all the fortran state-
ments WRITE (20, to WRITE (3, throughout the MATEXP
program before performing step number 8 then skip step
number 9 after performing step number 8.

If plotted output is desired, type the following commands.
.COPY SEND.FOR=MATPLO.FOR,PLOT!.DAT,PLOTZ2.,DAT

.HSUBMIT SEND.FOR



APPENDIX B

CALCULATION OF THE THREE ELEMENT CONTROLLER

MODEL WITH WESTINGHOUSE PARAMETERS



The following block diagram was given by Westinghouse39 for the

three element controller transfer function model:

Feedwater
Valve
steam Positioner
generator +
fns ' Koo (1 +5 g, (1]
signal ———m -+ - ( —\ Bkt

feedwater flow ———— l

steam flow

The values of the time constants and gains were also given to be

??30 = 5 seconds

?731
Qf33

K39 = 3% Full Flow/% Level Span

1800 seconds

200 seconds

K31 12 Valve Lift/% Full Flow
It is desivred to calculate the eguivalent parametars for the three
element controller block diagram of Figure 2.10 on page 30. The
parameters will be calculated for the 3equoyah 100 percent power model
ased throughout this thesis. The following daca are needed to eva-
luate the parameters
1. Nominal steam flow rate = maximum steam flow rate
= 3.731 x 10% 1bm/hr = 1036.389 lbm/sec
2. Assume that at 100 percent flocw, the feedwater valves are 100
percent open
3. Westinghouse39 has indicated that 1 percaat span is equiva-

lent te 0.12 £t of the downcomer level.



o = 3% FullFlor 10,3639 iboisec | 1% Lece| Span
Do Level Soan 9. Full Flous .12 §t

= 254.047 b sec -S4

Kypz [ ZeValoebitn  j00%e Rtldonr o

7o Full Elow 160 1> Vale Lidy -

It is easily seen that the equivalent three element controller parame-

ters of Figure 2.10 on page 30 are

T +.- 5.0 sec

Toe Gy, 13200 L oGag oo,
3y 259097

,2;':2’3'3: 2020 _ goo.0 sec
<3 /.0
: 2

L/‘ = K3, 7 254,097 e



APPENDIX C

DERIVATION OF THE HIGH ORDER PWR

REACTOR CONTROL SYSTEM MODEL



From Westinghouse documentation on PWR control systems38,
equation (II.32) can te written for the average temperature set point

for a change in power transfer function. Equation (II.32) is

rearranged to obtain

(Cel) (1 +2%ee18) 8 Tg1(s) = R §%Pg(s).
An energy balance can be done on the secondary fluid in the steam

generator to ootain

(C.2) P= .i_;: Ws}"‘s "WFWAFW.

Equation (C.2) is linearized to obtain
(c.3) $P= Wy Shg +hy SWe - Way, Shey, - b SWey, -

The percent power delivered by the secondary fluid is defined to be

(c.s) PoPs = E 160 < Ws C%B-%m\ 100
‘PNY WM% ( ha-kgw)w{

At steady state, the feedwater flow will equal the steam flow. Let it
be assumed that saturation conditions exist, which allowxs the

following equation to be written

(c.5) §%Fs = 100 Ws ohe ¢p
s
Winax (»L‘%"!‘\’—'Ub . P

4'\W€55;VU5>"VV5<:;gL5;T;Wu - }?puJ §;VV;Lk;
Substituting equation (C.5) into equation (C.1) will yield
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(C.6) ("" 2 5) $To sy = 16 Lo0 X
set |
WNy <)73“ J’Fw)m-r

[Ws%l\é— SPa +\heasws =Wslop $Trw - hao Swﬂ:l (=3 .
Vs

The inverse Laplace transform of equation (C.6) is

en 45T - STy, K loo W‘s§-\b—§ P
d"’ ?;C"“ l W)\Mg (lﬁé- L\;w\ m:‘:sg.¥ \ é?s

+\r\?’SWS- WsCor STew - hew & Wi .

Also from reference 38, equation (II.33) defines the lead-lag compen-
sated average temperature transfer function. Equation {II.33) can
be rearranged to obtain

S-TA’ -}STQ;
. Y Y=1{] f;> —_ ().
(C.8) ( \ _,*}-L $>() +?'L46?_s) S ’szCS ( +}.u=’40 { > (

AL

Equation (C.8) can again be rearranged, and an inverse Laplace trans-

form will yield

Z
d 5ha -*C?Mm“'?'mz 45T

44 d+
45T, dsm’z

+2 | STy 3T, '14» ?Ze“qb[_____ + 7
2[ RSl T d

A 2. ey =
(c.9)21m CLace 1+ Sss
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Equations (II.35) and (II.36) define the transfer functions of the hot
and cold leg temperatures as measured by the resistance temperature
detectors. Equations (II.35) and (II.36) can be rearranged and an
inverse Laplace transform performed to obtain

STy' /
(C.10) Ad: = = [g‘;‘m__gm;‘l

A dummy temperature variable will now be defined by the following

equation

e $STs2 g-;g“ )
d+ mmy

Thus, equations (C.12), (C.1ll), and (C.l0) can be substituted into

-
-

(C.12)

equation (C.9) to obtain

(C.13) d ST‘L“__.”“‘“) = (%, *?‘“’“‘73 $Td - 2he
d+ Tiacy Siac T iad) CLad2

+ 1) - e ST+ 8Ty +?—a£m ¥ST4L‘ST“L .
VA 2. %m -

A
4 RTD

Again from reference 38, equation (II.34) defines the temperature
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equivalent of a power mismatch transfer function. Equation (II.34)

is rearranged to obtain

v 7
(C.14) (/1"?'5“(3 $> 57;3(5)= 1<z Ky, LCSWD?S - S%R,,J(s) R

sP

——-

%Pg has been defined previously by equation (C.5). is the frac-

(-]

tional change in nuclear power and is state variable number 1 in both
the high order and low order PWR models (see Table II on page 19 and
Table XVI on page 137).

The percent change in nuclear power is defined by the following

equation

(C.15) SZ?N:- 1CO Vs CSP\>" IOOWS(\« -—M:ub
w—— - — bt ?Q 6

w%,ax e Wvux CJqé"“PU;>ﬂﬂ£y

The gains Ky and K3 of the power mismatch transfer function are
not constant (see Figures 2.16 on page 47 and 2.17 on page 48). The

following equation will then be used to express Ky and Kj

(c.16) Yoz Wi5¥e

(C.17) \;{3 = Kso + 5\‘{3

Substituting equations (C.17), (C.16), (C.15) and (C.5) into equatiom

(C.14) and performing an inverse Laplace transform wiil yield

d8Tss_ — 2Ts3 Ao
(C.18) — . -+ ! Ch L 3
d-‘{' CSCE“}Z ng—l? WW‘GY P ey
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equation (C.18) continued

[ oy, +Yacsta + K S K+ S¥eS M;Lx
[WSD—)\-E SPs +\"\ SW, ~CopWs STrw = hpy SWeny

#WSC”\%_&FWB%E .

Equations (C.18), (C.13), (C.12), (C.11), (C.10) and (C.7) are the
final form of the state variable equations for the reactor control
system of the high order PWR model. Subroutine DISTRB is used to
simulate the nonlinear gain of equation (C.18). The values of the
parameters used to calculate the coefficients were obtained from

reference 38 and are given in Table VIII on page 45.



APPENDIX D

DERIVATION OF THE TURBINE-FEEDWATER HEATER SYSTEM MODEL



D.l Introduction

This appendix 1s written with the intent of deriviag a turbine
and feedwater heater model as presented in reference ll. The deriva-
tion of the model is not shown in reference 11, therafore the
equations are derived in this appendix. The models represanted here
for the turbine and feedwater heaters attempt to follow the develop-
ments that led to the documented IBM model. This model proved very
useful and convenient in giving a balance-of-plant model within the
time schedule available for this study. However, some of the
approaches differ from the author's preferred choices. Nevertheless,
the model was used to expedite the present work. The equations as
they appear in reference 1l consist of a set of nonlinear algebraic
and differential equations. The computer code, MATEXP, solves a set
of first order linear differential equations. In order to use MATEXP
with this model, it is necessary to linearize the nonlinear
equations. However, these equations can also be solved in their non-
linear form if desired (see Shankhar32, 1Bll),

Table XI on page 85 gives a listing and description of all the
parameters used in this model, Table XI on page 85 also gives a value
of these parameters at steady state initial conditions. These values
were obtained for a typical 1200 MWe plant at 100 percent power from
references 11 and 29. Figure 2.28 on page 84 shows a block diagram of
the turbine-feedwater heater model. This figura shows all the dif-
ferential and algebraic variables presented in this appendix. The
reader should refer to page 85 and page 84 while reading this appendix,

Section D.2 of this appendix presents the derivation of the dif-

ferential equations. Section D.3 preseunts the derivation of the tur-
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bine shaft power. Section D.4 presents all the algebrzic equations
needed to describe the system in a state variable form. Section D.5
presents the final form of both the linear and non-linear form of the
equations. Section D.5 also gives the final calculated linear
equations used in this study.

The isolated turbine—-feedwater heater model can be perturbed by
four forcing functions as presented in Chapter II. The results of

these four cases are shown on pages 95, 287, 290 and 293.

D.2 Differential Equations
i) Nozzle chest

‘f\s)w' e , We

WVC_>QL o

A mass balance over the constant nozzle chest volume V. will

result in the following equation

(D.1) d/m: W‘—\/\/z_ .
A+

. ]
Because the volume 1s constant the mass, M, can be expressed as gc\a.
After rearranging equation (D.l) and performing a linearization, the

following equation will result
(D.2)

dep L [gw\- SW, |
d+ Ve

An energy balance on the nozzle chest will result in the

following aquation



o
(W]
(we)

(D.3) fLE_;
4+

The energy stored in the volume V. can be expressed as E=Mu.. The

W, he - W, e

mass, as before, can be expressed as M=F%Vc. Thus eguation (D.3)

can be written as

(D.4) \/ Q C[u‘- +VC_U(_C_»[‘(;{. = W, hs—Wl)"lc_.
¥

Callender's empirical state equationllalas&o, which relates
enthalpy, specific volume, and pressure can be used to eliminate ug
from equation (D.4). This expression is reasonably valid for

superheated steam. The complete Callender's relation is given by

(0.5) PN = —%—; L\a,‘\n(— kz__ \Ag,?c]

where ki, kg, and k3 are constants given on page 85 for h.

units of B/lbm, v. units of ft3/lbm, and p. units of 1bf/ft2,

c
The product k3p.J is much smaller than the other products of

equation (D.5), therefore this product will be assumed equal to zero.

Then, after differentiaticn, equation (D.5) can be expressed as

(D.6) ?r_ch.-ch d“\?c = :E%_(_! C_,\\/\

By definition, the enthalpy h. can be expressed as

(D 7) »\L“" t’(_ ‘1"' Ei—v—c_ a
T

C «
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Upon differentiation and rearranging, equation (D.7) can be written as

(D.8) Au": d}qc. - _?_",é.‘{f- — Vchc
I T

Substituting equation (D.6) into equation (D.8) will result in

.9y duc= dh, - k dh,
3e

After rearranging and division by dt, equation (D.9) can be written as

Ji”g _ .——-—-,-’-- duc
(0.10) 41 = /- & =F

[

Then equations (D.10), (D.7) and (D.2) can be substituted into equation

(D.4), resulting in

(D.11) é_é’: -—-—{"" W'Af-—wzh" -+ ?‘ - hc. Wn‘wl‘

Tk e e e M)

6(.

Then after linearization and division by hco’ equation (D.11) will

become
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ii) High Pressure Turbine

W,

Waup

A mass balance on this system %ill result in

M "
(D.13) %‘I = Wz - We'- Wepp

It will be assumed that the regenerative bleed flow, Wgyp, is
equal to Kgyp Wo. “Let Tyj be the time constant associated with
voleme of the bleed lines".l! This will allow the approximate dif-
ferential equation for the exiting flow to the reheater to be obtained
from equation (D.13). In addition, equation (D.13) will be linearized

and divided by Wzo" to obtain

We's

SWs' - ¥
d ) gV

— " w," | .
,sz. l \A/z o 2e

(D.14) =

d+



iii) Reheater and Moisture Separator

Woerg
[ \\ W,
Wz“, hs Wz',hz Ts nTR Tz, R;Q’t 3
D —— - | e - 3 '
R VR, fr

washih O L

If one performs a mass balance on the reheater shell side, the

following equation will result

Because the reheater volume remains constant, the mass can be written
as M=VR€R. Thus, after linearization, equation (D.1l5) can be

written as

)
(D. 16) %;—?: —é; SWp - SWs

An energy balance can be made on the shell side of the reheater,

which will result in the following equation

(D.17) Z—%E: Qg -+Wz""z"W3hR

The internal energy of this control volume can be written as E=Mup.
This can also be written as E=VpPpug. Substituting this

\
expression for energy into equation (D.17) will result in the

following ecuation
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o) VP 942 Vedrdos - Gx s’ hy - Wi b
a+ d+

Because the steam leaving the reheater of the shell side is

. due
superheated, a substitution can be made for the‘?I;term of equation
(D.18) similar to that of equation (D.l0) except the subscript c is

replaced with subscript R. This expression, along with equation

(D.16) can be substituted into equation (D.18) and rearranged to

obtain
e 1 [Bee bbb\t
0.19) FF 1= Vg P= T Re{ Vo /|-

A linearization of the above equation and division by hg, will

yield
she 1 [Ih Pe ) \ .
ATQ R ____.z b = —:_V SWe

.
(D.20) d+ ‘gb



If a mass balance is now performed on the tube side of the
reheater, the following equation can be written

(D.21) %ﬂz Wm"'WPZ‘

Let it be assumed that the control volume for the reheater tube side
is a "well mixed tank." Thus, the mass M can be written as

M=Wpp'TR] where Tg] is a constant. After linearization and
division by wPRO', the following equation is obtained

| SWae
Wezo | SWer SWer

- em——

d+ i A WP‘Q‘D W?;ZO

(D.22)

In equation (D.20), the heat transfer across the reheater tubes,
sQR, is giveﬁ as a state variable. IBMIl uses an approximation to
obtain the reheater heat transfer. Basically, two assumptions are
made: (1) the dynamic heat transfer is assumed to be equal to the
steady state heat transfer modified by a time constant, (2) the heat
transfer coefficient for heat transfer across the reheater tubes is
assumed to vary as the tube side flow rate to the first power. These
assumptions are not correct. A proper dynamic heat balance will avoid
assumption (lJ). Assumption (2) is incorrect because the overall heat
transfer coefficient depends on surface effects on both sides of the

tubes and on tube conduction effects. The IBMII equation 1is

(0.23) sy _9_?—+ Q= H-\\J,?f_f%i’:’m}('r‘s-m
4+ |
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Tg = main steam temperature

TR = reheat steam temperature

Hg = overall heat transfer coefficient/flow

If the flow does not change much, then equation (D.23) should

still give good results. However, it is just as easy to model it
correctly, and future modifications should incorporate a change in
equation (D.23). However, due to the time schedule of this research,
and the necessity to obtain a usable model, the IBM!L model was not
changed for this thesis. Upon linearization, equaticn (D.23) will

become

C!SHQT?__ A i‘:‘i’- CTs-Te ) (S Wpg + SW?TE‘-B
(D.24) _ZXT T T2 =

+ B;} (Wor < Wer ) ($Te-5T2) — gcs»;l.

iv) Low Pressure Turbine

W3

W,

Warp

A mass balance of the control volume for the LP turbine will
result in the following equation

! ) I
C.,lj}-\ = VV3 - WgLp - Wa
(D.25) At



~
@)
Ui

It will be assumed that the regenerative bleed flow, Wgrp, is equal
to Rgrp W3+ If Ty3 is defined to be the time constant asso-=

ciated with the volume of the bleed lines, the approximate differen-
tial equation for the flow to the condenser can be obtained from

equation (D.25). 1In addition, equation (D.25) will be linearized and

divided by w30' to obtain

\ \-KBLP S ;

Wi L | — W - N5

(D.26) 4+ - Twa Wi, i
v) Feedwater Heater #l

Wiypz

—_—L W o

»“éﬂv;‘7r;: C;HI »MGﬂﬁG‘h

Wout

The following equation can be obtained by performing an energy

balance on the tube side of feedwater heater #1

!: i
(D.27) j’; = Gw + /’a W;-'w - /7m Wew
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The energy in this control volume can be expressed as E=Mupy'. If

v

it is assumed that the control volume is a "well mixed tank"” then the
mass can be expressed as M=Typ)Wry where Ty; is a constant. This

%ill result in

>.28) Vet Wrw d%“::‘-) Tt Uews dr,/ﬂ”_-_ Ky + Wm(b.'i’m'o)
+ +

The internmal energy term can be expressed as ugy'= hgy'-(pv)wy'.
Because this fluid is in a liquid state, it will be essentially incom-
pressible. Therefore, the change in the (pv)py' term %ill be small
compared to the change in the enthalpy term. This will allow the
internal energy to be expressed as upy' = hpy'. Then equation
(D.28) can be uwritten as

(0.29) C_I;I’ﬁ‘:’: Bui (Chu-hei) - hsw oW

-+ cnrerr———

df Tt Wew Tri Wew 4

The heat transfer from the shell side to the tube side will be
expressed as an effective flowx on the shell side multiplied by a
constant. If it is assumed that the effective flow rate is equal to
Wgpa * Wppp = Wgpp + KpppW3, the heat transfer from the

shell side to the tube side can be written as

(5.30) Qur= Hew (KBLP Wy <+ sz)

The constant Heg could be called the latent heat removed from the

steam entering the shell side of feedwater heater #1 as it condenses
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11
across the feedwater heater tubes. The only comment that the I3M
report has made is '"the proportionality constant Hey is calculated

. e e 4 . w1l
during the initialization phase. Therefore one must assume that
given the steam flows w3 and WHPZ’ and the initial heat transfer

QHl’ the constant HFw is determined. However, the numerical value
of H_, used by IBM and for this thesis (given on page 85) is the
W 24 pag

same for feedwater heater #l and feedwater heater #2. Equation

(D.29) will now be written as

ébi;l” = _H_FV{ LKBLPWS*W”";I+
(D.31) d‘t ":;\WFW
(ho-hew) _ hrw o Wew
‘T-L;\ V\)FVU <ii¥

Assuming that the inlet enthalpv change is zero ({ho=0), lineari-

zation of the above equation will result in

(D. 32)

\
d gk;w: H’:_w LKBLPQWS + SWHP;-&
d+ .r‘,“ Wﬁw

~ Shew _ Aew dSWey
—_— —
T Wew 1

- ,/‘/FW (K pWs + Wm»z.\) SWew
Tar Wew
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The high order PWR model presented in Chapter II has a represen-
tation for the feedwater flow rate entering the UTSG. It will be
assumed that the feedwater flow rate and its derivative are the same
through the complete feedwater heater system. Thus the feedwater flow
rate, Wry, will become a coupling term if the turbine-feedwater
heater model is coupled to the UTSG model. The feedwater flow deriva-
tive term in equation (D.32) can be expressed by equation (II.30).
This equation resulted from the three~element feedwater flow

controller model. Equation (II.30) is repeated here for clarity

dSWFW: Sr‘

(D.33)

If the turbine-feedwater heater odel is coupled to the physical low
order PWR model of Chapter III, then the feedwater flow will be
controlled perfectly. If the steam flow out of the UTSG is expressed

as in equation (II.24), then the following equation will result

pans —r T $ —
‘ d+ 4+

éé; and \ééz;

where ——— are expressed In state variable equations 10 and

e

23 respectively.



269

vi) Feedwater Heater # .
| Waur | Wes | Wee
g L

-rm CPZ. })N', WFW

hew, Wew Quz

Wyr2

An energy balance similar to the energy balance done on feedwater

heater #1 is done for feedwater heater #2 which will result in

JE | Guz + Wew 17,&%: - WFW)’fW

— -

(D.35) df’

By analogy with the derivation of the feedwater heater #l equations,

the following equations can be written

(D.36) E = —T.HZ y’/fw %FW

]
(D.37) @Hz = H FwW ( KQHP Wz + Wms - \/VPE)

Substitution of equations (D.36) and (D.37) ianto equation (D.35),
linearization of the resulting equation, and letting §hgy be set
equal to CPZS]%W (incompressible fluid), will obtain the

following equation



/

T H
mc — —-—FZ CKsnp SWz+ SWms +S'W,o:z')
P T dy CorTha | Wew

- A/__—-—FZ (KE}’?WZ_* Wms+Wpé,) SWFW -+ S)‘!F;\)

Wew

- STew _ _%_’__Ep_l el S Wew
Taz Wew ot

»

A mass balance on feedwater heater #2 will give

= Wgyp + Wms + Wor = Whapz

(D.39) %% -

If the control volume is assumed to be a "well mixed tank,'" then the
mass can be expressed as M=Typy Wypo, where Typjy is a constant.
Again Wpgp = Kgygp W9 as before. Upon linearization and divison

by Wgp2os equation (D.39) will become

AL Kaue SWa + SWps
WP2o  e—

(D.40)

d+

1 ' S WHP?-
W - —— ®
+ SWer Toor Warzs

D.3 Derivation of the Turbine Shaft Power
The mechanical shaft power is given in Chapter II bv equation

(II.51) to be P=FT where £ equals the rctational frequency (50 Hz) and
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T is the torque applied to the generzator shaft. This can also be writ~

ten as
%% Toe + 1.
(0.61) Vg ® St E Vhe Lpl

where L is the nominal frequency, usualiy equal to 60 Hz, and Tgp
and Ty p are the high pressure turbine torque and the low pressure
turbine torque respectively.

The flow entering the HP turbine, Wj, "is assumed totally
available to produce torque since the regeneration bleed flow from the
HP turbine is typically tapped right after the HP turbine."ll This

will allow the following equation to be written
, = ‘l' de. ( t‘ ';)
D.42 p = ¢ :

where h. is the nozzle chest enthalpy of the steam entering the HP
turbine and hy is the enthalpy of the steam as it leaves the HP
turbine to the reheater.

Let it be assumed for the moment that the steam exhaust from the
HP turbine has been expanded isentropically. If we define the exhaust
enthalpy of the HP turbine for an isentropic process to be hy', then-

the following equation can be writtenl?




N
~
N

The following empirical relationship has been developedll for
the isentropic endpoint enthalpy of the HP turbine for nuclear power

plants

(D.44) kz‘z 10§0.3 + O.37 (?m"Z—O"}—o.oon <Pﬂ-\

_ ZDOBZ _ oo (—?‘_ - 1600.0)

where pgp; and p. are the reheater entrance pressure (psia) and the
nozzle chest pressure respectively (in psia). This empirical rela-
tionship given by equation (D.44) was applied to a 1000 Mwe BWR
nuclear plant. This expression could be different for a PWR nuclear
plant of a different power rating. However, for this thesis, no
changes were made on the IBMl1l model. The pressures pr] and p.

can be related by the following equation assuming an ideal gas rela-

tionship for saturated steam

Tr e

(D.45) Q‘:X Q‘

Let W3" be defined to be the effective flow through the turbine. 1In
equation form this will be W3" = 12 (W3 + Wy'). This definition
“arises from the assumption that one<half of the bleed flow (for
regeneration purposes) produces torque, or altermatively, that the
average bleed flow passes one half way through the LP turbine.”ll
This will allow the following equation to be written

N dzHP '
(D.46) ]sz MTSL Wa(&u-%z)



where h, and hy are the inlet and outlet enthalpies of the HP
pressure turbine respectively. An analagous relationship exists for
the LP turbine assuming isentropic expansion which allows the

following equation to be written
/lLP " :)
(D.47) ’Lp?— — W, (\"1“\"-‘*
T

Upon linearization, and assuming that Sh,'=0, equations (D.4l)

through (D.47) will become

g?m-_— SL (STHP + gTLP)

(D.48)

_’I__#_&f [w,_sk‘_ -W, Sh, + (he-he ) ng’l

1’ -
(D.49) o !np Yy

(D.50)

) hg -~ kg, 4 !
sTpe 22 ) o +(hegt) 5w, m)}

~-0.10§
(.51 Shi= 03678 5Pz - O10SPe

(5

0.5y S0 * ISQL IL $Px

SR

~~J



Equations (D.48) through (D.52) are combined to describe the
mechanical shaft power. In this study subroutine DISTRB was used to
calculate P at each time step in the solution. However, P
could be incorporated as part of a constant coefficient system
matrix by substituting equations (D.48) through (D.52) into the
expression of Pp of a Pf controller model (see equation (II.56)).
For this thesis the final calculated form of P, is given in

equation (D.88).

D.4 Algebraic Equations

The state variables of the turbine-feedwater heater model are
given by Table XII on page 90. There are many algebraic variables
in equations (D.1) through (D.52) which need to be described.

W), can be related to the steam flow leaving the UTSG, Wg by the

following equation

(0.53) W, = (NUTsG) Ws = (NOTSG)E TP,

where NUTSG is the number of UTSG's in the total plant, is the valve
coefficient, and Pg is the steam pressure leaving the UTSG. This

equation can be linearized to obtain

(D.54) SW\:: NUTEG Léug?s + W5°§él

-
€o :&
The steam flow entering the nozzle chest can be expressed by the

following empirical relationshipll

.5

(5.55) Wy = \)?a&_mz L?cga—ag;'&



where Ago is a constant given on page 85. Equation (D.55) is

linearized to obtain

(D.56) SWL = 1@' AKL = < ?(_ S@,-%«%S?c —-?zgez_
2[%%—?;?;1 -—%S?rz, .

The steam flow leaving the moisture separator and into the
reheater can be obtained by performing an energy balance at steady

state over the molsture separator as the control volume

(D.57) W “\f\ W; L\ WM )I\g O= j—f

It is assumed that Wpg = Wo''-Wp'. This will allow equation

(D.57) to be rearranged and linearized to obtain

(0.53)S Wy '= L\?"%g SWp' - %' She »
s ™S

The steam flow leaving the reheater and into the LP turbine can be

described by the following empirical relationship11

oS

(0.59) Wy = ’\%c, |5 E?“e\?’-l

where X3 is a constant. Equation (D.59) is linearized to obtain

s A% ij w50 + 2 S?“&
(D.60) * Z’Z;?W»Q
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The steam flow from the bypass line to the reheater shell side
%will follow the "critical flow"?2 assumption which will allow the

following equation to be written
(D.61) W?g" éz ?s

Where 62 is the valve coefficient and Py is the steam pressure of

the UTSG. Linearization of equation (D.61) will yield

st

(0.62) SWpp = éZDS?s + Wpee <,

Callender's empirical relationshipll for superheated steam can be

used on the nozzle chest and reheater outlet pressures to obtain

(0.63) Pe = ?_;éﬁi: [k‘\n(_— kzl

(D.64) ?R = _:‘:é-f- [k,}\g' ‘(;1

Equations (D.63) and (D.64) are linearized to obtain

T To biShe + Clehe-¥e) s Ql
(D.65) S?C’ %;I( ) ¢

J k, She + “A"“%*’?‘Q 50?.1
73:[%2 : NEE

[\

(D.65) g?’.z



It will be assumed that the quality of the steam entering the
nozzle chest and entering the reheater shell side is approximately

1.0. Therefore the following equations are obtained

h
(0.67) s;,s,-(%_s?; s

STa= (Llx=t)sh

D.68 S
( ) >Ps

It is assumed that the steam on the tube side of the reheater

behaves as an ideal gas (superheated).

obtained

(D.69) ?‘2 = 'R QTLTR

Differentiating equation (D.69) yields

(0.70) 4T = ")'-'(," [ ie% - -‘%é d@l
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Thus the following equation is

By definition, the enthalpy of the steam on the reheater tube side can

be written as hg = uR-+eé$ Differentiating this equation will

yield

dpz _ Pr d
(D.71) dhg= dug + :f(fz .TQ\W?'
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Substituting equation (D.71) into equation (D.70) will give
T
(D.72) 4’%3 -_I’Z‘- c“r\g_—- C\L&z v

Because the ideal gas law has been assumed, the internal energy can be

written as dug = C,dTR where C,is defined to be C, = OT | velume

Therefore, the temperature on the shell side of the reheater can be

expressed as
S hr
(D.73) gl_-]z: CB
X:f —(-6\/1

The steam leaving the moisture separator and entering the

reheater is saturated. Thus the following equations can be obtained

Ohy
Shas 35, >F=

{1

(D.74)

SREI Ega- $Pe X SP!
P

D.5 Final Form of the Non-linear and Linear Differential Equations
The final form of the model will have 1l state variables. These
state variables are described in Table XII on page 90. If it is
desired to analyze the model in its nonlinear form, the following
differential equations will be needed: (D.1), (D.11), (D.13), (D.15),

(p.19), (D.2!), (D.23), (D.25), (D.31), (D.35), (D.39).
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In addition, the following assumptions which have been previously
discussed are made

- mass of nozzle chest fluid = V..

- mass of HP turbine fluid = Wy'"Ty,

- mass of shell side reheater fluid = VRfR

- mass of tube side reheater fluid = Wpy'TR]

- mass of LP turbine fluid = W3'T,3

- mass of shell side feedwater heater fluid = WypoTypo

- mass flow = Wgygp = KpypWo

- mass flow = Wgpp = KgppW3

- energy storage in feedwater heater #2 = Ty Wpyhpy

- heat transfer from shell to tube side of feedwater heater #2

= Qu2 = Hpu(RgypWy + Wps + Wpr')

where Ve, Tyz, Ve, Tris> Ty3» Tup2s ¥pups> KpLps

Ty2, and Hpy are constants.
The following algebraic equations would also be needed: (D.53),
(pD.55), (D.57), (D.59), (D.61), (D.63), and (D.64).
The mechanical shaft power would also be described by equations
(D.41), (D.42), (D.43), (D.44), (D.45), (D.46), and (D.47). In addi-
tion, for a nonlinear solution, it will be assumed that a table of
steam properties are available to update the thermodynamic properties
at each step in the solution.

If it 1s desired to obtaln a linear solution to the model, the
following differential equations must be used: (D.2), (D.12), (D.14),
(p.20), (D.22), (D.24), (D.26), (D.32), (D.38), (D.40), and (D.16).

In addition, the following algebraic equations should be substi-

tuted into the differeuntial equations to obtain a state variable
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formulation: (D.54), (D.56), (D.58), (D.60), (D.62), (D.65), (D.66),
(D.67), (D.68), (D.73), (D.74), and (D.75).

In addition, the mechanical shaft turbine power can be found by
applying equations (D.48) through (D.52).

In this study, the linear solution to these equations was
obtained. The data from page 85 was substituted into the algebraic
equations. The resulting calculated algebraic equations were then
substituted into the differential equations plus any remaining data
from Table XI which has not been used in the algebraic equations, to
obtain the final calculated equations in a state variable form. The
final equations used in this study are

AS(, 4+ 0.025 SP, +26,73 é’{‘j - 16,29 S2.
(D.76) /Q = v Co \
4t She

L1483 Spe - 36,72 2he 45,89 SR
\ <o o

She
A% se S4
(D.77) mo_ +0.015 ST —+ 12,67 F . 31US —
A T Z he
14 2 .
~4,4¢ S( + 118 P +3.849 Sh=z

oS-

hzo



d Wy Sh
(D.78) (HZ" = +0.393 50, 40,836 kc,'o‘c”” Se=
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o o
[&]
" $he
(D.79) “se‘z +0.19¢ &‘ -0.271 S(:-z ~0.21 2% -
d-+ WL,; -4
Shz ,
— w
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{JSAF_W = +1.352 Seg 41.037%i -0,0! SJu.—;g

(D.84
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Whuee ,,
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The final form of the turbine torgque in ft+~1lbf is

She
(0.87) STap= +1184187.03 50 + \PTe34.7% T

Siz
-1l857726.72 ZZZ
- 140272.02502 =157 o

Shn

5
(D.88) gﬁp‘ +438955,00 S‘Qz +6456/%7.70 el

+38430563 WY,
) w’

3o

Thus the final form of the total turbine power in units of Mw is

~ .. Sh
(0.89) SPy= 605.2% 56:_-«’-543/:32 T::

- s4
- 29 SPr -2482.L5 3%
408.2 6?2 / hEo

4
4197, 95 EB

3o

From equation (D.86), the power produced by the HP turbine can be
found by determining the thermodyramic state of the fluid in the
nozzle chest and the reheater (input-output characteristics). Frecm
equation (D.87), the power produced by the LP turbine can be found by
deter mining the thermodynamic state of the fluid in the reheater and
the fluid flow entering the LP turbine. Therefore, this model assumes
that the power delivered by the LP turbine is a function of input
characteristics only. This is equivalent to saying that the thermo=-

dynamic state of the fluid in the condenser remains constant.
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Figure E.1 Response of high order coupled reactor, three element
controller, core, UTSG, and reactor controller models for
a +10 percent step in valve coefficient showing the effect
of making DBOUT and DBIN too small on the reactor control
system (0.50°F and 0.25°F respectively).
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Change in steam pressure (psi)
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Figure E.2 Response of overall high order PWR system model for
a -0.05 puMw (=50 Mw) step in tie line power flow
showing the effect of making ROWSTP tco large on
the reactor control system (ROWSTP = 0.0225
[dollars/step]).
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Figure E.3 Response of isolated turbine-feedwater heater

model for a +10 percent step in the bvpass steam
valve coefficient.
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23 Fractional change in steam flow entering condenser
o multiply Y axis by lO—l
5 ~= -0.000
T ; - ; 1
C.00 40.00 C.CC 120.00 16C.CO
TIME (SEC)
2; Change in heat transfer in the reheater from shell to
.| tube side (Mw-hr/sec)
o
~r= 0.010
@
)
i } !
g8C.acC 12C. 00 166.C0

' 6o 40. 00
TIME (SEC)
A= 0.100

® —
o
C;ﬂ
Fractional change in fluid flow from reheater tube
side to feedwater heater #2
o
o
’l i i i i
. 00 40. 00 8C. 00 12C.00 160.00
TIME (SEC)
Vel
< __ = 0.008
o
Fractional change in reheater shell side enthalpy
o
o
N T 7 T T =
9. co 4C. COo 8C.CC 12C.C0 160. 00
IMc (5eC)

Figure E.3 (continued)
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~ Fractional change in fluid flow from feedwater
O heater #2 to feedwater heater #1
o -
s= 0.015
o
=
R — T T T :
0. co 40. 00 80.C0 12C.CC 16C. 0D
TIME (SEC)
D
()
- A= 1.860
Change in feedwater temperature leaving
feedwater heater #2 (°F)
o
o
3 ] 7 T 7
“b.co 40. 00 50.00 120.CC 150.00
TIME (SEC)
D E
o A= 0.212
-
Change in enthalpy of fluid flowing from
feedwater heater #1 to feedwater heater #2
: (B/1bm)
o
-
Y i 7 T T
0. ce 40, 00 20. 00 120.C0 160.00
TIME (SEQ)

Figure E.3 (continued)
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Change in shell side reheater density (lbm/ft3)

0.04d

00 40. 00 80. 00 120.00  150.0C

TIME (SEC)

A= 0.0306

Fractional change in steam flow entering
moisture separator

_D.00

.00 40.00 80.00 120.00  160.G0
TIME (SEC)
2
o
o
! Fractional change in nozzle chest enthalpy
multiply Y axis by 10—2
" \
. A= -0.001
© 1 | \ i
'O.UO 40.00 80. 00 120.00 150.00
TIME (SEC)
o l— a= 0.051
=)
o 3
Change in nozzle chest density (1lbm/ft7)

o
O
. ] T 1 I t
0. co 40. 00 80. 00 120.00 160.00

TIME (SEC)

Figure E.4 Response of isolated turbine-feedwater heater
model for a +30 psi step in inlet steanm
pressure.
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A= 0.049

Fractional change
condenser

in steam flow entering

00

0.

A.00 120.C0

150.00
(SEC)

A= 0.011

Change in heat transfer in the reheater from
shell to tube side (Mw-hr/sec)

e
o
(|D f 5 T T
0.00 40,00 30. 00 120.C0 16C.00
TIME (SEC)
=
o
o A= 0.0306
Fractional change in fluid flow from reheater
tube side to feedwater heater #2
)
o
%' 0o 40. 00 80. 00 120.00  160.00
TIME (SEC)
-
)
ol Fractional change in reheater shell side enthalpy
. . -1
multiply Y axis by 10
Eg
. A= -0.003
O i H T i
'0. 00 40.00 _ 30.00 120.C0 160.00
I ITME (SEC)

Figure E.4 (continued)
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- A= 0.012
o
o Fractional change in fluid flow from
feedwater heater #2 to feedwater heater #1
o
o
N T 7 ]
<. co 40.00 80.C0 120.00  160.08
TIME (SEC)
o
o
o A= 1.792
Change in feedwater temperature
o leaving feedwater heater {#2 (°F)
o
N i [} i [
. co 40.00 80.00 120.00 160.00
TIME (SEC)
A= 0.524
o
C) Change in enthalpy of fluid flowing from
feedwater heater #1 to feedwater heater
#2 (B/1bm)
o
o
o T i 7 7 -
C.C0 d4C.Coe 30.0C0 120.C0 160.C0

“ME S (SEC)

Figure E.4 (continued)
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. 00

Change in shell side reheater density (lbm/ftB)

. 00

| A= 0o000
<. ©o 40.00 80.00 120.C0 160, €0
TIME (SE(C)

Fractional change in steam flow entering
moisture separator

o
2 Az 0,000
T ] T 1
0. co 40.00 80.00 12C.0C 160.00
TIME (SEC)
()
)
Fractional change in nozzle chest enthalpy
(w)
< A=__0.000

%' 0o 40.00 80. 00 120.00  160.00
TIME (SEC)

Q
(e
Change in nozzle chest density (1bm/ft3)
©
S | r= 0,000
1 )
0.0 40, 00 80.00 120,00 160. G0

TIME (SEC)

Figure E.5 Response of isolated turbine-feedwater heater
model for a +100 lbm/sec step in feedwater
flow rate.
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o
Fractional change in steam flow entering
condenser
o
> A= 0000
i
0. 0o 40. 00 .00 120.0C  160.CO
TiME (5EC)
o
o
Change in heat transfer in the reheater from
shell to tube side (fw-hr/sec)
o
- , a= 0 006
i
“b.co 40.Co 8C.C0 120.C0  160.0GC

o

o

- Fractional change in fluid flow from reheater

tube side to feedwater heater #2
o
< | A= 0.000
1
9. 00 40.00 80.C0 120.00 160. 00

.00

1

00

TIME (SEC)

Fractional change in reheatar shell side enthalpy

>
i
tﬁ
-
=

T 7 T 0t
ce 40.0C 20,00 12C.C0O 1650.C0
-~ r — —
i ME 15cC)

Figure E.5 <{continued)
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o
o
Fractional change in fluid flow from feedwater
heater #2 to feedwater heater #1
o
< A= 0,000
{ 1 { }
.00 4C.C0 8C.C3 120.CC  150.C0
TIME (SEC)
o
)
oL Change in feedwater temperature leaving
feedwater Beater #2 (°F)

(@»)]
w)
; Az —1.45U
T T 1 T
'0.00 40. 00 80.C0 120.00 160.00
TIME (SEC)
(@]
oJ
C;-—<
] Change in enthalpy of fluid flowing from feedwater
heater #1 to feedwater heater #2 (B/1bm)
2 A= -0.508
CD. T T [ T
'0. 00 40,00 80.70 120.00 160. G0
TiMe (5:0)

Figure E.5 (contiaued)
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Percent of full power delivered to the
secondary fluid

Percent of full nuclear power

Change in turbine power (Mw)

o
D. k Dye = ”Ll
=)
LD _takbot LAt ] SIS ST 2 T AU S NS LI LIS . S ] 14 12t ) : 1
T T i - T T
by -
g.ce 10. 00 .o diafl= -4

Figure E.6

Response of the low order and high order PWR
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Change in steam flow (lbm/sec)
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Change in feedwater flow (1lbm/sec)
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Figure E.6 (continued)

!
(@8]
o

GV

U]

~J

no
(@)

(@

~d

(el

297

-38.930

-39. 260

21.68C

N\
-

*,4.
(

CO

(@)

)



0.COo
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O
2’_ AHC" - 2 1 ?80 .
! e
s == e S e e et
o | Change in LP turbine torque (ft-1bf) Do~ -24320.
o ¢
cS\ multiply Y axis by lO3
o)
i T ¥ '
'0. 00 10.C0 2G. 00 30..00 4o, ea
TIME (SEC) * 107
!
-
2
o7 Change in HP turbine torque (ft-1bf)
3
multiply Y axis by 10
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Figure E.6 (continued)
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the 7 axis.

3.5 rotated -115% about

shown in Figure

Surface

E.9
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APPENDIX F

DERIVATION OF THE PF OR MEGAWATT

FREQUENCY CONTROLLER MODEL.Y,27



The real power in a power system 1is controlled by controlling the
driving torques of the individual turbines of the system. It is
important for the further discussions of Pf control to understand the
workings of the individual power regulators. Figure F.l shows a sche-
matic of the operating features of a speed-governing system.

The model developed here?’

applies to small deviations around a
nominal steady state. The following chain of events are assumed to
take place

l. The system is initially in a constant steady state, charac-
terized by a constant nominal speed or frequency f°, a
constant prime mover valve setting Xg°, and a constant
generator output power P;°.

2. By means of the speed changer, we command a power increase

Pce As a result of this command, the linkage point A
moves downward a small distance X proportional to Pg.

3. The movement of linkage point A causes small position changes

£; and Xp of the linkage points C and D. At this time
no speed changes have taken place, which means that point 3 1is
fixed. Points C and D therefore move upward. As oil flows
into the hydraulic motor, the steam valve will move a small
distance Xg, resulting in increased turbine torque and,
consequently, a power increase Pg.

4, The increased power output causes a momentary surplus, or
accelerating, power in the system. If the system 1s very
large ("infinite'"), the increased generator power will not
noticeably effect the speed or frequency. However, if the

system is of finite size, the speed and frequency will
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(speed-control
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Figure F.1 Typical real-power coatrol mechanism.
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experience a slight increase that will cause the linkage
point B to move downward a small distance.AXB proportional
to Af. The speed governcr being fast, we neglect any time
delay in it. Consequently, we setAXB proportional to Af.
All incremental movements AXA, . v e e, AXE are assumed posi-
tive in the directions indicated in Figure F.l. Since all linkage

movements are small, we have the following linear relationships

(F.1) An=baa%-kzaa

.+‘44 dDXe

The positive constants kj, and k; depend upon the lengths of the
linkage arms 1 and 2 and upon the proportional constants of the speed
changer and the speed governor. The positive constants kj and k;
depend upon the lengths of the linkage arms 3 and 4.

If we assume that the o0il flow into the hvdraulic motor is pro-
portional to position.AXD of the pilot valve, we obtain the

following relationship for the position of the main piston

(r.3) BXg = ks j (- x0) o¥

The positive constant kg depends upon orifice aand cylinder
geometrics and fluid pressure.

By taking the Laplace transform of equations (F.1), (F.2), and
(F.3), and eliminating the variables & X; and AXp, we obtain the

following equation

AP.(s) = K% BFS
AXg(s)= ke ks °

S
‘ kS'
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where

(F.5) DF(SW:i ):D'(’l
2 [ bxy |

Zav).

Equation (F.4) can be rewritten as follows

\Wi

(F.6) DXE (H

iy

(r.7)  DVYC®

Kq '
(F.8) b\(g (Hs — L br. e — I}_\;\'_;)
|+ S

where

“2: \(‘?— - speed ''regulation' due to governor action

<,

KG_-':—‘ \dz_kg, _ static gain of speed-governing mechanism
s
/

1&% = ~ time constant of speed-governing mechanism.

The value of these constants used in this study are given on page 105.
One additional assumption will be made. The incremental change in
steam valve position, BXgp, will be assumed to be directly propor-
tional to the fractional change in steam valve coefficient. In addi-
tion, a more generalized form cf equation (F.8) can be written by
adding a subscript i to each variable. The subscript i denoting the
ith control area as given on page 102. 1In equation form, this can

be written as

(F.9) AXQ‘; X =



Thus, the static gain K5 will now be change U>K7. In this study,
the power control error signal,AI%u %ill always be set equal to the

ACE signal. ACE or "area control error” is defined to be

(r.10) ACE;= OPng, o (D*E) R

where
A?T\e. = the tie line power flow a power flowing into the ith
control area from outside the ith control area (see
Figure 2.31) in puMx units
D = constant damping coefficient (puMw/Hz).
R and £; have been defined previously. In this study, only one
control area will be considered, that of a single 1200 Mwe PWR nuclear
pover plant. Therefore the i subscripts will be dropped. In addi=-
tion, in order to be consistent with thevsymbols used previously in
this thesis, the A.symbol used by Elgerd will be changed to . Thus
the following equation can be written for the fractional change in

valve coefficient

K
€ v = | _pcEtsy - 2EB |
(F.11) g, |+ S ~

Performing an inverse Laplace transform, equation (F.ll) becomes

Clsé%ééo _ 54%4é°

K2 ( ¥
(F.12) n S 'Z'rj ICE 4+ - 22 §F

RTr

Let $p~ = ACE(t) dt. This will allow equation (F.12) to be writ-
C

ten as two first order linear differential equations.



') o
(F.13) CJ.Z%L(‘ = ACE= SPnHg + Cb+%5 SF

N3k, R wa "'/Cé .

(F.14) =
<4 T ~ =le

cT Cr

From page 102, the following equation can be written

309

SF l

(F.15) —_—

i

P, Mseb

where

$ Psuy

M

$ Py =

SPp
S Prig, ¢F,

inverse Lap

<l

(F.16) —— =

d+

Equations (

for the Pf

= sum of all power signal into the ith control area

(puMw)

$Py = SP1g ~5 Pp

generator inertia constant (puMw-sec/Hz)

mechanical shaft power produced by the generator (puMw)
= the power demand signal for the ith control area (puMw)
and D have been previously defined. After perferming an

lace transform, equation (F.l5) becomes

SF _ D A > _CP _..SP]
- EISF—[—/\/I[S‘IM S TIE LR S

F.13), (F.14), and (F.16) make up the state variable model

controller, The values of the parameters used in this

study are given on page 105.



APPENDIX G

INSTRUCTIONS FOR THE USE OF THE

REDUCE COMPUTER PROGRAM



G.1 INTRODUCTION

The REDUCE computer code i3 a program which will reduce the order
of a state variable system model by the pole-zero deletion method.

The theory used to develop the pole-zero deletion method is given in
Section III.4 of this thesis. The time response and frequency
response of both the full and reduced representation are also eval-
uated by REDUCE. The printed output from REDUCE can be used to com-
pare the accuracy of the low order reprasentation. Additional output
can be used to develop plots if desired.

Figure G.l is a flow chart of the REDUCE program. From Figure
G.l, the input and output, as well as internal characteristics of
REDUCE, can be determined.

In Figure G.l, the abbreviations LUN stand for "logical unit
number." The fortran statement WRITE (20,100) will cause the contents
of the format statement labeled by 100 to be written into the LUN 20.
The various LUN's used by REDUCE are shown in Figure G.l.

The computer used to run this program for this thesis was the Dec
System 10 at the University of Tennessee. For this computer system,
the following devices were used with the corresponding LUN's

3 line printer

20  DSKC of the user's disk space

21  DSKC of the user's disk space

22  DSKS of the user's disk space

23 DSKC of the user's disk space

In Section G.2, the instructions for the input data file used to
run REDUCE is given. Then the data file called 'FILE.DAT' used in

this thesis is given in Figure G.2.
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Read input data from
a file called
"FILE.DAT'by LUN24

Call EIGS to evaluate
the poles

Read input data from
a file called
'"FILE.DAT' by LUN24

|
gy

Call EIGS to evaluate
the zeroes

%?

()

Figure G.1 Flow chart of the REDUCE computer program.
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Call GAINS to evaluate
the final values and
calculate the "gain"

Call RESPON to
calculate the
frequency resvonse

S Output to
'OMEGA.DAT'
% LUN20

Call TIME to calculate
the time response wﬂ’,,/’///*’~._

Output to
'TDME.DAT'
LUN22

AGAIN =@ 0

>0

Call ELIM to delete
pole-zero pairs

3

Call GAINS to
reevaluate the

A\t s M
gain

Figure G.1 (continued)
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Call RESPON to calculaté ‘
the frequency response
of reduced model

Output to
'OMEGA.DAT'
LUN20

i o

Call TIME to calculate
the time response of
reduced model

Output to

'TIME.DAT'
LUN22

/

"ICOUNT =
ICOUNT + 1

Figure G.1 (continuad)
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G.2 INSTRUCTIONS FOR THE INPUT DATA FOR REDUCE

Card No. 1_(title)

Column 1-80
Format 20A4
Input TITLE

TITLE = a title of 80 alphanumeric characters to be used to iden-

tify the case being run

Card No. 2 (REDUCE control parameters)

Column 1-5 6+10 11-15 16-20 21-30 31-40

Format I5 IS 15 15 D10.2 D10.2

Input N NO NPLOT NINT DT LCRIT
N <= Number of differential equations. Must be £ 50

NO

NPLOT ¢«

NINT -

DT

* Number of frequencies to be used in calculating the frequency

responses. Must be £ 100

Number of cases to be run. (Or the number of plots to be
made.) Must be & 16.

The number of time intervals to be evaluated in performing
the time response. Must be £ 1000.

The value of the individual time intervals. No restrictions.

DT x NINT + ! = the time at the end of observation of the

desired time response.
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LCRIT - The low critical wvalue for deleting poles and zeroes. If any
pole-zero pair is found which is less than this value, that

pair will be deleted. 1 x 10710 {s a recommended value.

Card No. 3_(state variables to be examined)

Column 1-80
Format 1615
Input ISTATE

ISTATE - The vector of state variables to be examined. The total
number of state variables to be evaluated must be equal to

NPLOT £ 16.

Card No. 4_(name of the state variables to be examined)

Column 1-80
Formt 16(1X,A4)
Input NAME (1)

NAME(I) - The vector of the names of the state variables to be examined.
Each name can be made of four alphanumeric characters. The

tctal number of names must be equal to NPLOT £ l6.
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Card No. 5 (frequencies to be evaluated)

Column 1-70
Format 7(D10.3)
Input Ww(I)

W(I) - Vector of frequencies to be used in evaluating the frequency
responses. The total number of frequency points must be
equal to NO ¢ 100. Repeat this card until all frequeancy

points have been read in (seven points per card).

Card No. 6 (non-zero system matrix coefficients

Column | 1-5| 6-10| 11-20 | 21-25| 26-30 | 31-40 41-45 | 46-50 | 51-60

Format | I5 15 D10.4 | IS5 I5 D10.4 15 IS5 D10.4

Input | Il | JI1 D1 Il J2 D2 I3 J3 D3

Il - row number £ 50 and » 0

J1 - column number £ 50 and > 0

D1 - value of the matrix coefficient at location (Il, J1)
I2 - row number £ 50 and >0

J2 - column number £ 50 and > O

D2 - value of the matrix coefficient at location (I2, J2)
I3 - row number £ 50 and > 0

J3 = column number £ 50 and » 0

D3 - value of the matrix coefficient at location (I3, J3)
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Repeat this card until all the non-zero matrix coefficients have been
read in. Make the value of the input parameter I1=0 for the last card
of matrix coefficients. This will stop the reading of the system

matrix coefficients.

Card No. 7 (non-zero forcing vector coefficients

Column | 1-5| 6-15 16-20 [ 21-30 | 31-35 | 36-45 46-50 | 51-60

Format | IS D10.3 | 15 D10.3 | IS D10.3 I5 D10.3

Input Il Fl 12 F2 I3 14 F4

3]
w

Il - row number ¢ 50 and 3 0

Fl - value of the forcing coefficient at row Il

I2 - row number £ 50 and 2 0

F2 - value of the forcing coefficient at row 12

I3 - row number < 50 and » 0

F3 - value of the forcing ccefficient at row I3

I4 - row number < 50 and » 0

F4 - value of the forcing coefficient at row I&4
Repeat this card until all the non-zero forcing coefficients have been
read in. Make the value of the input parameter Il1=0 for the last card
of the forcing coefficients. This will stop the reading of the

forcing coefficients.
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Card No. 8 (REDUCE control card)

Column

16-25 26-35

Format

I5 D10.2 D10.2

Input

LAGAIN RNEST EPIL HCRIT

LAGAIN -

RNEST -

EPIL -

HCRIT -

Non-zero value will cause the time response and frequency
response to be repeated again for the reduced model represen-
tation (after pole-zero pairs have been deleted). A value
of zero will not allow the time response and frequency
response to be done for the reduced representation. Must be
either zero or non-zero integer number.

The estimated difference between the number of poles and

number of zeroes. The number of poles by definition is equal

to N. RNEST is approximately equal to the number of non-

zero system matrix coefficients in the row corresponding to
the state variable number being examined. Must be &£ 50.
The critical value for deciding whether a pole-zero pair will
be deleted. If a pole-zero pair has the same exponent, and
if the absolute value of the difference of the mantissas of
that pole-zero pair is less than EPIL, then that pole-zero
pair will be deleted. Must be 2% 0.

The high critical value for determining the zeroes of the
desired state variable transfer function. The forcing vector
is multiplied by HCRIT before using Cramer's rule to deter=-
mine the zeroes. The '"bad" eigenvalues are thrown away if

they have an absolute value greater than (HCRIT)RNEST,



Repeat card number 7 and 8 (NPLOT-1) times to complete the input data
for REDUCE.

The data file which was used to produce Figures 3.3, 3.4, 3.5,
E.7, E.8, and E.9 on pages 162, 163, 164, 301, and 302 respectively is
given in Figure G.2 on page 315. The SURFACE 1136 computer code was
used to produce the 3-D plots from the output data files OMEGA.DAT

and TIME.DAT.
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