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Abstract

This project proposes and describes the implertientaof a wide-area
surveillance system comprised of a sensor/inteoceptacement planning and an
interceptor unmanned aerial vehicle (UAV) helicoptgiven the 2-D layout of an area,
the planning system optimally places perimeter camdased on maximum coverage
and minimal cost. Part of this planning systemudek the MATLAB implementation of
Erdem and Sclaroff's Radial Sweep algorithm foribildy polygon generation.
Additionally, 2-D camera modeling is proposed fottbfixed and PTZ cases. Finally, the
interceptor is also placed to minimize shorteshplight time to any point on the
perimeter during a detection event.

Secondly, a basic flight control system for the UAWlicopter is designed and
implemented. The flight control system’s primanab to hover the helicopter in place
when a human operator holds an automatic-flightcdwiThis system represents the first
step in a complete waypoint-navigation flight cohsystem. The flight control system is
based on an inertial measurement unit (IMU) andoagrtional-integral-derivative (PID)
controller. This system is implemented using a gaErgurpose personal computer
(GPPC) running Windows XP and other commercial toéshelf (COTS) hardware.
This setup differs from other helicopter controktgyns which typically use custom
embedded solutions or micro-controllers.

Experiments demonstrate the sensor placement pignachieving >90%
coverage at optimized-cost for several typical srgawen multiple camera types and
parameters. Furthermore, the helicopter flight w@nsystem experiments achieve
hovering success over short flight periods. Howgtee final conclusion is that the
COTS IMU is insufficient for high-speed, high-freency applications such as a
helicopter control system.
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1. Introduction

Many sensitive areas, such as armories, hazardaisriails storage, military
bases, borders, etc., require complete wide-aregiance and monitoring. However,
significant manpower is needed to adequately moiiitese large outdoor environments.
A viable solution should provide persistent wideasurveillance at an optimized cost.
Furthermore, the system should have the capabilitletect and track intruders that enter
the restricted area. One viable solution utilizesomated aerial surveillance through
unmanned aerial vehicles (UAV).

In this system, perimeter video cameras (or humaardsg) are responsible for
persistent monitoring (motion, intruder detectiagic.). In the event an intruder is
detected, an alarm is activated while the intrudexutomatically tracked via live video.
To ensure the highest reliability of intruder trmgk an autonomous UAV with
intelligent imaging capabilities can “intercept’datrack the intruder until apprehended.
Therefore, this thesis describes the developmenduch a system based on a UAV
helicopter platform, also expressed further on f&s “robot,” “vehicle,” “UAV,” or
simply “helicopter.”

The first part of this work focuses on methodsesfsor and interceptor placement
planning towards a cost-optimized persistent pgemmonitoring system. The second
part describes the design and implementation oUi#Ne helicopter-interceptor system.

1.1 Motivation

As one of the most successful methods of survedlam oversea conflicts,
unmanned vehicles, vehicles that are operated edynohave recently received
significant attention, particularly unmanned aeriahicles (UAV). The primary reason
for this growth of interest is due to the unmanneghicle’s ability to perform the
dangerous, dull, or dirty (DDD) missions insteagdfuman operator.

A “dangerous” mission is obvious — one that couteptially endanger the life of
the pilot and crew. A “dull” mission is usually Igntedious, and routine. Essentially,
“dull” missions require constant attention and tépe interaction from the pilot.
Finally, a “dirty” mission typically deals with disters or hazards. For example, in the
past, when the United States was testing nucleapares by detonating them offshore, a
single fighter jet with a human pilot would fly smthe fallout area after detonation to
collect data. An unmanned vehicle could performsiniss such as these much more
safely and efficiently.

Fixed-wing vehicles (such as the Predator) reqairenway to take-off and land,
and cannot stop in mid-air. They must instead pftging circles or figure-eights around
a stationary target. Rotary wing vehicles (helieog), on the other hand, have the distinct
advantages of vertical take-off and landing (VT@hHd hovering in a fixed position. The
payload capacity is also typically larger than thiad comparable fixed-wing vehicle.

Helicopters provide an especially interesting amseéful platform due to their
ability to perform two different modes of flight:olrering and forward-flight. While
hovering, the controller of the helicopter mustdoale it against gravity and in six-



degrees of freedom: up, down, north, south, east,veest. The end result is a vehicle
that is able to become stationary at any altitudeosition.

This behavior is especially useful in surveillaneeghen an interesting object
might need to be observed with a fine amount cditldh addition, a helicopter is able to
hover slowly in any direction. While fixed-wing araft must maintain a minimum
airspeed to stay in the air, helicopters are abladrift slowly about, providing a
potentially higher level of detail and resolutidgnim-flight data.

One application where hovering becomes vital ieabfracking. When a person
or object enters a restricted area and must bewell, the helicopter must be able to deal
with drastic changes of speed, from stopped comlgléd its maximum speed. Thus, the
helicopter provides the means to track an unprablietobject with dynamic velocity.

While in forward-flight, the helicopter tilts offemter and accelerates from a
stable hover. As the velocity of the helicopter@ases in a lateral direction, the rotors of
the aircraft begin to behave less like rotatin@reand more like a fixed-wing. Thus, the
helicopter actually behaves more like an airplaneng flight. The ability of forward-
flight allows for increased airspeed and differiight dynamics. Additionally, tracking
and following of high-speed objects becomes appleawith forward-flight. The
helicopter is also provided the ability to moverdio point quickly during time-critical
missions.

These two modes of flight are not completely didtifRarely is the helicopter in
full forward-flight; rather, the helicopter’s fliglbehavior gradually moves from that of a
rotor vehicle in hover to a fixed-wing vehicle fig forward. External conditions affect
the behavior as well, particularly wind and tempenea Helicopter flight is a dynamic
and nonlinear operation.

In terms of payload, an aerial vehicle can be qmpdpwith an array of sensor
packages. Navigational sensors include gyroscopesgnetometers, accelerometers,
altimeters, and global positioning systems (GPSataDcollection sensors generally
include video cameras, still cameras, thermal im@aglystems, laser-range scanners, and
other high-tech imaging devices.

1.2 Problem Description

Large outdoor areas, particularly sensitive borded military bases, require the
highest level of persistent monitoring possible. Nilaring includes the detection of
intruders at all points on the perimeter. Thus, pheblem is constant surveillance of
large, closed environments with the ability to kr@etected intruders. Intruders can enter
at any point on the perimeter and must be inteeckpt minimal time. This problem is
general, and could have many solutions. Here, vopqgee a cost-minimizing method
employing simple perimeter camera emplacementaadddV helicopter interceptor.

A complete diagram of an envisioned wide-area carsarveillance system with
a UAV helicopter interceptor is depicted in FigdreHere, the dotted-line ovals represent
omni-directional camera coverage along the fenoe-liThe helicopter interceptor,
located at the light blue square, is responsibtarftercepting intruders detected by the
cameras at the perimeter. Actual experiments atended to include entire interior
coverage along with both fixed and PTZ camera niogel
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Figure 1. Complete UAV helicopter interceptor syste

“Interception” essentially entails the deploymerit am interceptor robot to a
location within line-of-sight of the intruder. Thelicopter is not expected to physically
intercept the intruder, but rather to track himher. Thus, the overall system is a two-
step detection-interception model, where perimetenera emplacements would handle
the persistent monitoring and initial detection.pésitive detection would instruct the
interceptor to navigate to an initial location d@ratk the intruder from there.

The helicopter control system itself is therefdre focus of this thesis. Because
the goal is completely automated surveillance, tekcopter must possess autonomous
navigation abilities for intruder interception. Aabmous helicopter navigation begins
with simple hovering in place. Hovering can be agd to allow for controlled point-to-
point translation. However, for fastest intrudemrsuit, the helicopter's forward-flight
dynamics require a more complex control system.

1.3 Contributions
The primary contributions of this thesis include:

1. The design of a flight control system for theatimg, Robotics, and Intelligent
Systems (IRIS) miniature UAV helicopter, which isrmally manual-controlled
by a human R/C pilot.

2. Implementation of the flight control system wgsicommercial off-the-shelf
(COTS) parts and a general-purpose PC (GPPC) rgnWindows XP (as
opposed to custom embedded systems or microcarttmalsed solutions).

3. Design and implementation of a sensor and ieptor placement planning
system towards wide-area surveillance.

Many similar projects have built the entire systeom the ground-up. Here, the
goal is to use existing commercial products — hefpayle R/C helicopter, general-
purpose PC running Windows XP, etc. — to createrai-autonomous UAV helicopter



system. Thus, many operations are simply writteto ithe software, and most
communication is through standard interfaces (U&B).

1.4 Organization

Chapter 2 comprises the background literature surperformed while
researching multi-robot control systems towardsomwated surveillance. Chapter 3
describes the sensor placement planning and cosystém design theory. Chapter 4
outlines the individual experiments performed darthe incremental design. Finally,
Chapter 5 concludes the paper.



2. Literature Review

The literature review first looks at other currentilti-robot systems towards
surveillance-type applications. Next, UAV flightrdool systems are examined. Finally,
the chapter concludes with a brief look into wissl&k/C communications.

2.1 Multiple Unmanned Vehicle Control Systems

A multiple unmanned vehicle (UV) or robot contrgstem can be broken down
into five parts: high-level control, low-level ceoal, communications, sensing, and
central control. The high-level control encompagbesmission planning and allocation
systems. The low-level control is the basic navayetl system of the robot. The
communications is the method that the robot coatds and interacts with other robots
in the system. The sensing system includes the adstlthat the robot samples its
environment and builds a model of the world. Finale central control system provides
a monitoring and control interface as well as aredmatabase accessible by all robots.
Multiple-robot control systems seek to automatepttoeess of coordinating a large group
of robots by using a high-level command strategy @fowing autonomous robots in the
field to plan, coordinate, and act on their own.

Previously, the common trend in these types ofesystwas toward the high-level
control, mission planning and allocation, beingf@ened by the central control station.
Recently, however, more research has focused ambdied intelligence, allowing
individual robots to operate fully autonomouslypmtinating with other robots, planning,
and acting on their own. The autonomous robotilisagtle to accept missions given to it
by the central control station, but is able to dyiwally formulate and re-plan missions
along the way.

In the majority of these systems, the individuatdevel control systems of the
robots are abstracted. Most simply consider theoarth controller to accept waypoint
commands, as is common in many autonomous navigabotrollers. Some systems
also consider the robot to be able to perform smtpkks, such as object avoidance.
However, other problems such as trajectory-trackprgventing two air vehicles from
colliding, are usually considered high-level anddiad appropriately.

The communications structure in a multi-robot egstis of utmost importance.
When a robot of low-level intelligence is cut-ofdi the rest of the system, it might not
be able to complete its mission without furtherufpor even have a mechanism for
returning home. The communications in a complexitimode, low-bandwidth network
such as these is a popular research area.

Some of the most notable systems of late are destmn the following sections.

2.1.1 Emerging Results in Cooperative UAV Control

Ryan, et al. [2004] with the Office of Naval Research (AINS)rfemed a brief
survey on emerging results in cooperative UAV aadintiThe focus was on current
research in cooperative UAV control, such as edficicomputer vision for real-time
navigation, networked computing, communication tegees for distributed control,



collision avoidance, and formation flight. Withongiterating the details of that survey,
the five main topics were:

Aerial Surveillance and Tracking: examining theuess in small, fixed-wing
surveillance packages, including size/weight lithtas and real-time processing
capabilities.

Collision and Obstacle Avoidance: one of the largdsngers multiple-UAV
systems is the chance of two friendly vehiclesidmly accidentally. Research into this
topic considers the limitations of onboard visiangessing along with the popularity of
GPS  navigation. Solutions  include  trajectory  tragki and better
communication/cooperation among UAVS. For obstadl#svs must be trained to “see”
the terrain or have an onboard terrain map.

Formation Reconfiguration: formation flight is dwoon to the collision problem,
as well. However, reconfiguring the formation dgria flight is a problem in itself. The
paper presents both fixed- and flocking-formatiorolusons for dynamic
collision/obstacle avoidance.

High-Level Control: this section is most applicabbethe survey presented here.
High-level control includes a user interface, comiations framework, and the logic to
convert mission-level commands into resource aliona and formation assignments.
Additionally, the fusion of data from multiple veles must be combined to form a map
of the world. Thus, the system must be modularrdento decompose the large control
problem and included a wide variety of implemetagplatforms (sensors and UAVS).

Hardware and Communication: finally, the last secof the survey considers the
hardware topics with the latest small, low-costraift used in multi-UAV programs,
today. Payload weight and size, as well as the ramde of the vehicles, are issues here.
Additionally, issues with vision systems, long-rangut-of-LOS communication, and
modern flight control systems are examined.

2.1.2 COMETS

The COMETS (Real-Time Coordination and Control aifltiple Heterogeneous
Unmanned Aerial Vehicles) project described in @llest al. [2005] seeks to utilize
airships and helicopter vehicles in a cooperativétiraehicle environment. The main
application of COMETS is the detection, monitoriagd fighting of forest-fires [Merino,
2005].

The system assumes multiple levels of robot igfeftice — some units are directly
controlled by a human operator, some might haveabip@al autonomy (the ability to
navigate without the ability to plan), while othgrarform fully autonomously. Thus, the
architecture of the system requires the integratddnboth central and distributed
decision-making schemes.

With the infinite variety of robot intelligence, éhsystem should be able to
dynamically configure itself according to the demml capabilities of each individual
robot. Thus, a generic supervisor, a plugin colgrpis assigned dynamically to each
robot. The generic, plug-in supervisor modulesséoeed in database tables and based on
models of the vehicles. Thus, the models can bediwver time to the dynamics of each
vehicle and also its resource consumption.



The individual decisions within this multi-robotstgm consider a few different
ideas:

Supervision and executiorthe executive is the reactive management durimg t
execution of a task. The supervision of a taslcisra control of the decisional activities
of a robot at all times.

Coordination ensures the multi-robot cooperative task exenoutiSolves conflicts
between robots, whether they are physical (trajgdiased) or resource-conflicts.

Mission refinement, planning, and schedulirdedicated to the creation, planning,
refinement, and scheduling of tasks. In additiogeates the models of the world based on
current knowledge, such as the motion and peraepfithe robot.

Task allocation distributes tasks among each robot. Considersapabilities of each
robot and the relevance to other current tasks.

The system is broken up into three segments: gréimedcentral control center),
flying (each individual helicopter or airship camitrsystem), and communications. The
ground segment performs the centralized planninghefsystem through the Mission
Planning System (MPS), as well as proving an iaterffor human operators through the
Monitoring and Control System (MCS). Also, coopematenvironment perception tasks
are performed within the ground segment througPereeption System (PS).

Within the ground segment is the control centethe core of the decisional
system. The control center provides a graphical mserface (GUI) to human operators,
as well as high-level control (deliberative) of igdés within the system. The function of
the control center is to break down abstract misgtans into sequences of atomic
procedures executable by the vehicles, and prawdktime monitoring and control of
the mission execution.

Figure 2 depicts the global architecture of the I8 system [Ollero, 2005].
The break down of a mission within the COMETS gystecludes the basic topics, such
as mission decomposition, resource allocation, pkthning, and conflict resolution. The
end goal is to provide a timeline of low-level pedares for each vehicle without
inducing any conflicts in the system.
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Figure 2. COMETS Global Architecture [Ollero, 2005]



The flying segment encompasses all unmanned aicles in the system. Each
robot has onboard proprietary components, suchigig tontrol, data acquisition, and
data processing. A generic supervisor is defineat ihterfaces the vehicle to the
COMETS system, as well as controlling the vehioMdaove the supervisor sits a
deliberative layer, if the robot has fully autonamacapability, which performs the high-
level control of the robot — the mission plannirgfining, and scheduling.

The intelligence of each individual robot is brokeo five levels within the
COMETS system [Gancet, 2004]:

Level 1:there is no autonomy onboard the robot. Elemeritang only the control center
tasks can be received and executed.

Level 2:the robot has executive capabilities, also knosvo@erational autonomy. At this
state, the robot can accept sequences of fundahntasita and act upon them. The status
of the operations is returned to the control center

Level 3: at this stage, the robot has all the capabilibédevel 2, plus interacting
capabilities with other robots of the same leveintélligence. For example, the robots
can dynamically synchronize between one another.

Level 4: Beginning with level 4 is the introduction of hitgrvel intelligence. Task
requests are managed onboard and can be plannedchaduled. At this stage, the
deliberative intelligence of the overall systemdiaes distributed among the high-level
intelligence robots, instead of only at the conthter.

Level 5: Finally, level 5 constitutes full autonomy. Thebod has all of the task
management abilities of level 4 plus the ability¢allocate tasks among its peers.

Up to intelligence level 3 (low-level), the controkenter handles the global
consistency of the system through mission planridyglevels 4 and 5, the coordination
and mission planning can be distributed among igb-level intelligence vehicles. A
table categorizing the levels of intelligence présd above is presented on the following
page.

High-level intelligence vehicles can include onlebatask-planning and
scheduling, coordination, and reallocation subsysteThe deliberative layer builds
executable plans for each vehicle. However, duergcution, it might be required to
dynamically change the plans to better fit the missThus, the original plan should be
able to be processed again online, according toctineent situation. Coordination, as
mentioned above, is both spatial and interactieteted. Spatial coordination is crucial —
two vehicles physically striking each other could disastrous. Work is still ongoing in
negotiation and coordination of non-conflicting qténg. Finally, task reallocation is a
possibility for level 5 intelligence vehicles. Ththehavior would allow similar tasks to be
shared to a single vehicle, and more capable veshmbuld dynamically allocate suitable
tasks when needed for more efficient operation.lefdbdepicts the various levels of
intelligence [Gancet, 2004].



Table 1. Levels of intelligence and partitioningvseen a central station and a robot [Gancet, 2004]

Supervision | Coordination | Planning Task
and allocation
execution
Level 1 |Central X X X X
Distrib. - - - -
Level 2 |Central X X X X
(supervision)
Distrib. || x (executive) - - -
Level 3 |Central X x (high level X X
(supervision) | coordination)
Distrib. || x (executive) | x (low level - -
coordination)
Level 4 |Central - - - X
Distrib. X X x -
Level 5 |Central - - - -
Distrib. X X X X

Tasks in the COMETS system are built using elemmgntatomic subtasks
[Ollero, 2004]. The tasks include take-off (TO),-po(GT), take-shot (TS), wait (WT),
and land (LD). The atomic tasks are self-explayateith the exception of “take-shot”
that means to perform a perception action (i.&e &picture). Tasks can be inserted into
the system dynamically in four different modes: wagial (SEQ), very urgent task
(VUT), dependant (DEP), and non-urgent task (NLHBQ mode tasks are inserted in a
sequence of tasks with pre- and post-conditions¢chwban be mandatory or optional.
Mandatory tasks must be satisfied for the SEQ ntadk to execute. Optional tasks can
be considered satisfied if they complete, or e¥eheay find themselves “un-satisfiable.”
After execution, the post-condition must be satsfias well. VUT mode is a mechanism
for executing a priority task immediately. DEP madesimilar to a sequential task, but
can have multiple mandatory preconditions that niessatisfied before it can execute.
Finally, NUT mode is similar to DEP mode in the tfabat it can have multiple
preconditions, but they can be optional. The faBkt planning and control system is
described in detail in [Gancet, 2005].

The communications system (CS) creates network sngd&l) out of tasks in
either single- or multi-tasking environments. Ftaxibility, a server-less, peer-to-peer
approach was taken, and the network is able torsitop of almost any transportation
layer. Originally, the communications was baseduadothe notion of a “Contract Net
[Lamaire, 2004].” However, distributed shared mema.e. a blackboard (BB), was
later chosen for data sharing. Each network nodgagts an internal copy of the BB.
The BB is comprised of state-type and streamingtssl where each slot has an assigned
bandwidth, data type, and a specific amount of.d&tate-type slots contain the latest
information (state) of the system, while streansiays are generally for streaming sensor
data (video or images). Mutual exclusion is enfdrbg the communications subsystem
on all of the slots.



The perception system encompasses the applicati@pendent image
processing (AllIP), detection/alarm confirmationcdbzation, and evaluation service
(DACLE), the event monitoring system (EMS), and tegain mapping system (TMS).
The AIIP contains a suite of necessary image psicgspackages, such as camera
stabilization, position estimation, image geo-lamat and object tracking. The details of
the AIlIP package are described in detail in [Olle2604]. The technique is based on
large-feature matching, as well as projective mesh@nd can be applied especially to
helicopter motion compensation and object detection

The DACLE subsystem is specific to the COMETS aion of forest-fire
fighting. The system serves to detect fires throllghand video images, and sound a
detection alarm. The EMS subsystem deals with tlenitoring activities of the
COMETS system. When an event is detected, mongaomissions are scheduled and
executed. The TMS subsystem uses the initiallylabi@ cartographic files and updates
them according to collected sensor data and thdtses the AlIP subsystem.

One of the main goals of COMETS is to provide apmyative perception strategy
to increase the precision of the location of annévelechniques to fuse both
commensurate data (such as from two parallel stdsgon cameras) and non-
commensurate data (such as video and IR data) efieed within COMETS. Data
registration, non-coincident sampling, and dataltggn are keys to these techniques.

2.1.3 MICA

UC Berkeley's Mixed-Initiative Control for AutomataTeams (MICA)
architecture is an integrated solution to the poblof UAV navigation in potentially
hostile environments. Large scale UAV control isidiéd into hierarchical, modular
tasks. Thus, the architecture is adaptable to & watiety of missions, strategies, and
sensing platforms.

In [Rathinam, 2004], an architecture is presentedantrol a team of unmanned
aerial vehicles (UAV) in coordinated searches foyugd threats in a region, such as
surface-to-air missiles (SAM), ground troops, Hetil, etc. The system is of a modular
design, where sensors and the strategies are coiuptbe architecture. In addition, the
“safe flight” [Rathinam, 2004] path planning algbrn is improved upon to allow
sufficient time for imaging operations, as wellcape with the mobility limitations of the
UAV. The safe flight algorithm decreases the fomvarogress of a UAV to allow for
sufficient time to process sensor data. Path ptemiithin this system is based around
the use of “risk maps” — essentially, probabilitaps of an enemy’s location compiled
using Bayes’ rule. This map is shared with all tsho the system.

The general system architecture is composed oé tim&n components: the Team
Manager, the UAV Managers, and the Sensor Infoona#rocessing Unit (contains the
risk map, target distribution model, and the prolitgbupdate module). The UAV
manager acts as a generic supervisor layer to g#aenTManager — offering high-level
control of the UAV instead of elementary commarnidse Sensor Information Processing
Unit fuses and shares the information gatherechbysensors onboard each UAV in the
system. Finally, the Team Manager coordinates anditors the team members at a
high-level. All vehicles in the system use the sfifght strategy. Figure 3 depicts the
system diagram.
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Figure 3. MICA System Architecture [Rathinam, 2004]

In the Team Manager, tasks can be given at a leigtl;Isuch as “search this area
for threats.” A mission can then be broke down iateeries of tasks by the Operation
Decomposer. Afterwards, the Resource Allocatiort aldcates the necessary resources
demanded by the mission. Next, the Dispatcher assthe tasks to the allocated
resources. Finally, the Operation Monitor is inggldo monitor system status over the
course of the mission. When a resource is lost, (aeUAV is destroyed), or one
completes a mission and becomes available aganQferation Monitor prompts the
Resource Allocation unit to redistribute the taskd using the latest set of resources.
Thus, the system is dynamically adaptable to ust®r conditions.

Flight control of a UAV is based on a Dynamic P&lanner (DPP) that sits on
top of existing navigational control systems (iautopilots). The DPP handles high-level
control and also automatic obstacle avoidance. DRP performs this task by creating
minimum risk paths (using the risk map) betweendireent position and the destination
waypoint. The path is created to avoid all obsta@s well as threat zones. During
execution, the DPP interrupts if an obstacle oedhis detected and dynamically plans
the path, again. Incidentally, for a fixed-wing UAthe vehicle cannot stop in any one
place to reformulate a plan — the loss in airspesmgses loss in altitude. Thus, the safe
controller is in place to generate looping patlmiad a fixed point until the new nominal
path is generated.

Currently, the system is implemented to perfornatstyic searching maneuvers
(safe navigation between waypoints) and threatcheay maneuvers (generating the
threat map of an area). Again, both of these usédafe flight” algorithm. The strategic
searching uses the algorithm described above @éns#ction describing the DPP). For
threat mapping, the UAV manager generates a spling-turve, which is just a series
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of waypoints, to map the designated area. Once letergthe UAV navigates using the
minimum risk path from waypoint to waypoint, updatithe risk map as it goes.

The MICA Open Experimental Platform was used touate the architecture presented
above.

In [Sousa, 2004], an attack of Blue Force UAVs uerRed Force SAM sites and
radars is designed. The attack is based on pnfmimation and composed of a planning
and execution phase. The planning phase selegstsargroups them into sub-tasks,
allocates UAVs to these sub-tasks, and createskaninimized path for the UAV to
follow. The execution phase coordinates the UAMagiseal-time controllers to achieve
the given missions.

The implementation is created in ti&hift programming languageShift is
essentially a language for describing networks wbmata, and is briefly described in
section Il of [Sousa, 2004]. The execution conframework is composed of

» Controllers: individual controllers for each taslp-task, sub-team, and UAV.

» Specifications: the modular tasks that the cordrsllexecute, separated from
control code.

» Localization: the location of a mobile controllerpart of its state.

» Control Structure: the four-layer tree of control@des (task, sub-task, sub-team,
UAV).

* Creation and Initialization: the control structusebuilt in steps from the root
(task), with each controller creating its depengamtd links to them.

* Adaptation: mobile controllers can adapt during issmon by having locations
changed, being re-created to regenerate the costrotture, being added or
deleted upon initiation or completion of specifioas, and having control
dependencies changed.

» Patterns of coordination: each controller maintaogrdination variables for each
of its dependants. When it receives status updates a dependant, it updates
these variables and commands the dependants auglgrd+ allowing for
distributed decision-making.

The Blue (air) force versus Red (ground) force adensimulated here was based
on one from the Boeing Open Experimental Platfosimg aShift specification for the
attack task.

Additionally, Berkeley's research includes hieraathmulti-agent, multi-modal
systems [Koo, 2001]. In this system, bisimulatienthe basis for the design of the
hierarchy. Thus, the higher-level and low-leveltegss are similar. System specification
conforms between its various levels of granulabty adopting a layered system to
promote proof obligations. The approach is usedesign a system controlling a group
of autonomous agents in a pursuit-game versus pleiéivaders. The target platform is
UAV aircratft.
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2.1.4 JAUS

The Joint Architecture of Unmanned (Ground) SystédAUS) [JAUS, 2005] is
sponsored by the Office of the Under Secretary efeDse (OUSD) and was developed
when the military realized the vast number of nelaots being developed did not share a
unified control system. In the field, a soldierlisited to carrying only a minimum
number of equipment. Moreover, field troubleshogtiand servicing the multiple
varieties of robots, particularly when all requpeoprietary control mechanisms, could
become impossible for a single technician. Thus, 3WAS standard was created to
standardize the way robots communicate and areati@at

JUAS is a component-based, message-passing atahitethat specifies data
formats and the methods of communication betwedtipteurobots. The JAUS interface
defines messages and behaviors that are indepeoidpraprietary robot hardware. The
primary goals of the JUAS architecture are to

Reduce life-cycle costs

Lower software maintenance costs

Lower training costs

Reduce the development time

Rapid prototype development

Rapid system engineering focused on new regeiném
Create a framework for painless new technologgtrition
Expand existing systems with new or better céifiab.

ONoOrWNE

The domain model [JAUS Reference Architecture, 200&picted below, shows
the various components of the JAUS architecturenctional agents include the
command, telecommunication, mobility, payloads, ntemiance and training. Knowledge
stores include the vehicle status, the world miag library, and the log. Figure 4 depicts
the JAUS domain model [JAUS Tutorial PresentatkiiQ5].
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Figure 4. JAUS Domain Model [JAUS Reference Arattitiee, 2005].
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The command agent collects data, makes decisiomd, assigns tasks. A
command agent can control a single robot, a sqgaadgm of robots), or a platoon (a
team of teams of robots). The telecommunicatiomseg manages connections between
vehicles and the operator control unit (OCU). Tlglpad agent manages the onboard
payload — which could be munitions, an imaging paek etc. Maintenance maintains the
system health, as well as interfaces with diagonostjuipment. Finally, training is
responsible for providing training support for tbperator either internally or using an
external device.

The vehicle status knowledge store provides thetmme status of the vehicle to
the rest of the system. The world map maintains dinrgamically generated map of
threats, terrain, obstacles, etc. The library kdbpsreference material, procedures, and
performance data on hand for evaluation. Finalhe tog knowledge store keeps a
running log of maintenance and training data.

While the domain model is considered more for tberwf the JAUS system, the
reference architecture [JAUS Reference Architect@®5] is meant for the scientist or
engineer. The basic physical topology used withhkUS is in terms of Systems,
Subsystems, Processing Nodes, and Components.t@nSistypically an OCU or entire
vehicle. The next level, Subsystem, contains ormaare processing nodes. A processing
node has at least one CPU and one Message Routingces (MRS). Finally, the
processing node also contains Components, the ithdiv atomic subsystems
encompassed by a System. Message-passing can foemmer within JAUS either
periodically or aperiodically, allowing dynamic adiment to changing bandwidth
conditions.

JAUS is an excellent architecture for unmannedesyst exhaustively specifying
every detail of message-passing between unrelatedpanents. Only the briefest
overview has been presented here, but all of tHdSJAocumentation can be found at
http://www.jauswg.org/

2.1.5 Stanford

Stanford has long been a leader in UAV researche®ework has focused on a
fully-capable multi-robot system consisting of fikeving UAV’s (DragonFly [Teo,
2004]), as well as a testbed of rotorcraft vehi¢®@EARMAC [Hoffmann, 2004]). Both
systems are autonomous and entirely developed dyfdt University, including the
onboard architecture, avionics, flight control, andtegration with wireless
communications.

The fixed-wing aircraft used for the DragonFly @i have approximately 10-
foot wingspans and are of a traditional single phap design. On the other hand, the
rotorcraft design used is particularly unique. leamg the traditional main rotor / tail
rotor design, Stanford has opted for a more radicald rotor design. Essentially, the
craft consist of a cross with arms of equal lengtith a rotor attached at each tip of the
cross. Figure 5 shows a STARMAC rotorcraft [Ted)£0

The primary focus of the DragonFly project was &velop a system to prevent
two cooperating robots from physically collidingtlvieach other, while maintaining
autonomous operation. Given that a vehicle “blusténto a path of the other, the
developed algorithm should allow for the “evaderifly around the “blunderer” and
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continue with its mission. This maneuver is knovenaa Emergency Escape Maneuver
(EEM).

Pursuit-evasion game theory is used to prescribeb#st maneuver to escape
from a pursuer (blunderer). While a variety of di#fnt maneuvers were possible, the
DragonFly program chose to limit the EEM to onlyotwhoices: when the evader is
leading the pursuer, the evader will acceleratenisl and turn 45-degrees; when the
pursuer leads, the evader maintains speed, cliara$,turns 60-degrees. The climb is
included merely to gain altitude, not as the maiethud of avoiding the pursuer.The
automatic control system of the DragonFly UAVs ésctibed in detail in [Jang, 2003] as
well as in [Teo, 2004]. Both high fidelity nonlireand linear models of the DragonFly
aircraft were developed, as well as control alpong based on these models.

2.1.6 Elemental Maneuvers

In [Gancet, 2005], the creation of a distributednhtcol framework for the
coordination and control of unmanned air vehiclesng elemental maneuvers is
described. Elemental maneuvers are the abstragt;léwel commands given to a single
UAV. Team maneuvers are also considered, whichradisteam operations using
elemental maneuvers and coordination constraintthivthe coordination structure of
team operations are vehicle supervisors for eacV,t&am supervisors, and the links
between them, which define the dynamic informastmcture and roles of each vehicle.
The team supervisors and vehicle supervisors ictteveh one another through a simple
coordination protocol. The distributed control peob is modeled in the framework of
dynamic networks of hybrid automata. Dynamic optemion and nonlinear control
techniques are used to create elemental maneuneolers.
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2.1.7 STOMP

STOMP [Jones, 2003], Simulation, Tactical Operatjaand Mission Planning, is
a program put on by U.C. Davis and Lawrence Liveembational Laboratory. The
STOMP software architecture is a framework for thenulation, control, and
communication of unmanned air vehicles (UAV). Esisdly, the system considers itself
as a distributed sensor network. One interestiagfe of the STOMP architecture is the
ability to perform hardware-in-the-loop testing. ubh real UAV units can provide
feedback state information while interacting witle £nvironment. The result is enhanced
support for simulation of dynamic and complex esent

STOMP is a powerful tool for the testing of newgaithms involving
cooperation, communication, command, or controlaohetwork of UAV units and
wireless sensors. The designer can use visuahgditiftware to assemble and configure
each simulation down to the state of every objeclividually or in groups. In addition,
events can be defined and scheduled for specifisestduring the simulation. However,
simulation alone is not enough to completely tesed anodel the dynamics of a UAV
system. Thus, hardware-in-the-loop (HIL) capabiigybuilt into STOMP. The STOMP
virtual environment can then be connected to résV/ Winits collecting real data as well
as simulated data. Figure 6 shows virtual andWéal communication [Jones, 2003].

The HIL ability of STOMP is what it makes it mosttéresting in terms of this
paper. When real units are used in the systenecdbres less of a simulation and more
of an actual ground-station, providing coordinataord control to all member UAV units
in the system. In [Kent, 2002], STOMP was used apid-prototype and test a new
cooperation and path-planning algorithm for largaMUnetworks. Other multi-robot
systems could also be rapidly-prototyped on tophef existing STOMP system and
easily simulated, then HIL-tested. The result flegible ground station that can be easily
configured and updated with new functionality alding way.
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Figure 6. Virtual UAV and Real UAV Communicatiorofles, 2003].
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2.1.8 DSP-Based Control of Mobile Robots

The Fully Autonomous Advanced Vehicle (FAAK) progra[Masar, 2005;
Masar, 2004] of the Process Control and Control ifigeging Department of the
University of Hagen seeks to develop a rapid maodelisimulation, and prototyping
system for mobile ground and air robots. The onthoalbot low-level control systems are
based on programmable DSPs and PID-loops. The leshiavolved include four-
wheeled ground vehicles and airships.

Using MATLAB and Simulink, the team designed ategrated environment for
rapid prototyping control algorithms based on dyitamodels of sensors, actuators, etc.
The MATLAB/Simulink system performs the following:

» Allows the creation of an environment for the robot

» Simulates the interaction of multiple robots in fystem

» Generates appropriate code for the onboard DSBmatitally.

* Provides a communication and control interface tfeg¢igontrol station) for all the
robots.

For the individual robot, the DSPs perform thedwling:

1. Evaluates sensor data and provide appropriateatsignals for the actuators.
2. Navigates the robot throughout its environmentway of reading the onboard
odometry (based on encoders).
3. Communicates with the MATLAB/Simulink externalomtoring and control
system.
4. Also, performs dynamic event handling such as
o Collision avoidance.
0 Automatically learning system parameters.
0 Generating environment maps.
o Path planning.

Additionally, the system is equipped with an onldbanage processing system
for visual servoing. A higher-performance DSP isduifor the image processing system
and linked to the navigation DSP through dual-poeimory. An overall control system
diagram is shown below. Figure 7 depicts the FAAKtcol system [Masar, 2005].

One of the advantages of the FAAK system is thityabo perform hardware-in-
the-loop (HIL) simulation of a robot control systeAfterwards, the control system code
for the robot can be automatically generated. Wiseting the generated program on the
robot, both online data transfer (real-time wirgleommunication) and offline data
transfer (data logging) are possible to examingdkalts.

While the FAAK MATLAB/Simulink system can act ascamplete multi-robot
system with its built-in communication system, itse is primarily for the rapid
prototyping of DSP-based control systems for mobdbots. No high-level control
possibilities, such as task-planning and scheduéirgyyet available within the system.
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Another type of control system used in the field whicle control is the
intelligent agent. An intelligent agent, or simpgent, typically “wraps” around the
native control system of a robot or vehicle, acogphigh-level commands from an
operator and issuing sequences of low-level comsémdhe proprietary control system.
Additionally, agents have inherent intelligencet thdbows them to plan autonomously, as
well as coordinate and communicate with other agevibreover, agents can typically be
organized hierarchically to achieve teams and tezrtesams.

One of the popular applications of an agent istler control of hybrid systems.
The systems are hybrid in the sense that they hatte discrete and continuous states.
Several of the programs surveyed below have hyladrol systems at their core.

2.1.9 Agent-Based Mission Management

In [Karim, 2004], the use of intelligent agentsdesign, implement, and test a
Mission Management System (MMS) for a small UAV psoposed. The JACK
Intelligent Agents [Agent Oriented Software, 20@8bgramming language was used for
the implementation of the agent-programming paradign autopilot flight control
system was already onboard the UAV, providing lewel control. The agent-based
system provided a high-level mission-managemestfate. Thus, the UAV has a higher
level autonomy, appropriate to multiple UAV (swarsitpations.

Agents are the central building block of agent-dasgstems. Akin to objects in
the object-oriented software engineering paradiginey are generally described as
computer systems with two important and distingaighcapabilities. Firstly, they are
capable of fully autonomous behavior, which entaildependent reasoning, decision
making, and action in order to satisfy the ageassigned goals. Secondly, they are
situated in an environment which contains othemegwiith which they can interact by
way of social protocols such as coordination, coaip@n, negotiation, etc. The JACK
agent-based programming language was used. JAGHilisin Java, and can be used to
build autonomous software systems that are bothdjmected and reactive. The systems
that are built with JACK can be any type of distited reasoning entity and will be able
to cooperate through the JACK system.

The developed agent sits at the top layer of tmerabsystem, as pictured below.
High-level waypoint commands are issued from the $/Mnd the autopilot or flight
control system simply navigates to the specifiegpoint. Figure 8 depicts the Agent—
FCS architectural design [Karim, 2004].

The JACK programming language consists of sevemhsttucts: agents,
capabilities, events, plans, and beliefs. At thghest level of abstraction are agents,
which represent entities with autonomous behaviihiw the system. Capabilities are
also abstract entities, but they encompass groupesaded events and plans.

Within this system, events are handled by plarsnd$’tan then post one or more
other events. The dynamic selection of plans entitonomy. Combining all of these
constructs yields behaviors centered on the Bdbes$ire Intention (BDI) theory of
agents.
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BDI is similar to the rational process of the hunmaimd. Each agent focuses on
the goals (desires) given to it, making plans (ities) according to current data
(beliefs). The final design of this system isactfbased on the OODA approach, popular
in military applications: Observe, Orient, Decidet. Essentially, the agent samples or
observes its environment, orients itself basedi®observations, decides its next course
of action, and then acts upon its plans.

While this system was only tested on a single UA\Vcould be extended to
coordinate multiple UAVs using the same agent-baseimework. The paper
investigated the use of Contract Nets or Blackbesgstiems to coordinate multiple units.
A Contract Net protocol uses managers to broadrastt of tasks to other contractors
within the team. The contractors examine the tasitected and submit a “bid” to the
manager agent with a plan to achieve the task ssion. The manager then selects the
“bid” it deems most appropriate. A contractual ghtion is then made between the
manager and contractor, thus producing a “contrerct

Blackboard systems are popular in many currenttismalbot systems, such as
[Ollero, 2005]. In this system, communication isd@dy creating a central database that
each agent regularly accesses, and creates aclgmabf. Thus, message passing is made
by writing to the blackboard. Additionally, the w&aof the world is typically kept in the
blackboard for access by all agents. This methtmval the incremental update of the
model of the world by each member.

Either of the two systems, contract net or blagktpcould be used to extend the
agent-based mission management system presented @booordinate multiple agents
in a UAV team.
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2.1.10 HICA

The HICA (Hybrid Intelligent Control ArchitecturgRathinam, 2004; Fregene,
2001] develops a systems- and control-orientedliggat agent framework, decomposed
into specific kinds of multi-agent systems. An dgera system or process that can sense,
compute, and act within its own environment inexitble, autonomous way in order to
achieve its objectives. Agents can be reactive,reviperception is coupled to action
without an internal model of the agent; delibemtiwhere the system reasons and acts
based on the internal model of itself and its esvinent; or a hybrid, which combines the
desirable aspects of both. The hybrid agent is beeel Thus, the system is hybrid in the
sense that it includes systems with both contimfw@hsed and discrete-event dynamic
behavior, and also because it allows the use ofidhggents. Knowledge-based control
and coordination can then be integrated with hylrahtrol primitives, achieving
coordinated control of multiple dynamic systemshwrhultiple modes of operation.
Figure 9 shows HICA in an environment [Rathinan)40

Planning and coordination within the HICA system bssed on partial
knowledge-based planning (PKBP). An agent can &rsthort sequence of modes that to
achieve a desired short-term objective while caowting with other agents to attain team
goals. Thus, the agent acts before a complete segus generated, letting the PKBP
planner perform multiple-passes dynamically.

The HICA can be composed into a multi-agent sydbgnecreating a network of
agents, a supervisory agent team, or multiple sigumy teams. In the network of agents,
the output of each agent is available as an irgpatltother agents. When the supervisory
agent team is added, the global coordination igonwgx by the utilization of a supervisor
agent that receives the coordination output from tietwork of agents and outputs
supervisory events to the network and coordinagwents to other supervisors. When
multiple supervisory teams are used, the teamsdowie using the supervisors to deal
with certain aspects of a problem in order to sahesoverall problem.

The simulation experiment used in this program @stinteresting, as it focuses
on the use of both air- and ground-vehicles in syitrevasion war game. In this game,
the air vehicles focus on locating a target eneroymd vehicle while the friendly ground
vehicles coordinate to perform the actual apprabensf the enemy unit. The simulation
concluded with the friend ground vehicles flankihg enemy vehicle, a “capture.”

An application of the HICA [Rathinam, 2004] pamguii is presented in [Fregene,
2004]. In this system, multiple unmanned groundiaiel (UGV) are used for intelligent
terrain mapping. Each vehicle is a HICA with anbesided hybrid control system,
planning, and coordination logic. All logic requiréor mapping and terrain traversal is
embedded within the individual agent. The team B@AUGVs coordinates individually
and with a supervisor agent, whose responsibiitglso to update the centralized map.
Decentralized multi-agent control and coordinai®the result.

The proposed system is a combination of three relseareas: hybrid agent
control, path-planning and traversal, and visiosdahterrain-mapping. The results show
promise for the use of hybrid intelligent contrgkats in real-world applications.

In [Fregene, 2003], the HICA system was used atmimodel a multi-vehicle
pursuit-evasion game. Two supervisory teams of HIQ&re implemented to
demonstrate control and coordination logic. Thenade was then simulated.
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Figure 9. HICA in an environment [Rathinam, 2004].

One supervisory team consisted entirely of airialel: one supervisor and three
HICA. The second team consisted of ground vehiabes supervisor and two ground
vehicles. Key to this particular paper was the s#pm into two supervisory teams.
When composed in this manner, this class of mutiagystems behaves like a Discrete
Event System [Fregene, 2002]. This DES has constilasupervisory output events rates
at the team, or macro, level of abstraction. Adddilly, this DES framework was used to
produce preliminary results at both micro- (indivédl HICA) and macro- levels [Fregene,
2003].

2.1.11 Framework for Coordinated Control of Multi-Agent Systems

A distributed framework is proposed in [Karray, 2D@or the coordination and
control of a multi-agent system. The agents areatsodas Coordinated Hybrid Agents
(CHA), which have intelligent coordination conttayer (ICCL) and hybrid control layer
(HCL). In ICCL, the planning, coordination, decistmaking, and computation occurs —
equivalent to the high-level intelligence seen theo programs. In the HCL, essentially
the native control system of the plant, the consighals are generated for a process
according to the commands of the intelligent cawation control layer. The system
seeks to create a framework of decentralized cbatr coordination of its agents.

The target platform for this program is much diéfer from others surveyed.
Instead of mobile unmanned vehicles (UV), this aysts tested on a system of multiple
cranes. While the physical dynamics are surelyetbfiit, the notion of “intelligent
agents” is readily extendable to other platformghsas air or ground robot vehicles. In
this system, the ICCL is able to control the plandn abstract way, allowing the HCL to
handle the actual low-level control signals. Th€1Gs built upon the action executor,
planning the sequence of discrete events, or coatidn states, for the HCL as well as
communicating with the supervisor agent and itgmedring agents. A coordination rule
base, inspired by social laws [Shoham, 1995], doatds the actions of the agent by
considering the optimal actions and constraintthemragent. The intelligent planner uses
the coordination rule base and methods such astmdtdields, fuzzy logic, neural

22



networks, or knowledge-based planning to createsdtpience of events for the HCL.
Also, the ability to directly communicate with othagents through the communication
mechanism is implanted within the ICCL.

The experiment was verified by simulating the cawation of five mobile crane
robots. Additionally, two industrial overhead crangere coordinated to test the system
in an environment where the cranes must manipylaydoads in the same workspace
without collision.

2.1.12 Hybrid Algorithms of Multi-Agent Control

The multi-agent robot system (MARS) [Timofeev, 1P96reated by the St.
Petersburg Institute of Informatics and AutomatonRussian Academy of Science,
coordinates multiple robot-agents in real-time idymamic environment. The artificial
intelligence is based on neural network contrahtsties. Also, the multi-agent control
system is organized hierarchically with parallel ogessing features. Both
strategic/supervisor and tactical/local levelsaitcol are available within the system.

MARS is similar to COMETS in components, but prolgathe lesser in
sophistication. MARS is a distributed intelligencaulti-agent system comprised of
executive, information, control, and communicatisnbsystems. The information
subsystem encompasses perception, and the executtien. Information is sotred
within open distributed databases, or knowledgeeta&igure 10 demonstrates the
MARS architecture [Timofeev, 1999].

Within the multi-agent control system (MACS), thepsrvisor level performs the
following operations:

Decomposition of tasks into sub-tasks for thenég

Planning optimized distribution of tasks betwagents.

Multi-agent global modeling of the environmentialynamic collision avoidance.
Conflict resolution between agents to ensuredination.

The operation level performs the following:

Local goals and constraints are created.

Local environment modeling (obstacle modelingll aagent navigation (path-
planning).

Optimized scheduling of agents’ paths.

Programming behavior of the agent by calculasieguences of atomic movement
tasks.

10. Agent actuator control.

NogkrwbhPE

© ®

Real-time path-planning is possible in this systdmough the use of hybrid
artificial intelligence/neural networks. The patlaming system was simulated using the
proposed algorithms with a network of twenty-foabet-agents. The simulation results
verified that the algorithms provided globally dndally optimal/collision-free paths in a
complex multi-agent system.
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2.1.13 Intelligent Systems for Autonomous Aircraft

In [Lee, 2004], a mode-driven intelligent agentdesveloped for the control of
autonomous aircraft. A neuro-fuzzy inference engmenplemented to infer the current
mode from sensor data, as well as provide abstmpat for decision-making processes,
which are based on pilot-type aircraft modes. VI/T@AVs are the target platform for
this project. A block diagram of the overall systenshown below. Figure 11 shows the
developmental model of the IFD [Krishnamurthy, 2D00
The primary component of the system is the IntetligFlight Director (IFD), heavily
based on the reasoning and inference methods ydeahtian pilots such as sequences of
maneuvers and high-level commands. In the diagratheo IFD above, the Command
Logic block translates high-level commands into exarer sequences. The Trajectory
Comparator calculates the appropriate traject@semaneuvers progress. The Switching
Logic selects the most appropriate state trajecstngtegy for each maneuver. Finally,
the Mission Segment Modifier infers the current marer from the sensor data.

As shown, a Knowledge Base is used along with tkelligent agent to provide
suitable trajectories for the maneuvers createtheyCommand Logic block. Four pieces
of data are obtained from sensing mechanisms: aditelsange of forward velocity, bank
angle, heading, and altitude. Six Maneuver Segn{éslevel sequence operations) can
then be executed depending on the data, includavglLAcceleration, Rolling Transient,
Steady Turn, Climbing Turn, Aggressive Turn, andai@§ht and Level. Finally, the
available Maneuvers to the system (essentially-léghl operations) include En Route
Turn, Holding Pattern, Vertical Break, HorizontateBk, and Cruise. Currently, formal
testing of the system has not taken place. Howekercurrent research into the IFD has
shown promise for a modern VTOL UAV control system.
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2.2 UAV Flight Control Systems

In addition to surveying multi-robot control systensignificant research was
performed into the current literature of single abdow-level flight control and
navigation systems for Unmanned Air Vehicles (UAV).

2.2.1 Traditional R/C Systems

Recently, converting standard radio-controlled (RX@hicles (miniature cars,
planes, helicopters, etc.) to become fully autonesneehicles has become a popular
research trend — both for its low cost and theitghib use commercial-off-the-shelf
(COTYS) parts. However, most R/C vehicles, evemtbst advanced, typically use a one-
way FM transmitter-to-receiver configuration for nmmunication with the operator.
Furthermore, these systems typically have a sifigkd-frequency generator (crystal)
inside both of the transmitter and receiver. Thmitition to a single frequency can
generate problems in multi-robot environments. (H&C has only approved about 30
channels for surface vehicle use in the 75.4- tdMHz band. And for air vehicles, only
the frequencies in the 72- to 73-MHz band are atb&)).

In order to combat the ill effects of traditional/@R radios, R/C radio
manufacturers, Nomadio [Nomadio, 2005] and SpektRi@ [Horizon Hobby, 2005],
independently created custom radio systems basettheopopular 2.4-GHz frequency
band. Nomadio’s product, “Sensor” and Spektrum R/@roduct, “DX3,” replace
standard R/C radios on ground-based miniature-s@ade car vehicles. Additionally,
both systems utilize digital spread spectrum (D&®)dulation for communication.
Finally, both have the ability to frequency-hop wrd multiple channels to avoid
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interference, and both also multicast commandseweral different channels to ensure
the transmission makes it through to the vehicle.

Nomadio’s system, in particular, provides seveiatinct advantages over standard
R/C transmitters-to-receiver pairs:

Two-way digital communication providing real-timgémetry from the vehicle.
Can use up to thirty-two available channels foensdtry and control. (Comes
standard with three channels of telemetry).

Four servo channels at a resolution of 4096 step<ipannel and a frame rate of
100 Hz (the highest servo resolution currently adéde in the R/C world).

Uses Digital Spread Spectrum (DSS) modulation \riélguency-hopping on the
2.4-GHz band.

Eliminates the need for many different fixed-freqoye crystals.

Race information can be saved for later examinatiitin a PC.

The three default telemetry channels are filledhwspeed, temperature, and

battery voltage sensors included with Nomadio’'skpge. Four additional channels are
used for high-resolution for servo control. Furthere, the system has expansion
capabilities for up to 32 total channels, allowithg later addition of custom sensors.
Extra usability features are also included, suchaatile and audio alerts to telemetry
data. Spektrum R/C’s system uses a similar radtesy to Nomadio’s, but does not yet
include telemetry functions. Two servo channelsau@&lable with a resolution of 4096

steps. Essentially, the current DX3 system is argplution to channel hijacking with the

additional benefits of high-resolution servo cohtfurrently, Spektrum's website states
that real-time telemetry functions will be avaikalfall 2005 in the form of a plug-in

module. Table 2 summarizes the features of theterss.

Table 2. Comparison Table of Modern R/C Transnstter

Nomadio Sensor| Spektrum R/C DX3
Digital Spread -
Modulation Spectrum 2.4 Digital Spread
GHz Spectrum 2.4 GHz
Radio Direct Sequenceg Direct Sequence
Model Spread Spectrunp  Spread Spectrum
Range 1000 ft (LoS) 3000 ft. (LoS)
Frame Rate 100 Hz Unknown
Latency 5-10 ms 5.6 ms
Servo
Channels 4 2
Channel 4096 steps per 4096 steps per
Resolution channel channel
Telemetry
Channels 3 0 (currently)
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2.2.2 Current UAV Helicopter Autonomous Systems

In [Lee, 2004], an autonomous flight, navigatiand guidance system was
developed that utilized a ground station for teleynand command. For this project, an
airship was chosen for its natural characterisai€dong-duration flight and gradual
degradation under system failures. The flight syst@plemented here controls all flight
operations of the airship using an autopilot sys@md control laws based on the
dynamics of the vehicle. Sensor information ism&d to the ground station during flight
using the onboard communication system, and comsnarel received from the ground
station. Finally, all actuator and status subsystame maintained by the flight control
package.

The COMETS system has performed significant rebearto helicopter UAV
control systems. In [Gonzalez, 2004], researchiledtaontrol and stability analysis of
autonomous helicopters. Utilizing both linear ar@h4tinear control laws, a two-time
scale decomposition of helicopter dynamics wasteceal he fast subsystem deals with
the rotational dynamics, and the slow subsystenm whe translational dynamics. A
Lyapunov function models the stability of the falthamics. Additionally, feedback
linearization stabilizes the slow dynamics. Usihgse two subsystems, a linear control
law was created and analyzed. Finding significaatvbacks to the linear system, non-
linear control laws are also developed and predewithin [Gonzalez, 2004]. A block
diagram of the overall system is shown in Figur¢@@nzalez, 2004].

Several papers surveyed examined low-cost flighntrob systems for
autonomous helicopters. In [Roberts, 2003] a sys¢emplemented that does not rely on
traditional helicopter UAV sensing means, Ineriaasurement Units (IMU) and Global
Positioning Units (GPS). Instead, a low-cost ir¢rsensing package (developed in-
house) and a pair of CMOS cameras are used fogaizamm. The advantage of this
method is the inclusion of integrated stereo visgstem for further expansion into the
realm of 3D visual servoing techniques as welligsificantly less per-unit costs.

Figure 12. COMETS overall system setup [Gonzal8942.
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Vision-based systems were also utilized in [Sinip@D01] and [Kanade, 2004].
In [Sinopoli, 2001], also performed at U.C. Berkeleach UAV is equipped with a
GPS/INS (Inertial Navigation System) package ad aglnboard cameras. Low altitude
navigation is the goal. Real-time creation of a 1@Ddel of the world is performed in-
flight, creating a partially-known 3D environmeiat fthe UAV to navigate around using
path-planning techniques. Image sequences aregsedeising multi-resolution wavelet
transforms and fused with sensor data. Using tHeated data, a path is planned from a
start point to an end point, refining and updatimg path in real-time as it executes. The
target platform for this technology is the BEAR ibepter UAV found at [Berkeley
Aerobot, 2005].

The visual techniques used in [Kanade, 2004] fedwsn recovering motion and
structure from a video sequence, as well as 3@itemapping from a laser range finder.
Both of these sets of data are fused with an ombG&RS/INS package. The system is
targeted at small and micro helicopter UAVs. Byngs8D vision techniques, positional
information can be obtained relative to objectdimithe environment. Path-planning can
then ensue based on the created local world m8dellations have shown promise for
further research into 3D visual navigation techemby comparing GPS/INS-based state
estimation versus the vision-based estimator, ®wvibual-odometer. An overview of the
vision system is shown in Figure 13 [Kanade, 2004].

Systems based entirely on GPS/INS data are alealgnt in current research
literature [Yoo, 2003; Kahn, 2003; Saphyroon, 208dsiadek, 2004; Accardo, 2004]. A
navigation system based solely on GPS is deschibgii, 1998].

The sensor fusion of these two devices, GPS/IN&xammined in [Sasiadek, 2004],
particularly focusing on proper utilization of miple GPS satellites. The fusion system is
based on a Kalman Filter, and the satellite selecigorithm on a Dilution of Precision
(DOP) technique. Simulation experiments were peréat for both real-time error state
feedforward and feedback Kalman filters with thdesion of up to four satellites
simultaneously.

GPS/INS
Navigation *
System Vehicle
Feature Vision-based State
Camera [ Detectionand [ 3D Motion and —
Tracking (2D) Structure
Velucle- .
Laser . o | Global 3D
. centric 3D , _ .
Scanner _ . Scene Mapping
Mapping N

Figure 13. Overview of the vision system [Kanad&)4.
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A low-cost GPS/INS-based UAV navigation systenprigsented in [Yoo, 2003],
but targeted at fixed-wing UAVS rather than heli@p. Strict design constraints were
placed on the sensing system, including very louwglate small dimensions, low power,
reasonable accuracy, fast update rate, and findgt data rate. Aside from the common
GPSI/INS sensing system used in other projects,pdwcular system investigated the
use of multiple GPS antennas for boosting sigmahgth and avoiding complete loss of
satellite signals. The sensing and fusion subsystepictured below. Field tests of the
sensing system were performed on the ground usinigphe antennas, verifying the
initial constraints on the system. Flight testd eiisue in the future. Figure 14 depicts the
structure of the GPS/INS fusion system [Yoo, 2003].

Another low-cost UAV controller is presented in pBgroon, 2004]. In this
particular system, the constraints call for an esdlee microcontroller system and COTS
hardware and software. An in-house constructedirsgpackage was created, including
a Pitot-static tube (collects airspeed, altituded @angle of attack), absolute pressure
sensor (can be used to obtain altitude), tilt se(reeasures Euler angles), rate gyroscope
(measure rate of change of the Euler angles), esrekters, a digital compass, and GPS.
Only initial testing of the sensing system has magkace to date. The main advantage of
this system is it's very low cost per unit alongiwfast real-time operation due to the
embedded microcontroller.

In [Buskey, 2001], an INS and an artificial neunatwork (ANN) are combined
to perform autonomous helicopter hovering. One athge of this system is an ability to
deal with sensor errors and maintaining correcratpm. The system is purely reactive
to the environment, using only INS data. Futureeaesh will include a stereo-vision
system for a higher level of accuracy in low-alfeuhovering. Research developed in
[Nakanishi, 2004] also pursues the use of neurélvorks in UAV control, but also
considers stochastic uncertainties, such as wirgttibn and speed — both of which have
a significant effect on helicopter flight dynamics.
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Figure 14. Structure of GPS/INS Fusion System [Y211)3].
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A similar experiment to those described above pa$ormed in [Kahn, 2003].
Miniature R/C helicopters are very unstable andiiregmechanical dampers, or flybars,
to assist the human pilot during flight. Unfortuglgt the flybar also greatly increases the
complexity of the helicopter rotor dynamics whetemipting to model the system, as
well as increases the drag profile of the helicopléhe project described in [Kahn,
20039] attempts to circumvent the problems presebie the addition of a flybar by
removing it from the system entirely. Instead, ggkd-rate feedback system or an
attitude-command attitude- hold (ACAH) system, lbhsen adaptive neural network
model inversion control, could be used to assistptiot during flight. Flight tests and
simulations of the lagged-rate system are presenmiitih the paper. While the system is
not a “true” flight control system, it provides litdd pilot assistance and has the potential
to be extended to a full autopilot.

Only a handful of the vast amount of research lo#V flight control systems
has presented here. However, the research trergils teebecome clear by looking at
these individual systems. First, GPS/INS sensdpfus the primary means of sensing
the environment, with some departures to only-GPSrdy-INS (or IMU) systems.
Several interesting vision-based systems are orhtiizon. Most vision systems are
based on stereo-vision and 3D modeling of the enwient, while others include laser-
range systems. Many of the systems are built gpaltyf for airships, fixed-wing aircraft,
or helicopters. However, most systems are appkcetany aircraft.

2.2.3 Brief Survey of Commercial Miniature UAV Autopilots

An autopilot system for an R/C helicopter can perfa variety of operations,
from hovering the vehicle in position without caast user input, to navigating along a
path of GPS waypoints. Most also allow integratedssr data (INS, GPS, etc.) to be
logged and/or transmitted to a ground station. Sawheanced autopilots also include
user-configurable loops for extra control over ceangtabilization, etc. The purpose of
this report is to analyze the many available conciakautopilots to find a best-fit for the
IRIS lab’s electric helicopter.

The following autopilots are considered:

1. MicroPilot mp2028g with HORIZON ground stationnda XTENDER
development kit ($5,500 autopilot + $5,000 softwdegelopment kit).

2. CloudCap Technology Piccolo Il system kit ($®®dor airframe modeling and
hardware)

3. weControl wePilot1000 flight control system (¥B® to $45,000 for airframe
modeling and hardware)

4. Procerus Kestrel Autopilot 2.22, developed atWBYIAGICC lab ($5,000
autopilot + $2,995 ground station and software Kkit)

5. Rotomotion UAV Flight System Helicopter Contesll ($5,500 autopilot and
software kit)

The final recommendation was the MicroPilot mp21289e runner-up was the
Procerus Kestrel.

30



First, the mp2028g was originally designed for dixging applications, but
recently provisions have been added into the codellbw the autopilot to hold a
helicopter in a hover. This autopilot includes aptete ground station software package
(HORIZON), and has several advanced features bepast assisted manual control
and waypoint navigation. The telemetry can be custed to provide user-defined fields,
video overlays can be configured, and user-defloeds can also be created for control
over camera stabilization, or other payload devicHse system can be made fully
autonomous, from take-off to landing.

Additionally, the mp2028g can perform pre-progrardnfiight maneuvers, such
as changing altitude and flight speed at each waypdhe software development kit
allows the creation of custom control laws, comrmation, ground control software,
custom payload control and data collection, ancesgd¢o the complete autopilot state.
While the most expensive solution, it is also theshtomplete and expandable.

Secondly, the Piccolo Il was created specificallthvihelicopters in mind, based
on the previous Piccolo Plus system. Like the mpg02he system can be made fully
autonomous, from take-off to landing. The systego ddas graceful degradation features
that allow it to cope without GPS data. Assistechush mode and waypoint navigation
features are included with the Piccolo II and gebustation software. The
communications SDK is also included for customriigiges. The main drawback is the
lack of custom programmability such as that foumthe mp2028g.

Unfortunately, the cost of CloudCap initially mokbgl the helicopter dynamics
and configuring the autopilot (estimated at $50)0€0 outweighs the cost of the
hardware. While the features are right, the prsoeat.

Thirdly, the wePilot1000 is a more basic autopdesigned by Swiss company
weControl. However, it includes features such asoraatic take-off and landing,
waypoint navigation, and assisted manual modes. grbend station software is a bit
more basic than other competitors, but it providesential mission planning and status
monitoring. Also, a software SDK is not mentioned the website or brochure, so
custom communications and control software mighty@opossible.

Again, the wePilot1000 will require initial helictgg modeling by the manufacturer,
resulting in too great of an initial investment $§300 to $45,000). Not recommended.

Fourthly, The Kestrel autopilot originated at theulhple Agent Intelligent
Coordination and Control Laboratory (MAGICC) at @frtam Young University (BYU).
The university research led to the production e tommercial autopilot. The Kestrel
autopilot is on par with the MicroPilot mp2028gfeatures, including autonomous take-
off, flight, and landing; assisted manual flight des; a Virtual Cockpit ground station
kit; hardware-in-the-loop configuration software teduce time-to-flight; and a
communications SDK to allow for custorf Party communication software. The main
drawback: helicopter support will not be built intee Kestrel until late 2006, early 2007.
The main advantage, aside from the extensive fesityrevious university research has
provided a bevy of published papers about the dotand software development.

Lastly, The Rotomotion autopilot is not as pretty lbok at as the previous
candidates, nor does it have as many featurest daés provide one distinct advantage:
the original autopilot software was written under @en source license, so all source
code should be freely (as in beer) attainable andiffable. However, the initial setup
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seems more complicated than the other candidatgsjring Rotomotion personnel to
assist, and the hardware is still quite expensiv&58500. Thus, the author does not
recommend this autopilot for a final purchase, huis an interesting candidate for
consideration.

In conclusion, the two most advanced solutions eyed are the MicroPilot

mp2028g and the Procerus Kestrel autopilot. Howewasther was has native support for
helicopter control. The mp2028g was only recendgfigured for helicopter hovering at
the request of a previous customer, and the Kesilehot have support till the end of
the year. However, if theglo gain full support in the near future, they will tree most
flexible and useful solutions.
The second choice would be the CloudCap Piccolddsigned to support helicopters.
The software package is not as complete as thaopiesolutions, but it includes the
most needed autopilot features with support fortaus communication software.
Unfortunately, the price is not reasonable for puaject.

Finally, the most basic autopilot, the weControlPiet1000, also provides the
most needed autopilot features, but does not ieclugoftware development kit. The
ground station also seems less advanced thanhbesilutions, and no hardware-in-the-
loop simulation seems available (increasing thécdity of tuning the autopilot for our
helicopter). Again, the price is not reasonabledor project. Figure 15 depicts all five
autopilots. Table 3 summarizes the autopilot fesstur

(6) weControl GmbH, Switzerland

@

Figure 15. Autopilots: (a) MicroPilot 2128g, (b)dCidCap Piccolo Il, (c) weControl wePilot1000, (d)
Procerus Kestrel, and (e) Rotomotion UAV HelicogZentroller.
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Table 3. Autopilot Features Comparison

Manufacturer | MicroPilot CIoudCap weControl Procerus/BYU Rotomotion
Technology
. Manitoba, . South
Location CAN Oregon, USA| Zurich, SUI| Utah, USA Carolina, USA
Autopilot mp2028g Picollo 1l wePilot1000| Kestrel 2.22 UAV Heli.
Controller
Autopilot $5,500 $? $? $5,000 $5,500
Cost
Software
Development |  $5,000 $? $? $2,995 N/A
Cost
Manufacturer $35,000-
Modeling $0 <$50,000 $45.000 $0 $?
Fixed-Wing Yes Yes ? Yes ?
Control
Hg'('fn‘zf;fr 2 Yes Yes 200604 Yes
Autonomous
Take- Yes ?/Yes Yes Yes No
off/Landing
Integrated Yes (1 Hz) Yes (4 Hz) Yes Yes Yes
GPS
Inertial
Sensors Yes Yes Yes Yes Yes
(Accel./Gyro)
. Magnetometer, .
Other Alrspeed, Altimeter, Sat. Magnetometer, wind, Magnetometer
Sensors Altimeter Barometer Magnetometer
Comm.
Can be
Yes, with implemented Yes, using ves. with
Telemetry video with ground station . ! Yes, optional
L video support
support communications software
SDK
Onboard Yes
Data Log (1.5MB) Yes Yes Yes Yes
Hardware-in-
the-Loop Yes Yes ? Yes ?
Simulation
Waypoint
Navigation Yes Yes Yes Yes Yes
Mode
Assisted
Manual Yes Yes Yes Yes Yes
Mode
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2.3 Sensor Placement Planning

The goal of complete wide-area surveillance usindtiple cameras and a UAV
helicopter interceptor requires pre-planning toifpms assets most effectively. Thus, the
field of sensor placement planning was investigdtednaximizing the visible coverage
of an area while minimizing the overall system cost

2.3.1 The Art Gallery Problem

The “Art Gallery problem” is a textbook approach ttee camera placement
component of an automated surveillance system2idayout of the outdoor area to be
monitored is represented by a simple polyg®nwith n vertices. Figure 16 depicts two
polygonal representations of floor-plan layoutsdus@ring experimentation. Figure 16
(a) is Room 209 of Ferris Hall on campus, and FEdL8 (b) is our secondary warehouse
lab known as “IRIS West.” Both rooms have been $ited in order to create realistic
environments that a robot could navigate safely.

For placing cameras within these areas, one of ttaditional Art Gallery
solutions was used. [O’'Rourke, 1987] [Berg et 2000]. Figure 16 depicts the simply
polygon representations of floorplans.

1. Partition the polygon into monotone sub-polygons

2. Triangulate each of the monotone polygons byragddiagonals,

3. Three-color the triangulated polygon, and

4. Place guards (cameras) at vertices with least-aslor.
20 180 i
18 160 |- -
18F ol |
14+
12t = i
10 100 i
8+ ol i
of ]
| |
2 |
L 10 5 0 5 10 15 =r [—’

@) 5 3 7 =S

(b)

Figure 16. Simple polygon representations of fltemp (a) Room 209, and (b) IRIS West (simple).
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The first step, partitioning into monotone sub-golys, is significantly simpler,
O(nlogn), than the more desirable alternative atifo@ning into convex polygons [1].
For large polygons, monotone partitioning is muchrenpractical. The results are
typically y-monotone due to the sweep line partitioning methdtere an imaginary line
is swept downwards across the polygon and eachuatered vertex is processed along
the way. There are typically five types of encovedevertices: start, end, split, merge,
and regular. [O’'Rourke, 1987] [Berg et al., 2000].

Start and split vertices lie above their immediaggghbors in internal angles of
less than and greater than 180°, respectively. &t merge vertices lie below their
immediate neighbors with internal angles less taad greater than 180°, respectively.
Regular vertices don'’t fall into any of these catégs.

As the sweep line descends, each vertex is pratesmsee and diagonals are
drawn to remove split and merge vertices accortiintpe algorithm. Once all split and
merge vertices are removed, the polygon will beifgamed into monotone sub-polygons.
Please see the references for the detailed algortkplanation, which is beyond the
scope of this paper. Afterwards, in step two, dieg®e are added in linear time within the
monotone sub-polygons to create a full triangufatio

Implementation of steps one and two was accompulisha a freely-available
sweep line polygon triangulation program. This nfiedi implementation is able to
handle most polygons with or without holes and autpe result to a text file in several
different formats. The results can then be parssdyeinto Matlab.

Afterwards, step three requires three-coloring ttiengulated polygon. For our
implementation, we used Kooshesh and Moret’s |xtieae algorithm [Kooshesh, 1992].
Given a triangulatiom of a polygonP with a perimeter-ordered list of it vertices,po,
pi, ---, P the three-coloring can be computed based onrtter of each vertex. Since the
output of polygon triangulatior,, is typically formatted in such a way that the fo@mof
connections at each vertex is easily obtainedethadoring can be done in linear time
with the following algorithm.

Color(p) € 1
Color(p) € 2
fori=1to N-1do
if odd(deg(p)
then Color(p,) € Color(p1)
else Color(p.) € 6 - Color(p1) — Color(p)
endfor.

Placing cameras at each of the vertices with thstlesed-color completes step
four of the algorithm. For example, Fig. 6(a) hasem triangulated and each of the
vertices assigned a color (red, green, or blueprdory to Kooshesh and Moret's
algorithm. Three vertices are colored blue, threeig, and two red. Since the least-used-
color is red, guards (cameras) should be placedeated vertices. Figure 17 depicts the
triangulated and three-colored test areas.
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(a) 20 40 50

(b)

Figure 17. Triangulated and three-colored polyggasRoom 209, and (b) IRIS West (simple).

Unfortunately, the Art Gallery solutions make seeunrealistic assumptions
about the guards: 360° field of view and infinitewing range and focus. While the
method is a great start on solving the camera piaoe problem, a better model of the
individual cameras themselves is needed. ThusAth&allery problems and solutions
were set aside and different methods were invdstiga

2.3.2 Visibility Graphs and Polygons

Visibility deals with finding the visibility polygo from the perspective of a single
node within the enclosed area. This polygon encesgmall visible points (i.e., within
line of sight) from that node. Calculating this ygn can be done in a brute-force,
exhaustive manner by testing the intersection loéddges against each other. Naturally,
this leads to a very slow implementation for lardetailed areas. See Figure 18 for an
example of visibility polygons.

Assume the polygorR, hasn vertices,vi, andn edgesg, both ordered counter-
clockwise around the perimeter. An important p&itamera placement is calculating the
visibility, or the set of all visible points, frorsome point,x, within the polygon.
Typically, the visibility from a point is represemat as a sub-polygon d&?. After the
visibility is obtained for all valid camera placemtg an overall coverage map can be
calculated and the best placements chosen.

We consider two types of visibility: vertex andlfulhe result of vertex visibility
is simply a weighted, connected graph depictingeaitices that can “see” each other and
therefore have Euclidean distance. Instead of apsiygon representing the visibility,
we only have amxn Boolean matrix VIS which is true if vertex; is directly visible
from vertexv;, and vice-versa. Thus, VIg] is also true if the pair is directly visible to
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Figure 18. (a) Area that is not visible, (b) Vidityi polygon, (c) Camera view, (d) Occluded caméiraw,
and (e) Out of polygon camera view.

each other. This type of visibility is especiallgeful for shortest-path operations, such as
Dijkstra’s algorithm [Dijkstra, 1959].

The result of full visibility is a sub-polygon d? consisting of all visible line
segments from some poirtwithin the polygon. The line segments consistrehtiof
points on the perimeter ¢&f. Once calculated, we can use an estimated camedalm
consisting of pan angle, field of view angle, depthfield, and spatial resolution to
simulate the actual coverage of that camera. Basdtiese parameters, we can calculate
a coverage arcFQV, r, ) for the camera with radius, field of view, FOV, and pan
angle,f. Afterwards, a set intersection of the coveragenath the visibility polygon will
give us a good estimate of the actual camera cgeersgain, see Figure 18 for a visual
model of this process.

There exists a naive approach to solving the \Vitsibpolygon problem.
Essentially, for each vertex, i = 1, 2, ...,n, we draw an imaginary edge;, to all other
verticesv;, j = 1, 2, ...,n, j#1, and test for intersection with all edges not adjatev; or
v;. The overall worst-case complexity is &(nHowever, if we find an intersection, we
can immediately break the testing of edges, dethlaeair not visible, and move to the
next edge,gj+1. Additionally, we can also simplify the algorithm balizing that
visibility between vertices andj implies visibility between verticgsandi, or VIS(i, j) =
VIS(j, i). Therefore, we only test the imaginaryged,g;, betweenv, i = 1, 2, .., n, and
Vvj, ] = i+1, i+2, ...,n. The full algorithm is shown below.

While fine for small polygons with few vertices,etr()(rf’) complexity can
become troublesome as the polygons gain more eerti& faster O(flogn) textbook
alternative is presented in Berg, et al. [2000jh&salgorithm VisibilityGraph(S), but not
implemented here. Additionally, the visibility gfapmust be calculated for individual
points on the interior or boundary of the polygdn.accomplish this task, a modification
of the previous naive algorithm was implemented.e Selgorithm VIS =
VertexVisibility(p, v, n).

The notion of vertex visibility will be revisitedni further sections when
implementing complete visibility polygons and findishortest-paths. Next, however, an
existing complete visibility algorithm is examined.
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Algorithm VIS = VertexVisibility(v, n)

Input x- and y-coordinates of the n verticesj ¥ 1, 2, ..., n, of polygon, P.

Output | n x n visibility matrix, VIS, where VIS(i,j¥ true if v is visible from y.

fori=1ton
VIS(i, i) € true
forj=i+1ton
visedge< edge(v(i), v(j))
test false
fork=1ton
testEdgé- edge(v(k), v(next(k)))
if intersect(visEdge, testEdge)
tes€ true
break
endif
endfor
if not(test)
VIS(i, ))& true
VIS(j, i)& true
endif
endfor
endfor
return VIS

Algorithm VIS = VertexVisibility(p, v, n)

Input Point, p, and the x- and y-coordinates of theertices, v i =1, 2, ..., n, oOf
polygon, P.

Output | Length n visibility vector, VIS, where VI$(s true if v is visible from p.

fori=1ton
visEdge< edge(p, v(i))
test& false
forj=1ton
testEdge& edge(v(k), v(next(k)))
if intersect(visEdge, testEdge)
tesk true
break
endif
endfor
if not(test)
VIS(i) € true
endif
endfor
return VIS
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2.3.3 Erdem and Sclaroff's Radial Sweep for Visibity Polygons

Testing for intersection with each edge needlesslyeases the complexity of the
algorithm. Therefore, Erdem and Sclaroff's O(nlodgtgdial Sweep algorithm [Erdem,
2006], an extension of the vertex visibility algbms by Berg, et al., was implemented.
The algorithm sweeps an imaginary ray radially acbuhe pointx and checks for
intersections at each vertex it encounters. Theresult is a polygon constructed entirely
of visible line segments.

First, the Radial Sweep algorithm converts the eligieto polar coordinates
relative to the pointx. Secondly, any edges that are intersectéd=a0 byx are split into
two separate edges. The start and end verticdeedfdlit edge are the start vertex of the
first edge and the end vertex of the second ed@gpectively. The end vertex of the first
edge is the intersection &t= 2rt. The start vertex of the second edge is the same
intersection a®) = 0. These edges allow for easier processing guhe radial sweep
phase, since we won'’t deal with zero-crossings. RadialSweep algorithm is shown in
Figure 19.

Next, backwards-facing edges (where the end veategte of the edge is less
than the start vertex anglé, < 65) are pruned from the edge list. Backwards-facithges
cannot be seen from and are removed to save processing time later. &vetloen
construct the listQ, with an entry for each endpoint in the edgeifighe form @, r;, &),
whered is the polar angle; is the radius, and is the incident edge of the endpoint. If
not attached to a backwards-facing edge, eachxveitebe represented twice — first as
the end vertex of the previous edge and seconkeastart vertex of the next edge. Thus,
the list Q can have up tonZ2entries. After construction, the list Q is sorted
lexicographically increasing order of polar anghel @hen radius (end vertex entries are
considered less than start vertex entries). . Eig0rdepicts the process [Erdem, 2006].

With the initial data structure creation complétes algorithm can proceed with
the radial sweep. Using the ordered I3f,each vertex is handled based on being a start
or end vertex, and the type of intersections pd¢ssibype 1 intersections project the
“shadow” of an end vertex onto the edge behind.eT§@dntersections occur at an edge
closer tox than the target start vertex (usually when thatexes the end of a backwards-
facing edge). Finally, Type 3 intersections profibet “shadow” of a start vertex onto the
edge behind.

The insert function used during Type 2 processing managesirtgertion of
candidate edges into the sorted list by their dgdfromx (ascending). Event point type
cases can be seen in Figure 21 [Erdem, 2006]. idddity, if the top three vertices of
the visibility polygon are ever found to be collame(which can happen with Type 2
intersections or the pseudo-vertices created l®rsattingx at 6 = 0), the superfluous
middle point is removed. Once all vertices in tia, IQ, have been processed, the
complete visibility polygon for pointx, has been found. Pseudo-code for the Radial
Sweep algorithm is presented below [Erdem, 2006].
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Algorithm 1: FindVisibilitvPolvgon{ ELC x)

ioput
output: PV, the list of vertices of the visibality polygon

begin
Convert ELC to its polar coordinates, ELP |

Prune all backward facing odges;

Construct the cdge list Q) ;

Sort Q in lexicographically ascending order;
8L — NULL;

PY +— NULL
CurrentVertex — pop (Q};
Activebdpe + incidentedgeof {CurentVertex),

push [CurrertVertex PV,

while @ # NULL do
CurrentVertex « pop [(Q),

while The top three vertices i PV are collineer do
| delete [The 2 vertex in PV,
ondw
endw
end

- Edge list ELC and a poit x mside the polvgon.

BandleEventPoint |CurrentVertex ActiveEdge PV SLE

Function HandleEventPoint(Current Verfer, Activeldge, PV, SL)

input : The cwrent vertex CurrentVertex, the active edge
ActiveEdge, the visibility polvgon PV and the sorted
list 51

output: The function operates on the input parameters,

begin
TYFEI if (CurrentVertex 15 an end vertex] AND (incidentedgeof
(CurrentVertex) == Activeldge) then
push [CurrentVertex PV,
while 5L # MNULL do
¢+ head (SL);
if endverterof (c) = CurrentVertex then
k +— intersect (¢, CurrentVertex);
push [k PV
ActiveEdge +—
break;
cndil
pop (5L}
endw
enif
if CurrentVertex is a start verier then
k — intersect (ActiveEdge, CurrentWertex);
& — incidentedgeof (CurrentVertex);
TYPEZ if radiusof (k) < radiusof (CurrentVertex) then
2.3 insert (e SL);
endif
TYPES if radwsof (k] > radwsof (CurrentVertex) then
push [k,PV);
push [CurrentVertex PV},
ActiveEdge — &
endif 19
endif
end

Figure 19. RadialSweep Algorithms: (a) Finding tisability polygons and (b) Handling event points
[Erdem & Sclaroff].
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3. UAV Helicopter Control System

The overall application of this project is towargomatic, persistent wide-area
surveillance. The complete envisioned solution woumlclude optimally placed video
cameras using networked automatic intruder deteciad localization software, remote
ground control system (GCS) software, and an iefaar/tracker UAV helicopter
system. Previous work by this author has focusedfioding the optimal camera
placements. Here, the focus will be on the desiga complete R/C helicopter control
system for the interceptor/tracker UAV helicoptercluding a central ground control
system software package.

The system block diagram for the complete pensigarveillance system can be
seen in Figure 22. The face detection and locabzapresented later in this chapter
yields the estimated location of a subject withie guarded perimeter. By following
these estimated positions, or waypoints, the stilgaa be initially intercepted and
tracked by the UAV helicopter. Thus, an end goahad project is the development of a
helicopter UAV control system towards waypoint-teling.

This type of flight control system can be broketoithree coarse components: (1)
system modeling and dynamics characterization fé@)iback-loop flight stabilization,
and (3) waypoint-following. The first concern wile the system modeling of the IRIS
electric helicopter towards stabilized hoveringteMfvards, the waypoint-following can
be implemented as a controlled translation whilentaining a stable hover.

Optimization Time
Parameters Constraint
v
Aras Multi-Camera | Slalelar=E =g
Layout Optimized Interceptor
Planner Planner
A A
Camera Robot
; Parameters Parameters
Stationary
Cameras
Video
Onboard
Video A
Trained
Classifier PIAD IneArtiaI
CLECEES Constants Sensor
Inputs Parameters _

Figure 22. Persistent surveillance system blocirdia.
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This chapter will first cover sensor placementnplag techniques along with a
simple, associated method of optimally-placing @ernceptor within the area. Next, the
helicopter’s PID-based flight control system widl Bescribed in detail.

3.1 Sensor Planning

Complete surveillance and monitoring of large ootdareas requires significant
manpower, equipment, planning, and the constantanice of its guards. ldeally, we
would like to replace the individual human respbiigies with automated solutions —
minimizing both risk and cost if possible. This @t describes a multi-camera system
combined with a mobile unmanned air vehicle (UA¥sigined to autonomously perform
wide-area reconnaissance and intruder trackingndoar/outdoor environments. This
automated solution allows for better overall monitg with less human involvement.

While a detailed model of real-world environmentswd produce the most
accurate results, three-dimensional modeling ig eemputationally expensive and data-
intensive. Therefore, real-world environments greraximated by their two-dimensional
floor plans and layouts. Furthermore, the floorngldhemselves can be interpreted as
polygons composed of ordered sets okrtices. These simplifications allow for complex
visibility and coverage algorithms to be feasibiéhim reasonable time constraints.

This section will begin by describing two algorittndeveloped by the author
while exploring sensor placement planning. These tigorithms serve as simple
methods of generating visibility polygons given @om layout and a viewing point.
However, all final experiments are performed withi@mplemented version of Erdem and
Sclaroff's Radial Sweep algorithm.

Next, edge intersection, unique points, and owtligill be examined over two
sections. These are problematic issues that casecaurors and crashes in visibility
polygon generation.

Camera modeling techniques for both fixed and Pa@eras comprise the next
two sections, with some variations depending onaghalication. Afterwards, a method
for best-mask searching is described along wittvaisable constraints. Next, shortest-
path placement of an interceptor is examined amgblation proposed. Finally, the
implementation of a simple OpenCV-based intrudéed®n and localization system is
described.

3.1.1 Vertex Visibility Polygons from Room Layout

Before implementation of Erdem and Sclaroff's Ra@aeep, an attempt was
made to write an original vertex visibility polygagorithm based on sweeping the
polygon. This algorithm focuses on finding the bisiy polygons for every vertex in the
layout polygon instead of an arbitrary point withime polygon. The final goal is to
combine the vertex visibility polygon results withe vertex guard results from the Art
Gallery solution and achieve a complete coverage \wtn fewer cameras.

Essentially, the algorithm tries to connect visiblee segments with “shadow”
projections onto edges behind these segments. f&aeha projection is found, the
algorithm then “slides” along that intersected etigthe next visible vertex. Ideally, non-
visible target vertices are skipped over. Exceptioncur when an edge is intersected
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between a target vertex and the main vertex. Therithm details for each case are
explained below.

For each vertex, the algorithm traverses to eabhrotertex on the perimeter of
the polygon in counter-clockwise order, beginning @nding with the main vertex, v(i).
Each time the algorithm travels to a target ver@Y, it checks for intersections with the
edge created between the main vertex and the taegetx, and all other edges in the
polygon. Successful intersections are inserted amt@scending sorted list, SL, based on
radius from the main vertex.

If no intersections are found, then the targeteserhust be directly visible from
the main vertex. Thus, we can simply push the targeex onto the visibility polygon
list, PV, and set CV to the next vertex on the mpeter (moving in counter-clockwise
order). This is the simplest case.

On the other hand, if an intersection is found thaloser to the main vertex than
the target vertex, then the target vertex is chadrnigethe start vertex of the closest
intersected edge, and a flag is set. This flag véllused to determine the outcome of the
next case of the algorithm, when the closest ietgien is farther away than the target
vertex.

If all intersections are at a greater distance thantarget vertex, then that vertex
must be directly visible from the main vertex adlwEhe next visible point should be a
“shadow” projection onto an edge behind the takgatex. For most cases, the target
vertex and the top of the sorted list (the closewrsection) are both pushed (in that
order) onto the visibility polygon list. Also, tharget vertex “slides” to the end vertex of
the intersected edge, which will be tested forrgeetions in the next iteration of the
algorithm.

However, if the last iteration of the algorithm setflag, then the two points
(target vertex and edge/shadow intersection) asheu in reverse order (implying the
shadow/edge intersection comes before the targ@éxvén counter-clockwise order).
Furthermore, we set CV to the next vertex on thegter from the target vertex.

A complete traversal of the polygon perimeter gnaled by arrival back at the
main vertex, and should net the visibility polyg@necaveatto note: this algorithm was
designed and coded on-the-fly, and is sure to Isawveral bugs. Some polygons prove
too difficult for the algorithm to converge, andhet real-world problems, such as
collinear vertices separated by gaps, often conflasdntersection algorithm and cause
malfunction. However, adequate results were obtharel used to calculate a complete
coverage map for multiple simple polygons, presgrite the Results section of this
paper.

The pseudo code for the VertexVisibilityPolygongaaithm is presented below.
The insert function with only two argumentsjnsert(item, list), used in this
implementation has two special modifications froammal list insertion functions. First,
the function automatically inserts the item int@ thscending sorted list at the correct
position. Secondly, the function returns the positat which it inserted the item. When
three arguments are specifiegdsert(item, position, list), the item is inserted at the
specified position as normal.
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Algorithm VertexVisibilityPolygons(v, n)
Input x- and y-coordinates of the n verticesj ¥ 1, 2, ..., n, of polygon, P.
Output | Vertex visibility polygons, PV(i), fori =2, ..., n
fori=1ton push(CV, PV(i))
CV € next(i) push(k, PV(i))
flag < false C\& next(s)
while CV# v(i) else
SL< NULL push(k, PV(i))
SVL< NULL push(CV, PV(i))
PV(i)< NULL C\K- next(CV)
visEdge< edge(v(i), CV) endif
forj=1ton flag& false
testEdgé- edge(v(j), v(next(j))) else
k& intersect(visEdge, testEdge) CV& s
if k#NULL flag& true
po%- insert(k, SL) endif
insert(v(j), pos, SVL) else
endif push(CV, PV(i))
endfor CV<& next(CV)
if SL# NULL endif
k& head(SL) endwhile
s¢ head(SVL) endfor
if distance(k, v(i)> distance(CV, return PV
v(i))
if not(flag)

3.1.2 Vertex Visibility Polygons from Visibility Graph

When the vertex visibility graph is already knowimding the vertex visibility
polygons becomes an easier task. Since a workismility graph algorithm was
implemented for the shortest-path section of thiggp, a second visibility algorithm was
created to calculate visibility polygons directtgrin the visibility graph.

This algorithm works in a similar fashion to theeoim the previous section by
traversing each of the vertices in counter-clockwisder around the polygon. However,
advantage is taken af priori knowledge of the visibility graph. This informatias used
to narrow down a list of candidate edges with wheelth target vertex could possibly
intersect. Furthermore, only the visible vertice=edah be considered as target vertex
candidates, not all vertices of the polygon. Alsahe trivial case of a completely-visible
point, it's immediately known that the visibilityofygon is equal to the entire polygon.

In essence, the visibility problem narrows down dosingle case where
intersections are farther away than the targeexgdince the target vertices are known to
be visible). Therefore, we traverse the verticesroter around the perimeter and search
for “gaps.” A gap is simply a non-visible vertex, set of vertices, between two visible
vertices. Once a gap is found, we intersect thewisible target vertices with all edges
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contained within the gap. The closest intersectifurseach target vertex (if any are
found) are then included in the visibility polygddy, as shadow projections onto back
edges. Either one or both of the surrounding vididet vertices will project onto the
back edges.

In summary, this algorithm performs the followingeoations (presented at a
high-level):

Initial visible polygon is given by all visibleertices connected in order.

Find any gaps in the visible vertices (immediaggghbors not connected in the

visible polygon).

3. Fill each gap by intersecting the two visibleles defining the gap with the edges
contained within the gap.

4. Add closest intersected edge for each visibéerto visible polygon.

A

A sample polygon is shown in Figure 23 with colotews depicting important
features. The polygon perimeter is colored in bllibe visibility polygon for the
reference point (the leftmost vertex) is colored. r€he visibility graph has green lines
drawn between the reference point and visible eesti which are also circled in green.
Finally, the gaps between visible vertices are ected with yellow lines. In this
example, both of the center visible nodes (conmkoiegreen lines) sit on opposite edges
of the same gap and both project onto an edge telionversely, the other two gaps
only have one visible vertex (those adjacent tortference vertex) projected onto an
edge behind.

Note that this algorithm is still less efficientatihnthe Radial Sweep proposed by
Erdem and Sclaroff [5], which will be discussedhe next section. However, using the
polar angles and radii of the vertices in the gamarrow the list of edge-intersection
candidates should produce similar efficiency. Tuk fseudo code for the intersection
algorithm, ck = findClosestintersection(edge, edglused in the visibility algorithm is
presented first, followed by the full visibility g@drithm, PV =
VisibilityPolygonsFromGraph(p, v, n). Note that thetersect function tests each
candidate edge against the half-line emanating fpomt, p, with slope equal to that of
refEdge
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Figure 23. Visibility polygon example.
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3.1.3 Edge Intersection

Even the perfectly-defined algorithm stated in tertd pseudo code might not
transfer easily into a programming language. Séviesues with these algorithms in
practice came up along the way, and will be disedis®low.

The intersect function proved to be difficult toglament since no details were
given on its method. The distance of an edge froim directly related to the angle of
intersection. In general, the distance decreasdbeaangle increases between the start
vertex of the edge and the closest point. The mistancreases as the angle increases
between the closest point and the end vertex otdinelidate edge. The closest point on
the candidate edge occurs when the intersecting edgerpendicular to it. The non-
linearity of the distance as a function of intetsegangle makes edge distance difficult
to estimate without calculating the intersectioinpd-or the purposes of the experiment,
multiple methods of maintaining the sorted edgeuisre implemented: distance to the
start vertex (given), distance to the end vertexefg, and averaging the distances to the
start and end vertices. In general, none provecrgupfor solving difficult “spiral”
polygons. The problem of sorting the edge list sat@lly remains open in this paper.

The many implementations of a versatile visibilglgorithm discussed in this
chapter shared many common elements, particulagyheavy-use of edge intersection.
Edge intersection is the heart of visibility altdger. This task that's extremely easy for
the human eye to accomplish is fraught with ditfigwhen assigned to a computer. A
few practical issues with intersection are mentibhere for relavence.

The foremost problem is rounding-error. Nothing n®re frustrating to an
implementation author than receiving an intersechack atX, y) = (8.275E-14, 2.435E-
14) and having comparisons tq y¥) = (0, 0) fail. Solving these frequent roundingoer
problems is easiest by setting a minimum toleraradae. Instead of testing for exact
equality, the points are tested for distance leas the tolerance.

Occasionally, parallel lines are checked for irgeti®n which, obviously, fails
and can crash the implementation. Coincident liceas also frequently cause program
crashes. This is another variation of rounding+etvat more difficult to troubleshoot.

When a visible “shadow” falls exactly along an &xrig edge, the intersection
frequently occurs at a vertex. While this occureei& obvious to the human eye, the
algorithm calculates the intersection manually ret vertex coordinates — sometimes
creating an extra non-unique visibility vertex wibme rounding error. These need to be
manually checked against existing vertices at eseh, or filtered out during the final
“clean-up” pass at the end.

T-intersections can sometimes prove problemati@s&hoccur when a shadow
falls in the center of an existing edge. Howevke talculated intersection point (with
rounding error) can be erroneously interpretedhmton as not coincident between the
edge’s endpoints. If the rounding error puts ther nertex outside the polygon, further
sweeps around the polygon can fail and crash tp&ementation.

This section is only a brief mention of observedyeedntersection problems
generally caused by rounding error.
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3.1.4 Filtering Unique Points and Outliers from theVisibility Polygon

For the implementation of Erdem & Sclaroff's Rad&beep algorithm [5], the
removal of collinear vertices was not includediéasl, all pushed points were saved and
post-processed for coherency. Two problems tygicatcur with the algorithm that can
cause potential errors when using the visibilityygon in further calculations: repeated
points and outliers. However, the removal of repeaioints can fix both problems — if
done carefully.

First, since each vertex can listed in the edge @, twice, and parts of the
algorithm that push a vertex and its shadow push uertices at once, a single unique
edge point can sometimes be listed in the visybdilygon two, three, or even four times
— typically in a row. Removing these repeated iindbm the visibility polygon data
structure reduces the unnecessary complexity asichdancy. Additionally, these points
might have a small amount of rounding-error if cddted as an intersection; therefore,
the points must be compared carefully within a git@erance.

Algorithm ck = findClosestiIntersection(refEdge, edgeList)

Input Reference edge, refEdge, and list of potemtiarsecting edges, edgeList.

Output | Closest intersection, ck, of refEdge andetthgeList.

ck € INFINITY
while not( empty(edgeList) )
canEdge<— pop(edgelList)
k < intersect(refEdge, canEdge)
if radius(k) < radius(ck)
ck< k
endif
endwhile
return ck

Second, nonsensical outliers sometimes crop uphénalgorithm in practice.
These outliers occur due either to an unfound butpe implementation or possibly due
to the problems of maintaining the sorted I8k, without calculating edge intersections
at each step. Currently, a definitive answer toirteistence has not been found.
However, a post-processing outlier solution canirmuded in the phase where the
visibility polygon data structure is made unique.

The duplicate point- and outlier-removal algorithoegins by checking for
duplicate points to the first point &V at the beginning and end of the list and adjusting
the list’s size so these points are ignored inrtuttalculations. Essentially, indeis set
to the index of the last duplicate point at theibepg of the list. Indexh is set to the
first duplicate point at the end of the list. Th& is then clipped to the portion between
indicesi andn.

Next, for each pointp;, i <n, in the list,PV, we check all pointgy;, j =i+1,i+2, ..., n,
that follow it in the list for duplicates. If a dligate is found at indek we clip all points
between indices andj from the list by setting = j. The first part of this algorithm,
analyzing the list for duplicates to the first poim, takes linear time. The second part
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outer loop takes linear timen  d, wheren is the length ofPV andd the number of
duplicate points ofs that were removed). The second part inner loopateg on the
portion of the list from index+1 ton-d, taking logarithmic time. The total complexity is
O(n + nlog n), or O(n log n). Since the original Erdem and Sclaroff Radial Swee
algorithm also take®(nlog n) time [5], there is no increase in overall compigxi

Algorithm PV = VisibilityPolygonsFromGraph(p, v, n)
Input Point, p, and the x- and y-coordinates of theertices, v i = 1, 2, ..., n, of
polygon, P.
Output | Vertex visibility polygon, PV, for point, p.
VIS < VertexVisibility(p, v, n) k&findClosestintersection(e, GEL)
PV < NULL if k#NULL
GEL < NULL push(k, PV)
SV & head(v) end
GSV < NULL GEL< NULL
while not( VIS(SV) ) endif
SV & next(SV) push(CV, PV)
end else
CV ¢« SV if GEL = NULL
while CV# SV GSW CV
if VIS(CV) endif
if GEL# NULL e< edge(CV, next(CV))
e< edge(p, GSV) push(e, GEL)
k&findClosestintersection(e, GEL) endif
if k= NULL CV € next(CV)
push(k, PV) endwhile
end return PV
e< edge(p, CV)

3.1.5 Fixed Camera Modeling

For modeling the two primary camera types, an @yt based on “probability of
detection” was used. Here, a positive detectioarobbject at poink indicates that the
camera is in the proper orientation and foveatmrview pointx and meet minimum
spatial resolution requirements. For fixed cameths, viewing frustum is fixed at a
specific orientation and field of view (or spatrakolution). However, PTZ cameras can
change orientation and field of view while onliteading to the concept of “probability
of detection.”

As stated in the definition of a detection, thelyadoility of detection is simply the
probability of the camera being in a valid oriertatand lens foveation to meet spatial
resolution requirements at each paitThis probability falls off with radial distance
from the camera and also angular distance fronottiggnal orientation.

Fixed camera modeling is very simple for the muat. For the 2-D layout, the
camera mask is a binary combination of three lessmks: (1) visibility mask, (2) field
of view mask, and (3) spatial resolution mask.
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The visibility polygon is calculated by Radial Syweand discretized using an
inpolygon() function to form the visibility maskoF calculating field of view and spatial
resolution masks, the polar coordinates of the rommst be calculated relative to the test
point. Then, using the test orientation for refeesnall points within half of the
maximum field of view on each side of the referendentation are within the field of
view mask.

The spatial resolution uses the polar radius ivgab the test point. Using the
static field of view for reference, the maximum itedvisible to the camera with spatial
resolution greater than or equal to the minimunovedble spatial resolution can be
calculated. All points within the calculated radare part of the spatial resolution mask.
See Figure 24 [Erdem & Sclaroff, 2005] for an ovexwof visibility masks.

Algorithm unique(PV, n)

Input Visibility polygon list, PV, with n elements

Output | Unique visibility polygon list, VP, with digrs removed

VP & NULL endif
i< 1 endfor

forj=2ton/2 whilei<n

if PV(j) = PV(1)

push(PV(i), VP)

1< ] forj=i+lton
endif if PV(i) = PV())
endfor i<j
forj=n/2ton endif
if PV(j) = PV(1) endfor
n<& -1 endwhile
break return VP

s

rrrrrr
||||||

Figure 24. Calculating Visibility for a 2-D Room thiSpatial Resolution Consideraiton: (a) typicaaar
with camera point; (b) visibility mask; (c) maximwpatial recognition radius; and (d) field of view.

50



Two other considerations can also come into plapedding on the system goals.
The first is camera tilt. If the cameras are alwaysumed to be facing straight out at face
level, the 3-D room can be interpreted simply a&-@ plane at the mounted height.
However, many real-world situations call for thenesas to be placed higher. In these
cases, the camera’s 3-D viewing frustum can beeptef onto the ground plane (at
height, h) and the radius and spatial resolution masks eanalculated using the new
projected view.

Figure 25 depicts simple diagrams of camera tiltl gmojection. The total
coverage for each point in the room can be caledlas follows:

1. Simple 3-D projection of image plane onto tlweflplane.

2. Visibility based on vertical and horizontal @isl of view, tilt angle, and height
from floor.

3. Probability of coverage based on spatial reswiufinear).

Secondly, the minimum spatial resolution might heta hard limit as depicted
above. In this case, the camera mask is not bianstead, it can be interpreted as a
“probability of coverage,” where the values rangenf O to 1 depending on the
probability that an intruder will be detected usitlie given location and camera
parameters. This concept will be explored furthethe PTZ camera modeling.

For fixed cameras, “probability of coverage” cogichply mean the extension of
the coverage past the previous hard limit at theimmim spatial resolution radius. The
probability of detection remains one (or true) aghe hard limit, at which point it drops
off according to some function of the radius aagproaches infinity. Good candidates
for this function are linearly-decreasing or expairea.

The resulting equations are presented as Equatidtete, the mounting height
and tilt angles are constant and pre-determinedheCa parameters such as maximum
field of view (Brov) also play a part in determining the maximum viblg@aange to meet
spatial recognition requirements.

Equation 1. Calculating Coverage for a Tilted Fixezmera
H =const ¢, ; =const

Pp=0-0y5,~ TS @Y<TT

r,=H tar(¢TILT + IBTZH_T j’ ro=H tar(¢TILT - IBTZH_T j

X

n

“cosp’ " cosp

r=yr?+H?
VD{(X"'S e ')D(MJF—ZOVJ D(rls SRDF; j}
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Figure 25. Accounting for tilt when modeling fixedmeras: (a) side view, and (b) overhead view.

3.1.6 Pan-Tilt-Zoom (PTZ) Camera Modeling

For pan-tilt-zoom cameras, probability of coveraggmes in to play in the
majority of placements. Two methods of PTZ cameaal@ling are presented below for
two different scenarios. In the first, the PTZ caanis assumed to pan back and forth at a
constant rate over the entire viewing range. Saaceeras are assumed to be mounted on
walls only, the viewing range is always the edgglarmat the test point. In the second
case, the camera is allowed to panf/tilt to randamsitipns according to a Gaussian
probability distribution. The unpredictable behavad the camera makes it much more
difficult for an intruder to slip past.

For the simpler case of constant panning, a fevgidenations must first be made.
The first is the radius of the farthest point withthe visibility mask. Knowing this
distance, the minimum field of view can be calcedhtFurthermore, knowing the total
viewing angle of the visibility mask and using ttedculated minimum field of view as
the viewable portion at any given time, the pargesnand final probability of coverage
can be calculated.

Equation 2. Simple PTZ Modeling

- minl P
Orov = mm(@j!al:ov < Grov < Brov

Y=0-0,5,~T<@P<TT

Ocover = MIN(Bepcess Boan + Grov)
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The probability that each point will be visible aty given time can be calculated as
follows:

1. Find minimum zoom to view each point at minimuspatial resolution
requirement.

2. Find panftilt ranges around point using cal@datooms.

3. Calculate probability of being in a valid P-Z &ach point.

For the second case of a random orientation cartteggorocess is very similar.
However, a Gaussian distribution is applied insteddthe linear mapping of the
probability distribution within the edge angle. Thenter position is preferred and is
therefore the mean of the distribution. The stathd@eviation of the distribution is
adjusted to encompass the entire edge angle rah@&o9of the time (three standard
deviations). A similar process can be applied tthljgan and tilt ranges, depending on
the application.

The probability that each point will be visibleaty given time can be calculated
as follows:

1. Find minimum zoom to view each point at minimuspatial resolution
requirement.
2. Find panftilt ranges around point using cal@datooms.

3. Calculate probability of being in a valid P-T-Z &&ach point.

Furthermore, a two-step detection system can iddteaassumed. In this case, the
first step is motion detection through optic fldRetected motion causes the PTZ camera
to foveate on the location (increasing spatial ltggm). Object detection can then be
performed on the higher resolution images. For $igitem, the cameras are allowed to
remain at the maximum field of view that would Is@llow for adequate motion
detection. However, the total coverage encompaasgmn-tilt-zoom combinations that
meet minimum spatial resolution requirements.

Equation 3. Zoom Terms for Probability-based PT€ea Modeling
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Equation 4. Pan Terms for Probability-based PTZ &€anModeling
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Equation 5. Tilt Terms for Probability-based PTZnhi&aa Modeling
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3.1.7 Best Mask Combination Searching

First the visibility masks are calculated, follalvby several camera masks for
each test point (corresponding to different cantgras and orientations). Next, the entire
mask set can be searched for the best combindtainytelds optimized characteristics

according to the input constraints.

The (typically) foremost important constraint isvecage. Usually only a
minimum percent coverage amount is specified, ®cB0%. A point is “covered” if it
lies within at least one camera mask within theutsoh set. The sum of the covered
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points divided by the sum of all in-polygon poigtslds the coverage. Once the coverage
requirements are met, optimization attempts to mize other characteristics.

The second constraint typically to be minimizedast. Cost can be interpreted as
a monetary amount, a flat-rate per camera (minimgizthe number of cameras),
bandwidth usage per camera, etc. The typical op&iticn goal of sensor planning is cost
minimization and coverage maximization.

Probability of detection is another important seaconstraint. Each point in each
camera mask is assigned a probability of being reavat any given time according to
camera modeling. In the solution mask set, theallvprobability of coverage for each
point can be analyzed for feasibility. The probi&pitan be thresholded to determine if a
point is covered. The probability can be combineeach point for multiple cameras,
yielding an overall probability that at least oreamera can “see” the point at any given
time. Or, the probabilities can simply be addedrdkie entire solution mask to determine
overall coverage. However, including probabilitycoiverage requires a slightly different
algorithm with much higher storage requirements emdputational complexity (floating
point versus binary operations).

Worst-case foveation time (WCFT) is simply a measf a given camera mask’s
ability to foveate on any given point at any giveéme. Actually, two worst-case
situations can be examined. In the first, the camestarting orientation is always at the
default (typically, the edge bisector). The worsse foveation time is simply the time to
pan to the farthest edge. In the second caseathera can be in any starting orientation.
The worst-case time here is generally the time @o from one edge to the other.
Basically, it allows a hard-limit on how fast artrirder can move through the scene and
still be detected. Limiting the WCFT to zero ess#lytdisallows panning completely.

Each node in the search tree is dynamically geedi@td comprised of
o Set of m masks, where m equals the depth of the nod
o Binary union (OR) of all masks in the set
o Total cost of all masks, C
o Worst-case foveation time, max(T)
* Minimum Coverage, S
0 S=0: Any minimized coverage is valid.
o S>0: Limit minimum coverage for a valid solution
* Maximum Cost, C
0 C<O0: Ignore cost during search
0 C>0: Limit cost for a valid solution
0 C- o0 Any minimized cost is valid
e Maximum Foveation Time, T
0 T<O: Ignore foveation time during search
0 T=0: Foveation time must be zero (fixed camerag)onl
0 T>O0: Limit foveation time to T seconds.
0 T-o0: Any minimized foveation time is valid.
* Probability of Coverage, P
o P=0: Any probability of coverage is valid.
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o P>0: Coverage probability must be greater tharstioiel, P.
0 P=1: Must have 100% probability (fixed cameras hnly

Branch-and-bound searching is a textbook methodhliking an optimized set of
choices and is particularly useful for combinatopeoblems. Essentially, the solution
space is searched exhaustively while unpromisinggnaes are pruned. The
implementation used here is fairly generic. All gibfe combinations of masks are
explored in a breadth-first manner. Avenues thattdoeet constraints (cost is higher or
coverage is lower than the best set found so farpained from the search tree.

Algorithm pseudo code is below. For sensor planniing inputs would include a
set of visibility masks and associated costs aeddisired coverage. The output would
include the minimized cost to meet coverage requérgs and the corresponding camera
mask subset.

3.1.8 Shortest-Path Interceptor Placement

A sub-problem of sensor planning for the purpasgethis automatic surveillance
system utilizing an interceptor robot is findingetlbest location for the robot to be
located. Thus, the time to intercept an intrudeargt entry point is minimized. Here, the
maximum allowable time-to-intercept and speed o tobot are given. Thus, the
maximum radius of interception can be calculated.

Algorithm bfs(v, depth)

Input Vertices, v, constraints, costs, and maxidep

Output | Optimized vertices combination to meet c@msts

Initial Call
maxDepth := length(v)
for depth := 1, 2, ..., maxDepth
bfs(v, depth)
Simplified Algorithm
bfs(v, depth)
if process(v) meets min. regs. OR depth =0
maxDepth := depth
return
mark v as visited
for all vertices i adjacent to v not visited
bfs(i, depth-1)

Shortest-path calculation is an extension of Misybicombined with graph-
searching. Once the vertex visibility graph is ai#d for a polygon, edges are drawn
between all visible nodes with weight equal to Kledn distance. Finding the shortest
path between a single vertex and all other vertmeghe perimeter is then simply a
matter of applying Dijkstra’s greedy algorithm [Ksjra, 1959].

In an automatic surveillance system where a rokotwvailable for intruder
interception, one important task is determininglilst location to place the robot within
the monitored area. Assuming the robot interceytsiders by traveling to or gaining line
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of sight on the point of intrusion, the goal isminimize the distance to all points on the
perimeter. In the case of a star convex polygorifigaa point or points in the interior
that are visible from any point on the perimetem®, can place the robot at a star convex
point and achieve Euclidean distance to all poamtghe boundary. However, few real-
world areas will be star convex. Therefore, thipexkment calculated the shortest paths
between all vertices using the weighted visibiitaph (obtained using the algorithm in
section 4.1) and Dijkstra’s algorithm. Furthermdhes centroid of the polygon was tested
for viability as the best placement for the robotases where the centroid lies within the
polygon.

The results of the shortest path calculation wellused throughout this section in
an attempt to find the best placement for one orennobots within the monitored area.
The centroid is the center of mass for a polygonessence, the centroid is the X-Y
balance point for an object in the real-world. mnfially, it can be considered the
“average” of all points within the object. The aandl of a polygon with N vertices can
be calculated using simple equations. The equatawasimplemented in the centroid
algorithm.

Equation 6. Centroid of a Polygon

1 N-1
A= EZ(Xi Yier = Xiai)
i=0
+ Xi+1)(xi Yia ~ Xi+1yi)

CX
c + Y1) (X Visg = X i)

y

1 N-1
_a\;(xi
3 1 N-1
= GAZO(V‘

Algorithm p = centroid(PV)

Input Polygon, PV

Output | Centroid, p, of the polygon, PV

n = size(PV)

A=0

cx=0

cy=0

fori=1ton
m = (PV(i)>x) * (next(PV(i))=>y) — (next(PV(i)}>x) * (PV(i)=>Yy)
A=A+m
cx = cx + ((PV(ix) + (next(PV(i))>x)) * m
cy =cy + (PV(ipy) + (next(PV(i)>y)) * m

endfor

A=A/2

cx=cx/(6*A)

cy=cy/(6*A)

p = point(cx, cy)

return p
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Figure 26. Shortest paths from the centroid of lggom (IRIS West).

The centroid formulas were used in experimentatmfind the centroid of the
entire polygon, and also the visible and vertexbiisy polygons. With the centroid's
natural “average” distance to the perimeter andbiity greater than or equal to any
other point on the perimeter (and most points wjthit provides an interesting candidate
point for final placement. Pseudo code for centaailtulation is also presented below.

The robot is not allowed to move directly to thé&ruder upon detection. Instead,
the shortest-path route determined by the inteabrthe polygon must be used.
Otherwise, the centroid of the polygon would previle natural best location for a robot
able to move through walls.

Calculation of the shortest-path can be perforrasihg Dijkstra’s algorithm
[Dijkstra, 1959] on the weighted graph. The weighggeaph is simply the visibility graph
of all test points and the Euclidean distance betwbem.

Because a discretd x W layout of the room was created for sensor planning,
digital image processing can be applied to thedayeth interesting effects. Specifically,
morphological operations can be applied to assidtnding the best placement for an
interceptor robot. Since many morphological operatirequire binary images anyway,
the discrete layout is well-suited to these methods

Finding the skeleton of the layout image is esabytfinding the medial axis.
The boundary is shrunk inwards at a constant mati eollapsed into lines. For images,
this process is the iterative application of thelstonization formula. Or, the image can
be collapsed down to a single point, known as fdding.” Both provide interesting test
points for the shortest-path interceptor placemienthe continuous domain, finding the
skeleton is less computationally expensive ovefdie Voronoi diagram of the polygon
produces the straight skeleton. Once the stralgtieton is found, samples can be taken
and used for test points. Figure 27 depicts a @nmperception mask around an obstacle.
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Figure 27. Calculating the intercept mask aroundlzstacle.

The process for constructing shortest-path masksbeaviewed graphically. This
process is much like finding camera masks with 3&08 of view where the interception
radius is equivalent to the spatial recognitioniusad However, for interception, the
vehicle can follow corners around the interior baany.

1. Calculate the Voronoi diagram, or straight skelgof the (bounded) polygon.
2. Sample all intersections and a few points atbiedine segments.

3. Construct the shortest-path masks for thesgtasts.

4. Perform the branch and bound searching to fietbest placement(s).

In Figure 27, the vehicle has an interception radiuto the edge of the green outer
circle. However, the obstacle must be avoided. Byly pre-calculating the visibility
masks (blue circles) from all vertices and usingk€ra’s shortest-path algorithm at each
test point, the total interception mask simply brees the union of all visibility masks
within radius, r, of the test point, including the test point's owisibility mask.
Therefore, the shortest-path masks algorithm casubenarized in 6 steps.

1. Pre-calculate the visibility polygons and magksall interior vertices of the
area polygon.

2. Pre-calculate the shortest-paths between alticesr using Dijkstra’s
algorithm.

3. For each test point, calculate the visibilityygon and mask.

4. Limit the test point’s visibility mask to radius and store in the interception
mask set.

5. Calculate the shortest-paths to all area vertisgng Dijkstra’s algorithm.

6. For each vertex;, within radiusy, limit the vertex’s visibility mask to radius,
r —ry (wherer, is the distance traveled from the test point tdexg v), and
union the resulting mask with the interception msesk
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3.1.9 Object/Face Recognition and Tracking

The face localization experiments deal with detecand estimating the location
of a person within a known area. These experimeete performed in conjunction with
the larger project of camera placement plannindp wiitomatic intruder detection and a
UAV helicopter interceptor/tracker. In essence, sgstem consists of three parts: (1) a
face detection algorithm, (2) location estimati@ing uncalibrated camera field-of-view
and average face-width, and (3) final Kalman laragstimation.

Testing the sensor planning and interceptor plaoéadgorithms in the real world
requires one more component: intruder detection laadlization. For the purposes of
this experiment, the face of a human intruder ésténget object. In order to maximize the
probability of face recognition, the cameras ar@cet at eye level (as assumed in the
sensor planning). While overhead cameras wouldigeomuch better localization to the
2-D ground plane, they also provide very poor facecognition results. Figure 28
depicts the overall system. The system algorithhsted below.

1. Capture an image frame from live video web camer

2. Apply face detector to image and return bounda@angles of faces within the
image

3. Use simple projective transform to estimateadtise () and angled) with respect

to the camera. Convert polar coordinates to (yay.

Perform Kalman update to better estimate pasitio

Perform Kalman predict to estimate next position

Loop to ' step.

o gk

AdaBoost- Window
Trained Haar Size

Classifier  (Detection Camera
Cascade Req.) Parameters
\ 4 A J

»

Video— Pyramidal Haar | petection | LOCalization

Object Detection [Rectangles]  Estimator
(x,y.w.h)

. Estimated | camera
Time, t | lLocation, llndex’i

(r,8)

A

ESéitn;?eted - K@lﬂ:l@[l ‘Estimated Common
CAR A Filter | Common Plane
4 X .y | Conversion
1 0 At 0 10 0 0 '3
Fof? 0 H:[o 10 0]
0 0 1 0
0 0 0 1

Figure 28. Object/face detection and localizatitotk diagram.
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Face recognition was performed using Intel OpenQ¥e object descriptor
implemented was initially proposed by Paul VioladM01] and later refined by Rainer
Lienhart [Lienhart02]. The classifier is a “cascamfeboosted classifiers working with
haar-like features.”

For testing of frontal face detection, a traineasslfier cascade included with the
OpenCV was used, “haarcascade_frontalface_alt2.Xihis particular detector is a tree-
based 20x20 gentle AdaBoost frontal face detecltso created by Rainer Lienhart.
Thus, the minimum required (ideal) spatial resolutis 20 pixels horizontally and
vertically for sensor planning.

Localization from a camera on the perimeter mouategpproximate eye-level to
a subject can be estimated from the camera’s dufiedd of view and the width of the
detected face (in pixels) within the captured insagrestead of relying on lens calibration
to provide a good estimate of the target's locatianvery coarse estimate will be
provided and improved through Kalman filtering.

Because the maximum fields of view for the camgtayn (horizontal) angBrovn
(vertical), are already known from sensor plannitigpse values will be used in
determining the location of the detected face witkihe X-Y plane. Using simple
geometry and an estimate of average face wiBtl, the polar coordinates can be
determined with respect to the camera axis. Thectleh rectangle within an imagde,is
defined asR. Subscriptsv andh refer to width and height, respectively. The supsc
refers to the object’'s center. The equations foterd@ning the estimated polar
coordinates of the detected face are listed below.

Equation 7. Face localization from detection regtan

R, =R, +
2
. - RWﬁFOVh + arctan itan RhﬁFOVV
21, 3 21,
F

The localization estimate can be greatly improttedugh the use of Kalman
filtering — provided that several frames of theed#td face are available. For position
estimation, we only need a four-state Kalman filbeiposition, y-position, x-velocity,
and y-velocity. No controls are included in thetegs Thus, the equations and Kalman
matrices can be summarized below.
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Equation 8. Kalman Predict

Xx=Fx +Bu (Predicted State)
P=FPF' +Q (Predicted Estimate Covariance)

Equation 9. Kalman Update

y =z—Hx (Innovation or Measurement Residual)
S=HPH' +R (Innovation or Residual Covariance)

K =PH'S*! (Optimal Kalman Gain)

X=X+ Ky (Updated State Estimate)
P=(0-KH)P (Updated Estimate Covariance)

Equation 10. Kalman Matrices

X
x=|7|,
X
y
1 0 At O
01 0 At
F= ,
00 1 O
00 0 1
Q=01l,,,
u=0,
B=0,

R=1,,,
10 0 0 O
0O 10 0 O
P, = ,
0O 0 10 O
10 0 0 10
X
Y. = m0i|
L Yimo
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3.2 Proportional-I ntegral-Derivative (PI D) Control System

PID feedback loops provide the primary automatiotml of the helicopter. The
primary advantage of PID control is its low compigxand robust behavior for real-time
operation. The core control system is comprisetivof primary loops: an inner-loop PID
attitude controller, and an outer-loop PID guidamoatroller (waypoint navigation).
Additionally, various methods of PID tuning and akang towards the UAV helicopter
application will be examined in this section. Nekie controls/servo mixing required to
translate PID outputs into raw servo commands fellbw. The section will conclude
with descriptions of the two final control systerasd their corresponding hardware
configurations.

3.2.1 Hardware

The hardware components of the UAV helicopterhtligontrol system include
the helicopter itself, standard R/C components,oanth orientation sensors, and servo
controllers.

The IRIS helicopter is designed and manufactungdimiature Aircraft, USA.
The model is a .90 size XCell ION?X¥Miniature Aircraft, 2007] electric helicopter.
However, the stock rotor head assembly has beedacezp with the manufacturer’s
similar Tempest 3D model [Miniature Aircraft, 2007he main rotor blades are SAB
810-mm S-cambered (art. 0231) [SAB Composites, R007

The electric motor speed controller is a schulature-40.160WK [schulze
electronik, 2007]. The motor itself is a KéhlerracCompact self-cooling brushless DC
[actro, 2007]. Swash-plate servos are all JR DS&Bdital servos with a JR R649 PCM
9-channel receiver (part of the complete JR XP98@8 package [JR Radios, 2007]).
However, the high-speed tail servo, actuated thrahg gyro, is a Futaba S9254. The
gyro itself is a Futaba GY401 Angular Vector Coht8ystem (AVCS) rate gyro (PI
control) [Futaba, 2007]. Finally, the transmittesed is a JR XP9303 9-channel
PPM/PCM programmable model. Figure 29 depicts gledpter system.

(@) (b)

Figure 29. (a) Stock Xcell ION-X Electric Helicoptend (b) JR XP9303 Transmitter.
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The FMA Co-Pilot CPD4 [FMA Direct Co-Pilot, 2007 a flight stabilization
system based on infrared signatures. Essentiadfpré lift-off, the infrared signature of
the ground and the sky are calibrated into the CRDX. Once in air, the CPD4
constantly monitors its position between the earti the sky. If the transmitter control
sticks are centered at any time, the CPD4 autosaltievels the helicopter according to
the infrared signatures (making sure the sky isatly up and the earth is directly down).

Control of the helicopter is made by hooking theitun series from the
helicopter’s receiver to the two swash-plate senddsis, the unit behaves similar to a
gyroscope — except in the vertical pitch axes rathen for yaw.

Unfortunately, the original purchased unit wasniwiwo be incompatible with our
helicopter. The IRIS helicopter uses a more corapid 120° Cyclic/Collective Pitch
Mixing (CCPM) [Heli Hobby, 2007] swashplate-confrgtion. Instead of using one
servo to pitch the swashplate left or right, ande @ervo to pitch it forward and
backwards, the CCPM configuration uses three sepas#tioned 120° apart from one
another. One servo is situated in the front ofitekcopter, with the others to the sides
and behind the swashplate. Thus, moving the swathph a given direction requires
mixing the right amount of movement of each servo.

Since the CPD4 only supported traditional two-eecenfigurations, it was not
applicable to the project. The unit was returnedh® manufacturer for a refund of the
purchase price ($99.95), to be used towards thehpse of a newer, compatible model.
Figure 30 depicts the Co-Pilot systems [FMA Dir€ctPilot, 2007].

Instead of the standard receiver included in thepdBkage, the FMA Co-Pilot
FS8 is used. Along with the included vertical amdizontal infrared sensors (six in all),
the unit is capable of estimating orientation ialittme based on the thermal signatures
of the earth and sky. Using this information, tleéidopter’s attitude can be automatically
leveled with respect to the ground plane. Howetles, unit only takes control with the
cyclic pitch (right stick on the transmitter) ideased by the pilot. This behavior allows
for full control of the helicopter with assistanmely when needed.

Co-Pilot

EP(a)D4 | (b)

Figure 30. FMA Co-Pilot System: (a) CPD4 and (bB F@&ckage [FMA Direct Co-Pilot, 2007].
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Presumably, the Co-Pilot simply uses a PI/D coritrop with the infrared sensor
readings as feedbac. However, this only works pilpmeitdoors at a safe distance from
buildings, trees, etc. Otherwise, the infrared aigres of surrounding objects interfere
with the attitude estimation. Moreover, the unit snibe carefully calibrated to the
maximum servo throws, directions, and sensor mognirientations. The sensors must
also be recalibrated before each flight and inetrent of weather changes.

The Co-Pilot has two additional features that progeful in research. First, the
real-time control, servos, and orientation datalmamead from the transmit pins attached
to the receiver. This data is transmitted in digtial/RS-232 format, compatible with a
standard PC. Thus, the onboard flight computerread and log this data in real time
using the FMA Viewer software. Secondly, proprigtdrgital signal recognition (DSR)
technology guarantees less interference from neigid frequencies, and failsafe servo
positions can be programmed into the Co-Pilot fostances where transmitter
communication is lost. Overall, the Co-Pilot praesda researcher with increased ease of
flight along with an easy means of logging fliglata for experimental use.

The Xsens MT9-B [Xsens MT9, 2007] inertial measueat unit (IMU) is a
complete small form factor system with 3-axis aego@heters, gyroscopes,
magnetometers, and a single temperature sensong Usioprietary sensor fusion
techniques built into the unit, the unit transnmgsl-time filtered orientation along with
calibrated and raw sensor readings via serial/R5-ZBe system specifications can be
seen in Table 4.

Table 4. Xsens MT9-B Specifications

rate of magnetic
turn  |acceleration field temperature
Unit [deg/s] [m/s/s] [mGauss] [C]
Dimensions 3 3 3 -
Full Scale (units) +/- 900 +/- 20 +/- 750 -55...+125
Linearity (% of FS) 0.1 0.2 1 <1
Bias stability Compensated
(units 10) 5 0.02 0.5 -
Uncompensated
(units per C) 1 0.02 - -
Scale factor Compensated
stability (% 10 - 0.05 0.5 -
Uncompensated
(% per C) 0.15 0.03 0.5 -
Noise (units RMS) 0.7 0.01 4.5 0.0625
Alignment error (deq) 0.1 0.1 0.1 -
Bandwidth (H2) 50 30 10 -
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The attitude-heading reference system (AHRS) iimamily self-contained within
the Xsens MT9-B IMU. However, later in this sectidhe operation of a typical AHRS
based on accelerometers, gyroscopes, and magnetsmetll be examined. The
behavior of the AHRS has a large impact on the ritm@p attitude control described
later in the next section on PID control. Esselytidhe AHRS estimates the orientation
of the helicopter.

The Xsens MT9-B uses a proprietary, undocumentadasgusion algorithm for
estimating the orientation of the IMU [Xsens Tedahi Documentation, 2004]. This
algorithm uses measurements of gravity and eantlagnetic field to compensate for the
drift caused by integrating the rate-of-turn meaments. Unfortunately, situations exist
that can cause this algorithm to perform poorljadraltogether.

One of these situations, learned through experiatient, is high vibration. In the
experiments section of this paper, one sectionfadilis on obtaining the best orientation
estimate from the MT9-B by adjusting both mountingethods and sensor fusion
algorithm parameters.

Two parameters can be specified for the sensdorfusgorithm: filter gain (or
accelerometer/magnetometer “crossover” frequencydl amagnetometer weighting.
Typically, both are set to values of 1.0 (frequemmcyiz and unit-less gain, respectively).
The filter gain basically determines the frequerfcyossover” between relying on
accelerometer/magnetometer (gravity/earth’s magriietid) data and gyroscope (rate-of-
turn) data. Low-frequency data, below 1.0 Hz, isnsidered stable enough for
compensation of the rate-of-turn integration. Higfguency data, above 1.0 Hz, is
preferred for the gyroscopes — since anything belu threshold is more than likely
bias error. Much about the Xsens MT9-B will be et later during the control system’s
flight-testing experiments phase.

In order to mount equipment and increase the flggiiety of the helicopter,
oversized landing skids were attached to the stdngear. The gear is designed in two
pieces — an upper component mounting cage and ltaming skids. Both share the
same ¥4" aluminum bar design. Two identical legs sireply crossed to create the
complete training gear. Figure 31 depicts the tngigear design.

N\

v v

Figure 31. (a) Side view of single training geay \ith upper cage leg mounted above;
and (b) Overhead view of complete training geaemded.
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Two distinctly different servo control schemes aversed in this project. Both
have distinct advantages and disadvantages. Ther&mke R/C PCTx [Endurance R/C,
2007] excels in controlled experimentation where lielicopter is tethered and safety is
the primary concern; however, it is not a practioal setup for free-flight. The Pololu
16-servo Controller [Pololu, 2007] directly consothe servos at a high-resolution.
However, this requires replacing the standard RI@ponents and using a PC, instead.
While this is an eventual goal, replacing the staddR/C components prevents manual
piloting during testing.

The Pololu USB 16-servo controller has severaliBagmt advantages over other
methods, including its ease of use and interfaaitiifgerent programming modes, dual
USB and UART interface, and ability to control up16 servos. An image of the servo
controller, with callouts, is shown below. The aotier can be interfaced from Windows
XP using the mini-B USB port, or from any UART irfece using the pins along the left
edge. Additionally, the servo controller requires external power source dedicated to
the servo power lines. With unconnected servo pdines, the controller only sends a
control signal on the signal line to each servo.

The Endurance R/C PCTx was purchased directly fiteencompany for around
$50 USD. The unit connects to a standard PC via @&Bcommunicates with an R/C
transmitter through its trainer port. This give®ap, reliable PC control of any standard
R/C vehicle without tearing down its manual contsgstem. The PCTx supports up to
nine channels. Additionally, the PCTx has a 50Hesh rate, independent servo control,
adjustable pulse width, and C++, C#, and VB.NETvgaife API's available.

The primary advantage of using the PCTx is theatglid move most components
off-board during flight-testing. Furthermore, thgstem is easier to transition between
manual and automatic control. Finally, the piloh @t as a near-instant failsafe in the
result of flight computer error. These advantagi$#p to a system that is far superior to
the Pololu version for testing purposes, albeit a®tpractical for a final system design.
Figure 32 depicts the two servo controllers.

USB port servo power

communications
mode jumper

non-Us8 /
interface \ |

mounting hole
serial activity LED yellow LED

(green)

Figure 32. Servo controllers: (a) Pololu USB 16¢searontroller and (b) Endurance R/C PCTx connected.
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3.2.2 PID Control Theory

PID controllers are used in many industrial a@ilans that require feedback
control of a non-linear process. A beginning oveswiof PID control can be found in
[Sellers, 2002]. The traditional PID controller giam is depicted in Figure 33.

As shown in the figure, a PID controller is compdf three equations based on
the error signal: proportional, integral, and dative. Proportional control provides
direct linear response to the current error presenthe feedback. Integral control
removes the steady-state error present in the rsydtnally, the derivative control
responds to the error’s rate of change in the systedecrease overshoot. The core PID
equations are listed below for both continuous disdrete controllers.

Different applications can call for one, two, olt three parts of the PID
controller. For many applications, only the Pl pastuffice. This arrangement provides
adequate proportional response to feedback errole wamoving steady-state error.
However, some applications need extra protectiainay overshoot and require a full
PID setup.

For the purposes of a helicopter control systéns, ideal (if not required) to use
all three parts of the PID. The | reset term cdgastow orientation drift while the D term
guarantees fast corrections that could otherwiseegpdisastrous.

Equation 11. Core PID Control

et) =r —x(t)

t
u(t) = K e(t) + KiJ'e(r)dr+ K, g—fwo
0

u(k) = K e(k) + K, ie(i) + Ky [e(k) - e(k =D)] +u,
u(k) :u(k—1)+Kp[e<k)—e<k—1)]+Kie<k)+Kd[e<k>—2e<k—1)+e<k—2)]

Output,
x(t)

Figure 33. Traditional PID controller.
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3.2.3 Position, Altitude, and Attitude Control

With knowledge of PID basics at hand, the UAV hatiter control system can be
further examined. Here, the inclusion of the oldioh estimate described in the previous
section of this chapter acts as feedback to thel®Ps. This section will focus on the
PID control block comprised of three different Isopttitude, 2D position, and altitude.

The outer-loop guidance controller focuses on thasiation of the helicopter
from points A to B, or simply waypoint navigatioithus, the destination waypoint
determines the PID setpoint position. Additionabigcause the desired flight behavior is
a steady, stable hover between waypoints, thelatams velocity should be minimized.
Minimal velocity is achieved by setting the positderivative setpoint to zero. The final
guidance PID output is fed to the attitude congrofbr further use.

The inner-loop attitude control simply focuses amaintaining an attitude
command or setpoint. For hovering, this setpointyscally level (or slightly tilted to
account for tail rotor thrust, fuselage imbalanet;.). For waypoint navigation, the
helicopter’s attitude must be tilted in the direatiof the desired heading. Thus, the
guidance PID output is used as the attitude cdatrgktpoint. In essence, the guidance
controller outputs the approximate helicopter daéon needed to navigate to a
destination waypoint, and the attitude controlleimmains this orientation. Again, the
helicopter should maintain a steady, stable holVkerefore, the angular rate should be
minimized by setting the orientation-derivative pgent to zero. Finally, the generic
helicopter commands (roll and pitch) are outputigdhe attitude controller. Figure 34
depicts the guidance and attitude PID loops.

Guidance
{Outer PID)

Attitude
(Inner PID)

Set Point =~ Output

Figure 34. Two-step PID flight controller.
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Controlling the altitude of the helicopter is just important as controlling the
attitude. A system hovering at perfectly-level ataion will still crash if the altitude is
uncontrolled. Thus, a high-rate loop to monitor aodtrol the altitude is a high priority
for design. Unfortunately, the non-linear behawbra helicopter’s rotors — particularly
when near the ground due to downwash — makes stitlilede control while adjusting
attitude very difficult indeed. The design of atitatle controller follows the same simple
PID design as that of the guidance controller:désired altitude is used as the setpoint
while the altitude-derivative is minimized. Howeyan this system, the altitude is
manually-managed for maximum safety. Therefore, atitude PID was not
implemented.

The velocity form of the PID equations are useceHer two reasons. First, the
velocity form calculates the control as a changpreferable for a helicopter control
system implementation. Secondly, the velocity faan rely entirely on orientation data.
While the gyroscopes gives instantaneous changei@mtation data, it can sometimes
conflict with the much slower orientation data. Tesult is a much more finicky control
system in practice. Therefore, by using only thenstant (hopefully less noisy)
orientation data, a better control system shoiddlte

The basic attitude control system used onboadest helicopter is shown
in Figure 35 and the equations listed below.

Equation 12. Implemented PID Attitude Control us@gentation Estimate
e, (k) =r, —9(k)
(k) =1, —6(k)
U, (K) =u, (k=D + K, [e, (k) —e, (k=D)]+ K, &, (K) + Ky, [e, (k) - 26, (k—1) +&, (k- 2)]
Uy (k) =y (k=2 + K, e, (k) — &, (k=D)] + K, &, (k) + Ky [6,(k) ~ 26, (k =1) + &, (k - 2)]

Error, e(k)

Roll,
Pitch

(p,0)

Aileron,
Elevator
u(k)

(Note: uses only orientation data).

Figure 35. Simple PID Control System for Helicopi¢titude Control.
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3.2.4 PID Tuning Techniques

Tuning the helicopter control to behave stablany feasible system state is of
paramount importance. Thus, the PID control mustige adequate speed of response to
correct orientation before the system slips intcuarecoverable state. Additionally, the
control must prevent the system from entering destaf oscillation (particularly
increasingly unstable oscillation). This unstabtates can be caused by too much
overshoot by the control, oscillating around thiepgent in ever increasing magnitude. In
this case, the helicopter will almost certainlystraery quickly.

A method of modeling the helicopter (plant) isuiegd for accurate tuning of the
PID loops for attitude and position control. Untorately, such a model is difficult to
estimate without knowledge of the intrinsic paraenetof the helicopter, such as
moments of inertia, blade characteristics, aeroaycs of the fuselage and rotors, servo
dynamics, etc.

Other methods are available for improving the weatld operation of a PID
control system, such as bounding and dead-zonasnddng is a non-linear operation
employed by nearly every PID system to preventsiteom into an unsafe control zone.
For the UAV helicopter, bounding provides a finemaunt of control on how much the
system is allowed to correct itself at each timepstdeally, this bounding will prevent
unnecessary oscillation and increase stability;dwar, these advantages come at the cost
of slowing the system response.

A dead-zone is not always used for PID systemg, dam be an effective
technique for minimizing control changes and staibd the system response.
Essentially, a dead-zone prevents control changdswba certain threshold. Small,
probably unnecessary, changes are filtered-outladystem is left in its current control
state. For the UAV helicopter, most orientationselao level provide adequately for
hovering in place. Thus, a dead-zone can be created degrees around level for better
stabilization; however, this method again comab@tost of slower system response.

While in a stable hover, the helicopter’s orieimtaimight not be perfectly level as
expected (i.e., roll and pitch not zero). This /tth error can be caused by a few
effects, such as imperfect IMU mounting relativethe body frame, constantly-applied
roll angle to compensate for tail rotor force, idameed center of gravity due to
equipment mounting, etc. In any case, the PID loopst compensate for these effects in
order to operate efficiently.

Near-optimal, “good” setpoints can be found usngpirical data from manually-
controlled flights. The orientation data is firgicorded during several phases of stable
hovers. Afterwards, the data files are parsed ammtegssed statistically. The mean
roll/pitch values of each hover session give edeseof the optimal setpoints. The
variances and standard deviations of the hoveisgesgive an estimate of the setpoint
quality. The weighted-mean of these setpoints ban be found, giving “good” roll/pitch
values for a stable hover.

3.2.5 Controls/Servo Mixing

When flying a standard R/C helicopter, the tranwmiitself handles all of the
mixing to translate the four stick commands (elexaaileron, throttle, and yaw) into
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servo commands. Unfortunately, much of this hatbéareengineered in order to move
the control system to a PC — regardless of whichoseontrol scheme was used. Three
types of mixing were considered when re-engineerthg control system: (1)
throttle/collective-pitch mixing, (2) aileron mixgnand (3) elevator mixing.

The data for mixing was obtained primarily througmpirical data in order to
obtain the exact values used by the standard Ri@Mazae for the IRIS helicopter. Once
obtained, piece-wise linear approximations couldeasily made and used for on-the-fly
control/servo mixing.

During flight-testing of the automatic PC contrgiseem, the model repeatedly
exhibited undesirable response (i.e., pitching teckwards when the model was close
to level). Initially, this bad behavior was chalkeg to poor IMU data. However, even as
the IMU accuracy increased and reported closewtoect orientations, the control
system continued to incorrectly pitch the helicop@®o troubleshoot this behavior, the
system response was re-evaluated using statiegting.

The static tilt tests seemed to work fine when Bi@ control system was given
full control over the servos. Yet, repeating thet t&hile limiting the PC control to only
Aileron/Elevator through the transmitter gave dif& results. Namely, the swash-plate
response was much lower relative to the tilt angled some orientations seemed to
perform better than others. Initially efforts tormxt the response focused on the PID
loop. The allowable PC control servo throws weigeased, and the PID gains were all
incrementally increased. However, the flight-tegtoontinued to fail with all settings.
Thus, the transmitter behavior while limiting slasentrol was further investigated by
examining input data from the slave PC and outpa drom the R/C transmitter to the
servos. (Note: the output data from the transmittezssentially “raw” servo data. The
R/C receiver merely decodes the PPM signal andssirdirectly to the servos). Figure
36 depicts the interfaces used to check the tratesrdiata from the PCTx.

Through experimentation, it was shown that the X¥Q&ansmitter in master
mode simply transmits the PPM signal directly fréime trainer port while the trainer
switch is held. Thus, the slave must calculateCIPM, trims, etc. and forward the
positions to the master. This behavior called tee CCPM and trim settings to be
reverse-engineered from the transmitter inputsidstpAfterwards, all input positions
were observed to produce identical outputs tordnesimitter.

| MEndurance R/C - 9 Channel Controller Samp [ =] .1
Charnel1 160 4 d |
Channel 2 150 4] 1 |
Channel3 160 4| | i
Chernel 4 150 4 I |
Charnel 5 150 4 ¥ | 1|
Channel 6 150 4 i i}
Chamel7 150 4] E | |
Chancel 8 150 ¢ [ 1|
ChannelS 150 4| I | |

Staus: [l Cornected

@ (b)

Figure 36. Trouble-shooting the "Double Servo Mixih(a) PCTx control applet, (b) XP9303 Monitor .
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However, during flight-testing, the slave is onlyean limited control over the
model for maximum safety. The master R/C transmittentrolled by a human pilot, has
full control over the Throttle and Rudder at ath&is. Control of the Aileron and Elevator
can be given to the slave by holding the traindatctwon the transmitter. Unfortunately,
all flight tests with limited slave control seemexfail. Initial observations seemed to
implicate the spotty IMU performance. However, ffignt tests showed incorrect control
system response even when the IMU seemed to bermenfy stably. Furthermore, the
static tilt tests showed significantly differentntml| system response between full and
limited slave control.

After some initial observations of the slave andsteaoutput data, the author
discovered that the XP9303 transmitter assumesrdiff input schemes on the trainer
port when using full or limited slave control. Whémiting the slave’s control on the
XP9303, the master uses its programmed CCPM amdsettings. Therefore, the slave is
only responsible for sending generic throttle, rrddaileron, and elevator commands
encoded as PPM. Essentially, these are non-CCPibptdr servo positions for a zero-
trimmed model.

3.2.6 Flight Data Collection

The flight data collection system sought to cdllecth inertial and control data
during carefully controlled manual flights for lat@nalysis. By analyzing the real data, it
was hoped to achieve a better-tuned control syskéamy sessions of data were captured.
Unfortunately, many of the first data batches sefiefrom the severe IMU drift that also
plagued the Kalman filtering experiments.

The data collection system consisted of three gmmparts: the onboard laptop
PC, the Xsens inertial measurement unit (IMU), #émel FMA Co-Pilot receiver. The
laptop logged the helicopter orientation, calibdlasensor values, raw sensor values,
transmitter controls sent, servo positions, andhiefl-estimated orientation.

The FMA Co-Pilot receiver outputs current stateadeia an external RS232
connection on the “T” pins. The FMA “FS Viewer” $ahre reads this data from the
PC's COM port in real-time and records it to anilggsarsable text file. For these
experiments, only the logged servo position dats ezmsidered.

The Xsens IMU outputs estimated orientation (qued®s, Euler angles, or
Direct Cosine Matrix), calibrated sensor values] eaw binary sensor data. The internal
sensors include gyroscopes, accelerometers, magetetis, and a temperature sensor.

3.2.7 Control System Hardware Implementation

The PC control system combines the hardware wahatgorithms. The system is
the real-world implementation of the helicopter ttohsystem using a standard PC and
COTS parts.

The initial control system discards much of thigioal R/C hardware in favor of
direct servo control. In order to maintain a fasan the event of software failure, the
throttle (channel 1) and tail control (channels)fe always controlled by the human
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pilot through the standard transmitter. Howevee, lifade cyclic and collective pitches
are both controlled directly by the PC.

The Co-Pilot receiver can log both infrared orédiain and control data in real-
time, transmitting the data over standard serial2B& Thus, flight data can be saved
and examined in later experiements.

The Pololu 16-servo controller is a USB or UART idevcapable of generating
sixteen individual PPM signals on sixteen setshoée-pin connectors. When using the
supplied driver, the Pololu appears as a serial Gi@Mce in Windows XP. Data can be
sent to the Pololu by simply writing to its COM par any programming language.

The Endurance R/C PCTx adds more flexibility aaféty to the original control
system. The necessity of keeping all hardware awbisaemoved by pushing all control
data directly through the R/C transmitter. Furthemen the pilot can instantly transfer
control between himself and the PC at any time. sTha software failure should
(theoretically) never lead to a crash. Additionatlye pilot can raise the helicopter to a
safe altitude before control is transferred to Rt and transfer control instantly back in
the event of a flight emergency.

Most standard R/C transmitters have a Trainer @t switch for instructing new
pilots. When used in the normal fashion, the irgtrs transmitter is setup as the Master
and the student’s as the Slave. Holding the Traswatch on the Master transmitter
allows the student limited or full control of mod€ln the JR9309 transmitter, the student
can control any or all of the (1) Throttle, (2) &ibn, (3) Elevator, and (4) Rudder. For
most experiments while tethered, the studenthim ¢ase the PC, will control only the
Aileron and Elevator.

The data sent from the Slave transmitter to thestdtais simply encoded as
standard PPM. When transmitting multiple channelsad®PM signal, a long sync pulse
is sent followed by a HIGH pulse for each chanregasated by (usually) fixed-length
LOW intervals. The standard transmit rate is 50-¢tz full frame update every 20-ms.
The individual channel pulse lengths contain thes@osition, where 1500-ms denotes
neutral, 1000-ms a 4®ffset in one direction, and 2000ms a“4&Hset in the other.

Since only standard PPM is being sent, the Slggreakcan be emulated using a
microcontroller with a timer module. However, foase of implementation, the pre-
programmed Endurance R/C PCTx was purchased toveethe cost of developing the
hardware in-house.

The PCTx connects to the P/C via a USB port, gpars as a Human Interface
Device (HID) in Windows XP. Simple C# and C++ ARI® included with the PCTx for
integration into custom projects. The PCTx out@®PM signal on a Mono phone plug
for connection to the R/C transmitter.

Software communication with the PCTx is more ptivai than with the Pololu
servo controller. Only ten bytes total are sent frmme: one sync ZERO byte and nine
bytes of channel data. The Pololu, on the othedheaquires a minimum of five bytes
per servo for seven bit resolution and six byteddarteen bit (the most-significant bit of
every non-sync byte must always be zero). The audit bytes allow for better out-of-
sync error catching and servo resolution. Howether PC (in these experiments) controls
only three of the nine channels. Thus, the datastréssion overhead of the Pololu is
only 80% more (one eighteen byte packet versusembyte packet per frame).
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Therefore, the PCTx is at the disadvantage of lgasgignificantly lower servo
resolution. Through experimentation, the PCTx wastl to have a servo resolution of
roughly 8-ms, compared to the Pololu’'s 0.5-ms. Heve for most applications this
should serve well enough.

The software algorithm for collecting orientatioratal and outputting servo
commands can be summarized in six steps:

1) Poll IMU for new calibrated sensor and oriematdata. If new data found, go to
Step 2. Else, continue polling.

2) Send orientation estimate to attitude-PID lood @rocess. Gains and set-points
are pre-determined and static. Output compensaBfgyator and Aileron
commands to hover the helicopter. If PC has limitedtrol (Aileron/Elevator
only), go to Step 4.

3) Calculate swash-plate servo mixing using pietseviormulas.

4) Convert and round aileron/elevator commandsséovo-mixes) to integer format
for the servo controller. For the Pololu, the propnge lies between 500-5000
(0.25-sec to 2.5-sec). For the PCTx, the propegedies between 73-217 (0.45-
sec to 2.1-sec).

5) Send the servo controller values to the manufacs C++ serial/HID-wrapper
module.

6) For the PCTx, hold the Trainer switch to allowC Reontrol. The Pololu
configuration does not allow manual control throtigh transmitter.

Finally, the two hardware setups based on differgertvo control methods
described in this section are summarized in thevehg figure. Figure 37 (a) depicts the
Pololu-based hardware setup and Figure 37 (b) teple version based on the
Endurance R/C PCTx.

3.3 Summary and Conclusions

This chapter has described the theory of a sensen¢eptor placement planning
system and an accompanying UAV helicopter flighhtoa system (FCS). These
components are part of a automatic wide-area dlanee system utilizing perimeter
camera emplacements for intruder detection. Inctimaplete system, a detected intruder
by the perimeter cameras signals a helicopter tesiigate at that location. Thus, the
sensor placement planning calculates the shor&tbt-pp that intruder's estimated
location and uploads the waypoint path to the bplier-interceptor. The UAV helicopter
then navigates to the initial location, attemptsdetect and track the intruder, and
generates and navigates to waypoints for followintyl the intruder is apprehended.

Here, only the hovering sub-system is implementad the UAV helicopter.
Further work to extend the control system to wagpoavigation was beyond the scope
of this thesis.The next section will cover the expents conducted involving the UAV
helicopter flight control system.
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Figure 37. Old and new hardware setups: (a) Pdl6tgervo controller-based hardware setup and (b)
Endurance R/C PCTx-based hardware setup.
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4. Experiments

The overall wide-area surveillance system can to&em into several different
components, each with individual experiments. Tkection will describe those
experiments and corresponding results. First, émsa placement planning experiments
are detailed, followed by helicopter flight contreystem experiments. Within sensor
placement planning, individual experiments for ojti camera placement planning,
shortest-path interceptor placement planning, amnaatic, video-based object/face
recognition and tracking are covered. The flighhtool system experiments include
controls/servo mixing, improving the IMU orientaticestimate, and finally full flight
testing.

4.1 Sensor Placement Planning Experiments

These rounds of experiments dealt with the autamatnitoring of a given area
defined in 2-D by simple polygons. First, the o@lncamera placements are found to
maximize total coverage while meeting cost constsai Next, the shortest-path
placement can be found for the interceptor heleopThis resulting location is the
“‘home base” of the helicopter within a room to mirge time-to-intercept of any
detected intruder. Finally, a proof-of-concept ekpent for automatic object detection
and tracking is demonstrated. In this experimentjnéruder is recognized and tracked
via video and a filtered location estimate is thépat.

4.1.1 Optimal Camera Placement Planning

The sensor planning experiments begin with an taréee monitored. This area is
defined by a simple polygon perimeter and any nunobesimple polygon holes within
the perimeter. Additionally, the user inputs a gktsolution constraints as defined in
previous sections.

The experiments were performed in MATLAB. To findcé of the following
results plots, several processing steps must bgleted. First, a set of “good” test points
are generated on the boundaries of the test areat, khe visibility polygons are
calculated for each of these test points. A gridray is put over the test area, and the
visibility polygons are translated into how muchtbé grid they encompass. Multiple
polygons can then be easily combined with simpldeDADR operations.

Next, the camera modeling is performed. Each aviailaamera is tested at each
test point in up to three orientations (centered afong each attached edge). PTZ
cameras are given optimal field of view and panrpagameters to maximize coverage.
The resulting mask set is then fed into a branah lavund algorithm with constraints,
and the optimal mask set can be found from there.

Four plots are generated to demonstrate the s@temning working on a simple
room. First, the minimum field of view for recogoit requirements is plotted for each
potential camera placement within the room. Thetéds' areas near the cameras allow
for recognition even with a field of view up tor 18C0. Secondly, the total camera
coverage plot shows the amount of overlap predezach point within the room. Camera
overlap provides redundancy and theoretically iases the chance of detection, but also

77



increases the overall cost and decreases placeefigciency. Thirdly, the solution
coverage that meets input requirements is plofidus camera placement maximizes
coverage while minimizing cost. Finally, the overlia the solution is plotted to analyze
placement redundancy. Four test areas are demimustreere based on real-world
environments.

All experiments are performed using a real-worldivail set of test cameras.
These test cameras are allowed a few parametessartlto sensor placement planning:
frame resolution in (pixels), PTZ (true/false), td$), field of view (min/max in
degrees), and pant/tilt range (max in degrees).fifstecamera was fixed, cost $600, and
had min/max fields of view of 27and 67, respectively. The second camera was a PTZ,
cost $600, had min/max fields of view of°4dnd 140, respectively, and a max pan
range of 140 The third camera was fixed, cost $900, and hadmax fields of view of
36° and 75, respectively. Finally, the last camera was a RIaat $1500, had min/max
fields of view of 1.73 and 55.8, respectively, and max pan range of 368l cameras
used here had 640-pixel horizontal resolution infegmes.

This first experiment (Figure 38) is based aroundaatual room within Ferris
Hall on the UTK campus where many IRIS studentskwdhe area is modeled empty as
a very simple polygon that could be adequately mmVavith a single camera.Here, the
search constraints include a minimum coverage &6 80 a minimized cost. The results
place a single $600 fixed camera at (-15, 10) it field of view and a rotation of -
5°. The objection detection coverage is 92.5% ati@p&icognition of 5 pixels/face.

Maximum Field of View for Face Recognition Total Camera Coverage

Figure 38. Ferris Hall, Room 209. (a) Minimum Fa) SR Requirements, (b) Visibility Polygons
Coverage, (c) Solution Camera Coverage, and (d)ti®al Camera Overlap.
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The second experiment uses the IRIS West indoocdpter testing area. This
area has a car lift in the Southwest corner (dehbte a hole), and two cars parked
against the opposite wall. Figure 39 includes a fetures of the area. The car lift
pictured in Figure 39(a) is denoted by the smali o the lower left of the area. The cars
in the far rear of Figure 39(c) are denoted byciiecave peninsula in the lower right.

This area is the primary testing facility for thelibopter interceptor experiments
detailed later in this chapter. This step seekfnib optimal camera placements within
the area towards a complete two-step surveillagses. Moreover, the area provides a
real-world testing center for the helicopter in jmction with object/face recognition
and tracking.

The results for this experiment use three camexeephents: one $600 fixed and
two $600 PTZ cameras. The first fixed camera at (1%) has a 90field of view and
rotation of -48. The second PTZ camera at (15, 40) has a fidld of view, a rotation of
45°, and a 130 pan range. The third PTZ camera at (15, 20) hb&0afield of view, -
45° rotation, and 130pan range. The total detection coverage is 93.88%hinimum
spatial recognition of 5 pixels/face with 30.98%neaa overlap.

(b)

Maximum Field of View for Face Recognition Total Camera Coverage
120

(d) (e) (f) (9)

Figure 39. IRIS West Indoor Helicopter Testing Argac) snapshots; (d) Minimum FoV for SR
Requirements; (e) Visibility Polygons Coverage;S6lution Camera Coverage; and (g) Solution Camera
Overlap.
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The third experiment used a theoretical typicalmmoayout comprised off one
center pillar hole and a half-wall. The area wasved from a sample figure used in
[Erdem and Sclaroff, 2005]. Therefore, this areavjles a solid test of the Radial Sweep
algorithm implementation in conjunction with then@ara modeling process. As can be
seen in Figure 40, twenty-four test points are geed along the perimeter of the area.
While many of these points cover a large portiorthef area, the half-wall provides an
interesting problem of occluding most of the lowght section. Furthermore, placing a
camera in this lower-right section provides onlgnaall increase in coverage compared to
other locations.

To achieve >90% coverage, two camera placementprised the solution set.
The first $600 fixed camera at (0, 0) has & f&a1d of view and 45 rotation. The second
$600 PTZ cameras at (20, 0) has & #idld of view, 90 rotation, and 136pan range.
The total detection coverage is 92.6% at minimuatiaprecognition 5 pixels/face with
42.3% camera overlap.

These results achieve the coverage goal, but alsseps a high amount of
overlap. While overlap provides redundancy andpbential for reliable camera hand-
off (passing an intruder between cameras), it 8 abasteful in terms of coverage
potential. Unfortunately, in order to meet minimwpatial resolution requirements for
detection, the field of view was kept narrower tmaaximum available. This restriction
led to the addition of the second camera (placatienlower-center) that covers a small
portion of the lower-right of the area and overlapsch of the central area with the first
camera.

10 20

(€) (d)

Figure 40. Typical Room Layout 1. (a) Minimum FoM SR Requirements, (b) Visibility Polygons
Coverage, (c) Solution Camera Coverage, and (djtidal Camera Overlap.
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The final experiment dealt with the entire IRIS \W&ility. The layout can be
seen in the floor plans shown in Figure 41. Theutsmh includes three camera
placements totaling $1,800. The first $600 fixetheea at (0, 0) has a 6field of view
and 57 rotation. The second $600 fixed camera at (20,h88)a 140field of view and
70° rotation. Finally, the third $600 fixed camerg@®, 200) has a 9(ield of view and
225 rotation. Actually, these three cameras are dgtlalZ cameras modeled as fixed.
The total detection coverage is 90.95% without mimh spatial recognition
requirements and 9.79% camera overlap. Figure gittdehis experiment.

4.1.2 Shortest-Path Interceptor Placement Planning

The next round of experiments focused on optim&traeptor placement. In
essence, the same rooms from the previous sereanipy experiments are re-examined
to find optimal placement of a UAV helicopter irteptor within the perimeter. Thus,
when combined with the placed cameras, a completelance-interception system is
created. Figure 42 depicts these experiments.

First, the theoretical typical room layout was @esed. This room is a rather
ordinary are with a center island pillar and a ‘weddl. Here, each interceptor is given a
maximum radius of 20 units. This maximum radiudug to a time constraint (maximum
range within some time T). All distances are calted using shortest-paths around
obstacles. Coverage >90% was achieved using twocettors for this area.

(@) (b) (€) (d)

Figure 41. IRIS West Full. (a) Minimum FoV for SR@uirements, (b) Visibility Polygons Coverage, (c)
Solution Camera Coverage, and (d) Solution Camerl&p.
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Figure 42. Voronoi Diagram (red lines), SampledtRnts (pink circles), and Final Interceptor
Placements (red squares) for (a) Typical Room Lejduand (b) Ferris Hall, Room 209; and (c) IRIS
West Indoor Helicopter Testing Area.

The next experiment uses the simple Ferris HalllrR@®9 layout. Again, each
interceptor is given a maximum radius of 20 unithie simple solution uses one
interceptor placed along the center of the Voraialeton. It's interesting to note that
the centroid point of this room has 100% visibildl the area — making it the optimal
solution for this particular layout. However, th@osen solution based on Voronoi
skeleton and shortest-patch mask searching alktsyi®@0% coverage.

Third, the IRIS West Indoor Helicopter Testing Arsaprocessed for optimal
interceptor placement. Each interceptor was givenaaimum radius of 20. However,
this layout required four cameras to provide >908%vecage within the radius (time)
constraint. The vertical scale is much larger thia@ horizontal, giving this plot an
unfortunate distorted effect. For example, the lelgé hole is actually a square.

4.1.3 Object/Face Detection & Localization

These experiments were conducted as part of tos@lacement planning for
persistent surveillance using perimeter camera aephents; thus, the data is captured
from the viewpoint of a perimeter, fixed video caeme These proof-of-concept
experiments use inexpensive web-cameras in comgumaiith free, open-source imaging
software (Intel OpenCV) to accomplish the goal atomatic intruder detection and
localization.
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Unfortunately, face detection (even the relativeptimized methods used here)
requires a great deal of processor power. Thedlastenitoring rate attained was around
4-Hz, using 250-ms processing time per frame. Egl8 (a) includes some processed
frames captured during a typical experiment.

Because the face detection uses so much processivey, including full camera
calibration for an optimal localization estimatesa@ot practical. However, future work
on this project should include experiments usingozted cameras. For now, a simple
geometry-based algorithm estimates the locatiora afetected object/face within the
scene using only the known field-of-view of the eaenlens. The algorithm then yields
the polar coordinates of the object/face relatovéhe camera.

Since the object/face localization needs only bewgh estimate — a general
search area for the UAV helicopter to intercephe simple algorithm should suffice.
However, there are circumstances where very bathasis will occur. Fortunately, a
simple Kalman filter on the position and velocitates of the intruder should improve
performance significantly. Figure 43 (b) shows tieical output with measured data,
Kalman predicted data, and Kalman updated datar&ig3 (c) shows how this data can
be Kalman smoothed, forward- and reverse-Kalmaerétl, for even better results.

The overall face detection and localization resulere encouraging towards
further experimentation. Future work would focusimproving the initial estimate.

observed 3
----- smoothed X, i
s : camera‘

1 i I I I
-15 -1 -05 0 05 1 15

(b) (©

Figure 43. Face detection and localization dempsijapshots, (b) Real-time measured localization
estimate (green) versus Kalman filtered (red), @)dalman-smoothed localization estimate.
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4.2 Flight Control System Experiments

4.2.1 Servo Mixing

One of the first steps in the design of the PC rabrslystem involved the reverse-
engineering of the transmitter servo-mixing. Thegioal design called for direct control
of the helicopter's servos through a generic USB/secontroller. Later, a custom
interface unit was purchased that allowed commands sent from the PC to the R/C
transmitter directly. For testing purposes, thisvrsetup proved optimal. However, for
either case, the PC needed to output raw servdigusi Thus, after calculating the
desired aileron and elevator commands, the PC rasoto calculate the actual mixed
servo positions.

The helicopter's servo mixing is based on Cyclidi€dive Pitch Mixing
(CCPM). However, the exact pitch curves used bytridwesmitter were custom-tuned for
the IRIS helicopter. Therefore, the servo mixingswaverse-engineered from the
transmitter input/outputs. To accomplish this tasle manual inputs were set at each
minimum/maximum position and the receiver posifputse modulation (PPM) output
was recorded. The collected data is summarize@idels and Figure 44.

While this data could instead be derived from ti@ and pitch curve settings
stored within the transmitter, the above methodvadld for exact knowledge of servo
positions for each input combination. With the maluand min/max positions for each
servo, simple formulas were derived for the calboie of servo mixing given any
throttle, aileron, and elevator input. These forasuhre presented below.

Equation 13. Servo-Mixing

_|900+20.2[1hr,thr <50
_{ 191Qthr >50
3.7thr,thr <50
536* thr —38,thr >50
ail _mix= 4.80ail —240
elev_mix= 24[élev-120
ch2=1702- pitch_mix—elev_mix—ail _mix
ch3=1664- pitch_ mix+ 2[&lev_mix
ch6 =1416+ pitch_mix+elev_mix—ail _mix

pitch_mix:{

Initial flight testing began with all equipment nmdad within the safety gear’s
cage attached below the helicopter. The hardwarkided the Xsens MT9-B IMU,
Pololu 16-servo controller controlling swash-plaervos (2,3,6), a laptop processing
inertial data and generating PID-based controld,aservo controller. While testing, the
pilot had full control of the throttle (motor spgehd the tail servo.
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Table 5. Reverse-Engineering the Transmitter Shfixing

Inputs Channels Change from Neutral
1 2 3 6 2 (Adj) | 3(Adj) | 6 (Ad))
Centerl 900 1700 1663 1414
Leftf 900 1945 1662 1655 243 -2 239
Center| 900 1703 1663 1417
Right| 900 1466 1663 1177 -236 -1 -239
Center| 900 1702 1663 1414
Down| 900 1823 1423 1297 121 -241 -119
Center| 900 1704 1663 1416
Up| 900 1582 1904 1536 -120 240 120
Center| 900 1702 1665 1417
Up-Left| 900 1820 1906 1777 118 242 361
Center| 900 1703 1664 1417
Down-Left| 900 2066 1420 1537 364 -244 121
Center| 900 1703 1663 1415
Down-Right] 900 1584 1419 1050 -118 -245 -366
Center| 900 1701 1662 1413
Up-Right| 900 1340 1906 1296 -362 242 -120
Center| 900 1702 1666 1417
Half-Throttle | 1910 1516 1476 1599 -186 -188 183
Full-Throttle | 1910 1249 1208 1867 -453 -456 451
Center| 900 1702 1664 1416
Servo Mixing
e\ /\\,/"/\ %
» TN N [

A,

1000

Input Position

Three
Sx

Figure 44. Servo Mixing Receiver Outputs at EagiutrPosition.
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During flight testing, the computer controls theasW-plate completely, including
the ability to change the collective pitch (whicatekmines how much force the blades
push downwards). The collective pitch was fixedhst 50% throttle setting. Here, the
helicopter pulls hard-left the entire time the ldad spinning, making it unsafe to leave
the ground. Only video data was used for verifamatand inertial/control data was not
logged.

The PID gains were tweaked and a dead-zone wagmngpited to attempt to fix
the unnecessary hard-left compensation. Again, hibBcopter repeated the same
tendency to pull hard left when the blades werargpg at full speed. Only video data
was used for verification and inertial/control datas not logged.

Testing then moved to a new hardware setup usm@uinchased Endurance R/C
PCTx. Most of the hardware can be moved offboardilewltesting using this
configuration. The Pololu servo controller is rey@d with the PCTx, allowing all
commands to be sent through the main R/C transmifltee Xsens IMU is connected
directly to the PC over a long RS-232 serial cablee cabling runs down the length of
the safety gear. The battery for the Xsens IMUI$® aemoved and an AC-DC power
supply is used instead. The laptop sits besidetrdmesmitter, connected by the USB
PCTx. Here, the PC only directly controls the Adlerand Elevator.

(A note here: the PCTx invariably locks up if thansmitter antenna is extended.
There seems to be no workaround. The antenna waagga in the helicopter crash and
will eventually need replacement for outdoor flgktith the PCTXx).

An attempted flight was made using the new hardwdhe vibrations of the
helicopter shake the receiver battery free fromdhaeopy near the end of the recorded
flight video! (Just before liftoff under manual ¢awl). Very luckily, the motor controller
automatically powers down the motors when it Idbessignal from the receiver.

A second flight attempt was made with the new haréwThe helicopter is manually
flown until stable on its skids. The Trainer swiistithen held briefly, allowing the PC to
control the helicopter. The helicopter immediatblycks hard left again, and manual
control is resumed while the rotor spins down. Aungitic control seems to be failing. The
previous and current flight data must be analyoeitht the problem.

A recurring problem with IMU data was found and dioented on video. The laptop
display is recorded on the left side of the videspldying a wire-frame of the IMU
orientation in real-time. The right side of the eadshows the helicopter while being
manually flown. As can be clearly seen on the wameke, the IMU drifts a bit as soon as
the rotors start to spin up. Some of the headingr @ould be due to the magnetic field
generated by the motor. As the motor reaches fdkd, the wire-frame spins nearly
completely upside down, while the helicopter isadielevel to the ground.

Initial conclusions were drawn from these roundgesting and solution paths were
theorized. First, the IMU data becomes near-uselager the full-throttle vibrations of
the helicopter.

e Solution #1: Remount the IMU in a different locatito decrease the vibration
noise, move the IMU farther away from the magndietd generated by the
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motor, and also shield the IMU from the downwashegated by the main rotor
blades.

e Solution #2: Attempt to tune some of the IMU sasirto better cope with the
extreme vibration noise.

0 One hypothesis is that the accelerometer dataiigy lreferred over the
rate-of-turn data in the sensor fusion algorithrmc& the helicopter is
generating a large amount of force on itself wiifteng the safety gear,
the accelerometer data is skewed badly.

o0 The magnetic interference caused by the motor mghtorrupting the
magnetometer readings, which might need to be weglvery small
compared to the other two sensors (acceleromatergyaoscopes).

» Solution #3: Capture more flight data without theden of the safety gear and
while lifted far enough off the ground to eliminatewnwash effects. This should
give the best possible readings from the IMU.

» Solution #4: Rewrite the sensor fusion algorithm cadibrated sensor data
(Kalman filter the IMU sensors). This strategy abgenerate better or worse
results depending on how well the helicopter vibratnoise is modeled. The
main benefit is the addition of control data foe fiiter.

4.2.2 Improving the IMU Orientation Estimate

The “crossover” frequency of the MT9-B essentiallgtermines what sensors are
used with certain frequency data. High-frequencyadwill be preferred by the
gyroscopes, while low-frequency data will be preddr by the accelerometers and
magnetometers. The default frequency cut-off betwdmse two is at 1.0-Hz. High-
frequency data seen by the accelerometers is ket hoise, not actually forces on the
IMU, and should be filtered.

One theory for the cause of the IMU error involtkd upward thrusting force of the
helicopter. Because of this constant force on kd vhile remaining rather motionless,
it was postulated that the IMU might be mistakemsoof this force for gravity. This
situation could have been exacerbated by the stgaof the helicopter against it tethers
while lifting off. Figure 45 depicts an experimenhere the MT9-B sensor crossover
frequency was lowered to a minimal value (0.01 Hapefully to eliminate the
orientation error. Unfortunately, the error remalme this test.

A second theory proposed that EMI could be corngptthe readings of the
magnetometers, and possibly the other sensors lasTive MT9-B offers the ability to
weight the magnetometer readings against thoséefatcelerometers, and two more
flight experiments were attempted while adjustingist weighting. First, the
magnetometers were removed from the MT9-B sensioriuand the tethered, powered
flight test was repeated. (magnetometer weightetge zero). As seen in Figure 46, the
IMU orientation error occurred anyway. In fact, tensor performance was much worse
than before, and did not correct itself when thiicbpter touched-down. This avenue of
experimentation was quickly abandoned.
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Furthermore, as can be seen from the magnetonptés presented later
throughout this section, the magnetometer readitays nearly constant across the entire
flight duration with only a small amount of noisklost small deviations probably
represent actual heading changes while hoverinbgeheopter.

The magnetometer data could even be used solehhatudle orientation
estimation. However, this method would not be \argurate (particularly indoors). Yet,
in reality, the goal is to simply hover the helitapin place. Therefore, giving the
magnetometer data extra weight could stabilize filtey’s overall output and lead to
better performance.

Therefore, since it seemed the magnetometers weréorming well, the
magnetometer weighting was set to 5.0 for a powéigiat test. The results can be seen
in Figure 47. Here, the orientation estimate seemedh more resilient to drift — at first.
Unfortunately, eventually the orientation estimatél drifted incorrectly to one side.
However, when the helicopter touched-down, the@etsrrected itself.

These magnetometer tests did not correct the pmlbeit did give confidence
that EMI from the motor was not affecting the nokreansor operation. Increasing the
magnetometer weighting would have a severely adveffect on the orientation
estimate, otherwise. Ruling out EMI corruption wate further step in correcting the
orientation estimation problems.

The next step is to investigate IMU mounting arfatation isolation. The original
mounting location on the rear swashplate servoigesvseveral natural advantages. First,
the mounting surface is perfectly level. Seconthig, surface is perfectly aligned with the
helicopter body frame. Thus, mounting the IMU ineliwith the helicopter’s frame is
exceptionally easy. Finally, the location is close the helicopter natural center of
gravity. Unfortunately, this location failed to jghace stable results.

A decision was made to remount the IMU to the b@ibm. This new location is
farther away from the constantly-moving swashplaervos, and main rotor shaft.
However, the IMU is also farther away from the betiter's center of gravity. The IMU
was mounted in a simple fashion. First, a doubjerlaf sticky foam-tape applied to the
mounting location. Next, the IMU is mounted on tia@e, and a cable-tie is latched
around the IMU and tail-boom.

Thus, the IMU mounting has a few natural disadvwgega The mounting surface
is not level and prone to IMU wobble. The IMU cam mmounted along the lateral axis
with some degree of accuracy, but not the longialdaxis. Finally, the location can be
jarred with significant vibration noise if the tibom wing guard bounces.

A flight test was performed with the new mountigdtion. Unfortunately, the
IMU drift did not significantly improve. These rd®iare depicted in Figure 48.

Nevertheless, the tail boom still theoreticallyraed to be the preferred position
for mounting. Many other resarch projects have udgedtail boom as the mounting
location successfully. Thus, the vibration noisesmbie causing more problems than
originally estimated.
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Finally, the assumption that the vibration paddisglation was sufficient was
reevaluated. Regardless of software tuning and tmaunocation, the IMU was
providing unreliable data. Therefore, large blodkssoft, open-cell foam replaced the
foam tape attaching the MT9-B to the helicopterisTham was sandwiched around the
sensor. The primary fear with this setup is mownenror (i.e., IMU orientation offset
from the helicopter frame) and over-isolation of MU itself — potentially leading to
lagged orientation changes from the IMU.

The first experiment with the new padding also nibttee IMU to the training
gear cage (originally built to hold a laptop PCheTresults can be seen in Figure 49.
While this setup definitely provided robust resulils was quickly realized that the
orientation of the training gear might not alwagsdiose enough to that of the helicopter
body to provide a meaningful overall orientatiotireate. In other words, the IMU was
found to be over-isolated from the helicopter aiion. The training gear orientation
typically changes very slowly over the course dlight test, providing little insight into
the actual helicopter orientation. Thus, the IMUswaturned to the helicopter tail-boom
and sandwiched in foam, again.
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Figure 49. MT9-B mounted on the training gear viddm padding. (Exp. X17).
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Results for the powered flight test with the IMUdpad on the tail-boom can be
seen in Figure 50. Here, after the large spike ywaesent during take-off, the IMU
settles down into normal operation. The orientatidffers by only+10° from zero — a
large improvement from previous results. Since dbtial orientation of the helicopter
while manually flown stays within this same tigahhge around zero, the estimate seems
to be accurate.

This result signifies a significant improvementIMU orientation estimate. In
fact, the results are good enough to warrant futkperimentation into automatic flight
testing. While the accelerometer and gyroscope m@aains noisy much of the time, the
IMU itself seems to be filtering a reasonably aaeteirorientation estimate from the data.
The remounting on the tail-boom increased this entgésel, but also allowed for much
better estimation of the actual helicopter framiergation. At this point, it is unknown
whether the orientation estimate will provide stifint accuracy to maintain an automatic
hover with the helicopter control system. Howev#re data itself is much more
promising with this latest foam-padded remounthef itMU.

Further work focused on flight-testing the helicaptusing the implemented
software control system.
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4.2.3 Flight Testing

With significantly improved data from the IMU, theal flight-testing could
resume. A few static tilt-test experiments werefgrened to test out the hardware and
data-logging software. After showing promising fesui.e., actuating the helicopter
swash-plate in a compensating direction relativinédtilt), flight testing began.

The first flight test with the foam-padded IMU figmed very well. The pilot
manually started the helicopter and brought thersoto speed on the ground. Once the
helicopter stabilized, the pilot raised it into #ein a hover. When the pilot relinquished
control to the PC control system, the helicoptemamed hovering in place. The
helicopter was allowed to hover automatically fdew seconds before the pilot regained
control and manually landed the helicopter. Howgetlgs experiment was not repeatable
under the same conditions and using the same [@otkese experiments are depicted in
Figure 51.

Because the control system did not readily repaagutomatic hovering success,
troubleshooting and tuning of the control systemane These experiments are contained
within the remainder of this section.

Further tilt-testing followed to troubleshoot tbentrol system. During these tests,
the PC was allowed full control over the helicoptervos. However, under automatic
flight tests, the PC only controls the aileron agldvator. The human pilot always
controls the throttle and tail during flights foafety. These full-control tests showed
acceptable results to manual tilting of the helteofy actuating the swash-plate in the
compensating (opposite) direction.

A flight test was next performed with the curreoftware build. Unfortunately,
this test failed to produce acceptable hoveringltesThe PC control system continued
to pull hard to the side when given control.
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Figure 51. Early flight tests: (a) success anddl¢d follow-up. (Exp. 4/7).
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Another tilt test was performed to re-evaluate tbatrol system performance.
However, the results remained identical to the ipre two tilt tests using this system
build (positive). Poor IMU data must be causingftight tests to fail.

At this point, the IMU was re-mounted with additgd foam completely
surrounding it and the tail boom — promising maximigolation from vibration noise. A
manual flight test was then performed to evaluagIMU data quality. Here, the results
were very promising towards future automatic fligasting. The pitch and yaw data
varied very little over the course of the manuat.t&his experiment is depicted in Figure
52 (a).

The next step was thus a return to automatic tfligkting. Here, and with the
previous tilt test, the PID gains were set as fdpK; = 2.0, K, = 4.0, and l§ = 1.0.
Furthermore, the PID was allowed to us®% of maximum servo throw. The limit on
servo throw allows for higher PID gains and quickesponse without a chance of
binding the servos. Furthermore, it's unlikely ald¢ hover will ever require a correction
of more than 40% in either direction.

This automatic flight test failed to maintain alde hover when given control.
Again, the helicopter immediately pulled hard te #ide. The results are shown in Figure
52 (b).

At this point, barring recurring bad data from th&U, it was thought that the
software implementation must have a bug. AnotHetest followed to again check for
correct servo directions (the IMU had been remadiiiea reversed position). Next, the
source code was changed to also log PID data althgorientation. A manual flight test
followed to examine the generated PID outputs ikdato the actual helicopter
orientation during a normal hover. Given the leskhoise present in the IMU data, the
PID outputs seemed reasonable.

L L L L L L L L E 1 1 L L 1 1 L 1 1
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Figure 52. (a) Evaluating pitch and yaw data (EXpand (b) Adjusting the PID gians to 4-1-1 did not
improve flight results (Exp. 10).

94



A problem with the swash-plate actuation was ndtidaring further tilt-testing.
Namely, the swash-plate was not using its full eangven when given min/max
commands. Furthermore, the swash-plate behavioneskdo worsen as its collective-
pitch increased (determined by the throttle stigkitoon). Therefore, the source code was
examined in an attempt to troubleshoot this problem

Because the PCTx is a one-way system (i.e., thedCransmit controls to the
transmitter, but the PC does not know what commainelgsransmitter is sending to the
receiver), the software “throttle” position must et to a default value. While the actual
throttle control is always maintained by the hurpéot, the throttle position sent by the
PC is used for the swash-plate collective-pitchingxThe code originally set the default
throttle position at zero — a potential cause efdtrange swash-plate behavior under PC
control. Thus, the default throttle position wasrgased to fifty-percent, or neutral.

A recorded tilt test showed improved swash-platauaon while using the
increased default software throttle position. Utfoately, the swash-plate still did not
seem perfectly-actuated in response to the marltiagt However, the decision to
continue with an automatic flight test was madegtftltests provide a better opportunity
to observe the actual orientation changes of thiedpter in response to swash-plate
changes, rather than merely observing the swasb-péaIf during a static test.

Thus, a semi-successful automatic flight was masieaguthe updated throttle
code. The flight data is shown in Figure 53 (a)c®©the helicopter was manually flown
into a stable hover, the PC control system wasvaitbto take over for a few seconds.
The flight behavior was similar to the first sucsfes$ flight test. However, post-
examination of the flight logs show a severe amairiMU drift within the orientation
data. In fact, the control system was providing nsarpensation during much of the
flight. The flight was successful with poor data.

Unfortunately, the two further flight tests failed produce similar positive
results. In both of these flight tests, the helteopmmediately pulled backwards when
given PC control. In the first test, the data shewgsmificant IMU roll drift around +20
This amount is less than the previous experimauit,nore than should be present in a
level hover. The pitch readings varied betweeha+l +10 -- not unreasonable, but still
more than should be present. The data from thegge fests is shown in Figure 53 (b,c).

The second repeat of the flight test provided simiésults. The helicopter control
system immediately pulls the helicopter backwardeenvgiven control. Here, the roll
data possesses the same average arouny k@0the pitch estimate average is more
realistic between -T3and -3. The data itself should not be causing the corgystem
error. In fact, the pitch compensation generatethbycontrol system called for a forward
pitch, not backward. It seemed there was a proldemewhere in the control system
implementation causing incorrect swash-plate aicinat

Furthermore, when looking at the orientation d#te, roll average was farther
from zero during a hover than expected. Thus, am@xation of the collected orientation
data was made in the hopes of improving the cosystiem PID setpoints.
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Figure 53. (a) Semi-successful flight test ovensHaration; (b) follow-up tilted backwards wherven
control; and (c) continued tilting backwards whéveg control. (Exps. 15-17).
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The next phase of testing focused on remountingltig yet again and also
better adjusting the setpoints. The recurring biglasf pulling hard backwards during
automatic flight could be chalked up to poorly-sfied setpoints. Because the IMU is
mounted on a circular tube, its orientation is petfectly level relative to the helicopter
frame. Furthermore, the setpoint specification &fozfor perfectly neutral might not be
the optimal position in a stable hover.

The IMU was returned to its original position attpe rear-most swash-plate
servo (directly behind the swash-plate itself).sThrovided a precisely level mounting
surface relative to the helicopter frame. Furtheemgpreviously recorded flight data was
parsed and analyzed for optimal setpoints. A tableollected data and some statistical
results is shown in Table 6. At this point in eXxpentation, the data indicated a setpoint
of 6.6 for roll and 0.4 for pitch.

Unfortunately, these changes did not fix the imragdilurch backwards when
switching to automatic control. Two flight testsreeerformed using this new setup that
did not yield improved results (shown in Figure .58pth of these experiments showed
the same problem when relinquishing control to ddomatic control system: a large
spike in the orientation as the helicopter lurchddfortunately, very little information
can be gleaned from the data logs resulting froesehtwo experiments. The control
system’s severe reaction when given control indka fundamental problem within the
implementation. The odd behavior of the swash-pdaténg tilt testing was recalled and
pursued further as a potential culprit.

A suspicion began to arise that the transmitter m@sgenerating correct servo
commands given PC inputs. While all previous &Hts produced seemingly good results,
the flight tests invariably failed. The differenbetween these two situations was the
amount of control given to the PC. In the tilt sgsthe PC was typically allowed full
control over the helicopter servos (including tHegtand tail). Full control was given to
test the collective-pitch mixing quality calculated the PC. However, when performing
actual flight tests, the human pilot always maimmai control over the throttle and tail
servo for safety and smooth transitions betweenualdéutomatic control. To achieve
limited control, the R/C transmitter was setup mifier mode to allow MASTER control
of THR/RUDD and SLAVE control of AIL/ELE.

However, upon close examination of the swash-péatiation under full and
limited control, the results were invariably diéet — even though the control inputs
generated by the PC were identical! The only coofsaction was to examine the exact
servo outputs generated by the transmitter givemp@s. Then, new formulas could be
derived to produce correct swash-plate action ulh&ed control.

This new data analysis task was rather tediousayotse least. Luckily, the
answer was found early with a simple realizatiau, Without examining the exact PPM
outputs generated by the transmitter. The transntihs a built-in monitoring display of
current servo positions. The servos are presentadsimple gauge format with neutral at
center and tick marks at 25% intervals. Given &v@aPM frame from the PC (i.e., servo
positions properly mixed), the servo monitor shoekhctly match the servo inputs.
Under full control, the inputs/outputs matched mely. However, under limited control
the servo monitor showed completely different sqresitions in many cases!
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Table 6. Finding Optimal Setpoints

FLIGHT Phi 0.5 Theta 0.5

# Mean Var |ThrMean| Mean Var |ThrMean

xsens40| 6.5749 | 1.2028 0.1999 |1.3896

xsens39| 6.6242 | 1.8615 0.66 |1.2404
23 12.4105| 388.66 |11.6134 | 0.6534 |8.5364 | 0.6441
24 10.6431|102.6343| 9.9831 | 0.6861 |5.0055| 0.6591
25 13.3601 |248.6122| 12.7071| 0.817 |8.0782| 0.783
26 10.2563 |273.1216| 9.5524 | -0.0921 | 9.5923 | -0.0701
27 10.273 |52.9112|10.1677 | 0.5981 |3.7649| 0.598
28 14.3923|130.182 | 14.4634 | -0.2282 | 4.4367 | -0.2419
29 12.9364 | 36.1044 | 13.0866 | 1.0786 |5.4904| 1.057
30 17.3928|41.0228 |17.6787 | 2.6297 |4.5844 | 2.6738
31 19.0567 | 75.048 | 19.627 | 1.5154 |18.2588| 1.4492
32 10.7165|115.6384| 10.9082 | 2.5885 |9.3809 | 2.5816
33 10.6547|37.2822|10.7221| 1.8708 |5.8369| 1.8701
34 16.6841|122.1712|17.0857 | 0.5817 |8.3857 | 0.5741
12.28397 13.13295|0.968493 1.048167
| My

()
— iy N
(b)

(b) repeat with remounted IMU and adjusted setgoifiExps. 18-19).
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Figure 54. (a) Unsuccessful automatic flight teshuMU moved to rear servo and setpoints adjusaeutt



While undocumented in the user manuals, the tratesnassumes different input
schemes between limited and full SLAVE controlisltinknown whether this behavior is
a feature or bug. In any case, under limited corttre transmitter assumes the PPM
signal from the SLAVE is completely unmixed andruntmed. Therefore, while nine
channels of PPM data are sent, the transmitter asdyg four to control the helicopter:
throttle, aileron, elevator, and rudder (defaulamiels 1-4). The other channels are
ignored.

In fact, the transmitter essentially behaves ahaf PPM channels are raw stick
inputs rather than servo data. Thus, half-sticlu{iad) is represented as 1500-ms, min-
stick as 1000-ms, and max-stick as 2000-ms. Whitedcheme greatly simplifies the PC
control system calculations by removing the netgdsr software servo mixing, it also
provided a severe troubleshooting headache.

After removing the servo mixing from the source €oand sending simple
aileron/elevator commands instead, the system eadyrfor more testing. Three tilt tests
followed to verify correct directions and swashtplaactuation. Additionally, the
maximum throw of the swash-plate servos was redwces?5%. The removal of the
erroneous servo mixing code allowed for full-ramgetion of the swash-plate again,
requiring a tighter limit on maximum throw. Finallthe setpoints were also returned to
zero.

The time had come to return to automatic flightitgs Three troublesome flights
began this round of testing. These experimentsigpected in Figure 55. However, based
on the logged orientation data for the latter testd, it seemed to be partly the unreliable
IMU producing poor data under high-vibration again.

In the first flight test, the orientation data seehneasonable given previous flight
data. The roll averaged around +1thile pitch averaged around.MHowever, the flight
did not automatically hover successfully. Post-exation of the flight logs shows far
too much roll compensation given the rather sma0°+error. In fact, the control system
pushed the roll to the safety limit much of thelili. Here, the problem can most likely be
attributed to poor PID loop tuning and the remaathe calculated setpoints. A setpoint
of zero for roll seems to be incorrect in a stdideer.

The next two flight tests both showed much spilligta than the first test. Several
factors were more than likely contributing to thpekg data. First, the PID control system
is obviously over-compensating and keeping the/pibth at the limit erroneously.
Secondly, the helicopter pilot might be having mdifficulty putting the helicopter in a
stable hover, here. With the helicopter not in gtinsal position before the control
system is given control, the chances are lessylikelt it will maintain the hover. Finally,
the IMU could be generating worse data than befSoenetimes, the IMU will perform
very poorly when the manual take-off is roughemtiigual. Furthermore, the IMU will
take much longer (if ever) to settle into normagigtion.

Given the roll average around *1fhe new setpoints of zero were obviously not
going to be successful. Correcting the setpointhesfirst step towards improving the
control system performance. Next, the PID tuningl &imits needs to be evaluated
towards better operation. While fast response sralgle, constant over-compensation
can cause disastrous results with a vehicle suahha$icopter.
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Figure 55. (a) First flight test after removingtsadre servo mixing; (b) repeat of flight test inaing
possible bad data from IMU; and (c) third testhligifter removing servo mixing. (Exps. 23-25).
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Returning to the calculated “good” setpoints inya@ the next two automatic
flight tests. These tests are shown in Figure 3t first flight test provided adequate
hovering results when given control, while the settest failed to maintain the hover
after a few seconds. Both tests show a roll/piteérages very near the setpoints and
much more stable orientation data. However, therskdest does appear to possess
slightly noisier data, particularly when comparithg PID outputs between the two flight
tests. Also, the huge spike during take-off is \@vyious here.

While closing in on repeatable automatic flightss system was far from reliable.
At this point, the return to a focus on optimal Pgarameters was possible. The
implemented PID loop uses only the estimated cateart data supplied by the IMU.
While it is possible to include gyroscope data (g®in orientation), the orientation was
deemed much more reliable and less noisy. Withahsngement, the setpoints less the
orientation represent the integral error terms. pitgortional term represents the change
in orientation (current orientation less previousiatation). Finally, the derivative term
represents the second-derivative of orientation. tidse three terms, the current
orientation is most important for a stable hover.
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Figure 56. (a) Successful flight test with adjustetpoints to statistically-determined values; @ndepeat
of flight test with degraded performance. (Exps2Z9.
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For the next flight test, all gain parameters weneed down. The system was
simply behaving too erratically with high gains ahd corrected servo mixing. The gains
were adjusted as follows:ik= 0.5, K, = 1.0, and l§ = 0.25. The maximum throw
remained at25%. This gain configuration puts the most weightlee proportional gain
term, or the rate of change in orientation. Sinantaining the orientation is the top
priority, and orientation errors worsen exponefytialer time, leveling the orientation as
quickly as possible is imperative to a succesdfghtf test. The other two terms were
lowered proportionally.

The automatic flight test seemed to succeed usheget new values, but
improvement was still needed. Here, the pitch bebavery well — varying merely
between -2and 6 over the course of the flight. The roll also renea steady throughout
the flight (after the initial take-off spike), batrerage closer to +15The roll average is
more than likely too far from the designated setpod provide adequate and reliable
automatic hovering here. However, this behavioprisbably the fault of the IMU not
settling down after take-off. The results of thkperiment are shown in Figure 57.

The next test adjusted the PID gain parametersllasvé: K; = 1.0, K, = 0.5, and
Kq = 0.25. The increased gain on the most stableeradant parameter (integral error or
simply orientation) seemed a logical choice. Hére,goal is to correct orientation errors
quickly through the integral gain term or resetisTinethod has the advantage of working
on real orientation data instead of estimated dékig data from multiple data points.
The hope is to rigorously hold the orientationhet $etpoints.

However, the automatic flight test did not perfoaaswell as hoped. Yet, the test
still managed to semi-successfully hold the helieom a stable hover when control was
relinquished. Post-examination of the data showenlas results to the previous flight
test. However, the pitch varied a bit more errdiiiclhan before — spiking as much as —
10° and +10. The roll remains a good amount above zero agemiqus experiments.
The results of this experiment are shown in Figiie

A further flight test followed using this softwabeiild without repeated success.
Based on the quality of the data, the IMU, andhélkcopter flight behavior, the setpoints
still seemed like they could use some adjustmené. fEsults of this experiment are not
included here for redundancy. The table of mearduae of the flight data was updated
and re-examined to find better setpoints.

Next, the roll setpoint was adjusted to 12.0 anel piitch to 1.0. These new
setpoints were based on a much larger dataset mudpof fourteen different flights.
However, the presence of heavy-noise periods amplately static periods (i.e., before
taking-off and after landing) must have skewed data somewhat. The next flight test
was not successful using these new values (Fid)e 5

These three flight tests led to some initial cas@ns. First, the lowered PID
gains improved the flight results but did not imééaeously stabilize the flight
performance. Good setpoints must exist for thecbpter in a stable hover, but these
setpoints seem to depend much on the initial hoggposition reached by the pilot and
the amount of noise accrued by the IMU during takeFfurther experimentation will
examine the PID parameters in detalil.
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The new setpoints were not consistently improviight results. Therefore, the
original “good” setpoints were returned to use. Sghaetpoints were determined from
only two manual flight tests, but both tests wesenstable hovers.

Returning the setpoints to the previous 6.6 roll &43 pitch led to a semi-
successful flight test. A repeat of the flight tests also semi-successful. In both of these
flight tests, the helicopter hovered for the dunatof the automatic flight. However, the
hovering quality degraded over time, and the pilat to renew manual control. The
results of these flight tests are shown in Figulre 6

As can be seen from the data logs, the hoveringstede for the majority of the
flight (after take-off spikes). Furthermore, obsegvthis same data shows the helicopter
holding a position not exactly at the setpointsisTdehavior is most obvious in the roll
terms. While the setpoint is 6.6, the actual flighsitions seems to waver around 10.0 (or
higher in the repeat flight test).

While the flight tests were becoming increasinglycsessful, the search for
optimal PID parameters was still underway. The @atp still seemed a bit off for a
stable hovering position. Thus, after simple insipecof the data log files, the setpoints
were adjusted to 10.0 roll and 1.0 pitch. These emhwere taken from simple visual
estimation of the data plots over time. The rermgr?ID parameters were left the same
to test these setpoints alone.

Again, the automatic flight test was successfut, with degrading performance
over time. The results of this flight test can leers in Figure 61 (a). These setpoint
changes were making subtle modifications to thghflbehavior, but the overall results
were not approaching stability. Therefore, the gadmameters were re-examined and
adjusted again to help cope with the amount ofenpigsent in the system during flight
testing.

The theoretical goal of automatic hovering is mamng a level flight (zero
integral error) while holding the helicopter “sti(lzero angular velocity). Thus, reacting
quickly to compensate for angular velocity (proporal term) is an important part of
automatic hovering. Thus, the proportional gain vilasreased again to attempt to
stabilize the hovering consistently.

In the next experiment, the PID parameters werdgosdf = 0.25, Kk = 1.0, and
Kq = 0.25. This experiment is essentially a repeatpoévious one, but using the new
human-estimated setpoints of 10.0/1.0. The hopthas less gain will be needed on
orientation at any given time due to the setpdoeisig closer to true hovering position.

These parameter changes increase the sensitivitgntular velocity while
decreasing the rate that the orientation is levelgd This flight test produced the same
level of semi-successful but slowly-degrading ressak previous tests. Flight test results
can be seen in Figure 61 (b).

The initial results based on this round of experitagon show that the flight
behavior is staying consistent in most cases. Tdranpeter changes are having small
impacts on the overall system performance. Howether,system is hovering itself for
short durations given a good starting position ey pilot. Some fundamental issues are
holding back significant progress and will be tackin the next round of experiments.
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Adjusting the PID parameters was not making endogbact on improving the
flight quality. Furthermore, with the system bogg#alvn with the weight of the safety
gear and tethering, flight performance is sevehagdicapped. The helicopter flying in
open-air without safety gear is nimble and fastweleer, the weight of the safety gear
not only requires full throttle just to manage-»bff, but also creates incredibly sluggish
response to controls. Unfortunately, this is a asasy evil to allow for automatic flight-
testing without serious risk to the helicopter totp

However, some optimization was made to improveotrexall flight performance.
First, the source code was heavily optimized in ynaspects. The servo controller
interface code was simplified greatly (possible nthat software servo mixing was
unnecessary). All calculations for servo mixing &eset to activate only when a
FULL_CONTROL switch is set. The main loop now reqdi far fewer calculations
before sending the PID output to the servo cormroll

Secondly, the training gear was slimmed down qaitdt. The center mounting
cage was removed completely. Not only does thioowenexcess weight, but also moves
the long legs of the safety gear much closer tohékcopter center of gravity. The
increase in responsiveness during a flight is mtanoticeable. However, there is an
added risk to the helicopter’s tail rotor sinceyoalflimsy carbon-fiber wing protects it
now.

These changes led to much more sensitive and reisoautomatic flight tests.
However, the system was also very difficult to matyucontrol now. Simply taking-off
and putting the system in a controlled manual howsrs challenging for the
inexperienced pilot. Three flight tests were perfed using this optimized setup with
moderate success. The results of these flight tastbe seen in Figure 62.

Only one final flight test was performed on thei¢mbter control system. To
better isolate and verify the PID control qualityeo the helicopter, the transmitter was
setup to allow only automatic aileron control. Tt maintained control of the elevator
at all times. This arrangement provided a muchebethvironment for examining the
control system response. While the pilot kept theehplevel, the control system
maintained the roll successfully. The results of thght test can be seen in Figure 63.

A final summary table was created using each logdath set. The mean
orientation values and variance over the duratibthe flight are recorded in the table.
Mean values close to the setpoints (or zero) wothi Variance generally denote more
successful flight tests. However, some deviationthe data might be the result of pilot
error during manual flight. The flight data is suammed in Table 7.

From these experiments, the conclusion can onlyhbe the system can work
successfully under ideal conditions. Unfortunateélye second conclusion is that the
chosen commercial-off-the-shelf inertial measuremeamt (Xsens MT9-B) is simply
inadequate for the high-frequency, high-speed egfitin of a helicopter control system.
The orientation data suffers from severe estimagmors that can lead to unreliable
flight performance. However, when the system thstesy can hover itself given a
“good” starting position by the human pilot.
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Table 7. Flight Test Data Summary

Log Endpoints Phi Theta
# | Take-Off | Landing Mean Var Mean Var
4 20 5.6841 28.4877 2.4978 14.7797
7 15 2.289 52.5553 1.1433 14.7528
9 20 -0.613 5.0026 -7.3556 1.3108
10 5 4.7307 20.3411 -7.5548 2.2033
12 65 5.2661 2.1097 -8.1343 1.064
15 10 36.3852 | 299.7846 | -15.6766 9.1812
16 20 55 18.8856 | 4.4358 0.3482 16.4929
17 28 50 15.2465 | 10.0514 -4.6647 2.9428
18 105 49.1307 1437.9 -1.9184 | 118.4598
19 55 32.8066 1105.7 6.9946 38.2923
23 90 120 9.0791 9.238 0.2632 2.1569
24 70 12.9111 | 44.6673 0.9786 5.6038
25 35 16.7137 | 270.2846 | 1.0193 10.0979
26 115 138 6.8238 1.0384 -0.5622 2.743
27 22 115 10.114 10.9932 0.6004 3.4925
28 60 100 13.9602 6.219 0.2804 4.7914
29 85 140 12.3982 7.6001 1.467 4.3911
30 45 90 18.172 14.3369 2.8902 3.4523
31 35 65 20.7161 | 44.8039 3.0226 7.173
32 130 160 7.122 5.0088 2.163 2.3724
33 20 70 9.626 7.6372 1.536 2.1718
34 20 35 14.8508 | 13.6522 1.1042 7.2841
35 97 113 3.7306 5.3131 1.1783 4.1213
36 22 38 5.0645 2.7509 -1.0951 8.4
37 85 169 5.7126 4.9155 -0.8797 1.6371
38 20 60 5.7566 6.5115 -1.1133 4.9279
39 20 60 6.8948 8.2681 1.2821 8.5819
40 15 40 11.0748 | 12.7096 3.2342 6.8549
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5. Conclusions

5.1 Summary

Chapter one introduced the need for a mobile wrde-surveillance platform
towards intruder detection and tracking. A senst@fceptor placement planning system
was proposed to accomplish this task. Next, theamidhges of a miniature UAV
helicopter were described for this application -mely, complete 3D positioning
capabilities. The introduction went on to proposeoatrol system for an autonomous
surveillance UAV helicopter.

Chapter two comprises the literature survey peréainbefore undertaking the
research objectives. This section sought to suseaye of the most complete multi-robot
and multi-agent control systems currently impleradntwith particular focus on
unmanned aerial vehicle (UAV) platforms due to theatural aptitude of wide-area
surveillance. Most likely the best system surveyiadierms of completeness, was the
COMETS system, which sought to create a coordinatatti-UAV system capable of
detecting forest fires. However, the design of sygstem was open enough to allow
expansion into many other applications. Unfortulyatéhe consideration of ground
vehicles was not included in the COMETS program.

Next, current UAV helicopter systems were surveyeul described briefly.
Additionally, a survey of commercial autopilots eé&ped specifically for miniature
UAVs was included. This autopilot survey concludeth a best-purchase suggestion at
the time of writing.

The sensor placement planning literature survegresdly describes the root of
the research, the Art Gallery Problem, and themredd into the notion of visibility —
used heavily during the sensor placement planmieggmted here.

Because of the desirability of commercial off-thel§é (COTS) parts, R/C
vehicles make an excellent target mobility platforHowever, control interfaces are
generally primitive and lack any sort of telemetry.

Chapter three describes the design of the senaoemplent planning system and
the UAV helicopter control system in several paiffie sensor placement planning
system is comprised of Erdem and Sclaroff's Radaleep algorithm for visibility
polygon generation, fixed/PTZ camera modeling, sidbranch-and-bound search, and a
shortest-path interceptor placement based on Vohagrams and Dijkstra’s algorithm.

The UAV helicopter control system is based on thepgrtional-integral-
derivative control algorithm. The PID design wa®pgwsed as the best method for
controlling the helicopter swash-plate. An inneydd?ID for attitude control and an outer
loop PID for position control (similar to a recedimorizon controller) comprise the
navigation system. The next section describes tlnptete control system
implementation using a standard notebook PC andnmmomial off-the-shelf (COTS)
hardware. Two similar setups were tested. The, fingtre practical approach maintained
the bulk of the hardware onboard the helicopter asetl a USB-based servo controller
instead of the R/C receiver. The second, more tadyogroach moved the PC off-board
and sent all commands through the standard R/Grtridter/receiver pair. Both setups
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had distinct advantages and disadvantages for bmperimentation and real-world
applications.

5.2 Future Work

Future work on the sensor placement planning wngdhlide optimization of the
code for more complex areas and an extension tateoling mobile interceptor.
Eventual work could also lead to 3-D modeling @faa for more realistic simulation.

The UAV helicopter-interceptor waypoint-navigatiaontrol system is not yet
complete. Future work includes implementation ofenmbust hardware, a better sensor
fusion algorithm, further integration of imagingchmiques, and extension to full
waypoint-navigation. Additionally, work on an adapt neurak-etwork-based PID
controller should be continued to improve the lwgdter response under different flight
conditions.

5.3 Final Conclusions

A sensor placement planning system and UAV hel@opbntrol system were
proposed and presented here. The sensor placetaening system is able to optimize
coverage versus total cost given an area, conttyaamd a list of available sensor
parameters (field of view, pan/tilt angles, cost.)e The system can process an area
quickly using Erdem & Sclaroff's efficient RadiaW®ep algorithm and breadth-first best
mask searching. Additionally, an interceptor can pi&ced within the same area to
minimize interception time to any point on the pegter using the same visibility
technigues in conjunction with Dijkstra’s algorithamd the area’s Voronoi diagram. .
Additionally, a face-detection and localization teys was developed to test the sensor
placement planning results on real-world areasréfbee, the real-world implementation
of this system requires only the interceptor hgteo system to be complete.

The UAV helicopter control system is able to howgth limited success given a
good starting hover position from the human pilbinfortunately, due to spiky
orientation data during take-off, the control systess unable to automatically take-off.
The final conclusion is that the chosen inertiaBm@ement unit is critical to the design
of a helicopter control system. Here, the IMU proelll inconsistent results leading to
non-repeatability of some experiments. While thetesy can hover the helicopter under
ideal conditions, the hardware-sofware setup is-omimal for a robust helicopter
control system.
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