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Abstract

Dynamic reactive power (var) sources, e.g. SVCs &TATCOMs, can
effectively mitigate fault-induced delayed voltagecovery (FIDVR) issues or even
voltage collapse. However, their optimal allocationa power grid is a complicated
nonlinear optimization problem since the post-favltage trajectories have to be solved
to check constraints on voltage responses. Thisegrsoof both nonlinear optimization
and power system differential and algebraic equat({®AES) are required.

Currently, most of existing methods merely achidyeamic optimization locally
with great dependence on the initial operation polttso, complicated algorithm and
time consuming are obstacles for the practical @mgntation.

This thesis proposes a new approach to optimizsiges of dynamic var sources
at candidate locations by efficiently interfacinghauristic linear programming based
searching algorithm with power system simulatioritvgare. Within several iterative
search steps, the optimal size of dynamic var eaachieved. In order to verify the result
obtained from the proposed approach, Voronoi dragiaapplied to tackle the feasible
solution area, and then to demonstrate the re$uieworistic linear programming is the
global optimal.

Case studies on a 9-bus system and the IEEE 38ystism have benchmarked
the new approach with an existing representatiyecgeh and demonstrated that the new

approach can quickly converge to an optimal satutioronoi diagram is implemented



Vi

to tackle non-convex feasible solution area of bzabes and it shows that the result is
global optimal.
Index Terms—dynamic var support; FIDVR; linear programming, nhoear

optimization; voltage recovery; Voronoi diagram
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Chapter 1 Introduction

This chapter starts with an introduction to thelkgmound of voltage security
issues and Voronoi diagram. Main characteristicd detrimental effect of voltage
instability and the state-of-art research actisiteee reviewed. Also, the basic idea and
development of Voronoi diagram are introduced. Adtrds, the objectives of the thesis
are discussed, and the structure and organizatithe ahesis are presented.

1.1 Research background
1.1.1 Voltage security issues

For decades, angle stability problems had beemsixgy investigated in power
system stability studies since it was consideredbaoresponsible for most instability
phenomena including voltage related events [1]. elew, the change of the power
system structure and operation, have caused th@ageolinstability issue to be an
independent phenomenon.

Voltage security issues in a power grid have aoore attention due to ever-
growing electricity demands. Other than depressathge profiles, utilities also have
increasing concerns with dynamic voltage securggués, especially fault-induced
delayed voltage recovery (FIDVR) issues at loadebuand even fast voltage collapse
following cascading events, because of the incngaslynamic fast-responding loads,
such as the air conditions with high-efficiency lovertia motors. The dynamic behavior
of motor loads, such as decelerating and stalhnipé event of voltage sags, as well as a

huge amount of reactive power consumed by theestathotors delay the voltage



recovery. The dynamic and fast characteristicshoftsterm voltage instability demands
fast and sufficient reactive power injection. Téfere, the management of dynamic var
sources especially their optimal location and diBeomes an emerging research topic.

Several previous reported studies have investigdtedoptimal allocation of
dynamic var sources [2]-[7]. Reference [2] studles placement of SVCs by using post-
contingency trajectory sensitivity analysis. Thedstis focused on examining the impact
of a fault at bulk transmission level in the systéaning peak load condition. The power
system components were modeled in details, inctptioth static and dynamic loads at
key distribution feeders, over excitation limitesyitchable shunts, STATCOM, and
static var compensator. The concept of traject@ysgivity index was proposed to
identify the location for dynamic var support fteetmitigation of the short-term voltage
instability problem caused by large disturbances.

In [3], the sizes and locations of var sources vdetermined by means of optimal
power flow (OPF), and verified by P-V and Q-V arsady The OPF typically provided
the optimal locations and sizes for VAR injectioevites that satisfied the given
constraints. However, the dynamic var amount obthimay not be optimal since it uses
a steady state approach to find the initial amoamd only refines the amount by
simulating in time domain.

In [4], OPF was also applied to determine a rigit of static and dynamic var
supports. As part of the static analysis, powewfand P-V analysis were performed to

investigate thermal problems and determine loadirsgrcapability. Dynamic analysis



was used to study fast voltage collapse phenomandrmperform load sensitivity studies.
As a final verification, the mid-term time-domaimsilation is performed for refining the
solution.

In [5], a technique titled “the time continuatiorethod” was applied to find the
locations and amounts of dynamic var sources, augiplith a quadratic model of the
electric power system, including generators, vataggulators, and induction motors.
However, this method still cannot capture the diythamics of the system because it used
only a quadratic steady state model of generatmidaads.

In [6] and [7], the dynamic var allocation problemas formulated as a mixed
integer nonlinear programing problem. The var lmeet and an initial guess on var sizes
were respectively from a trajectory sensitivity dstuand a linear programming (LP)
algorithm [2], and then the final solutionwas obtad by interfacing an optimization tool
with power system time-domain simulation softwace dptimize the required var
amounts for each time step of the post-conting@raggctories [6].

1.1.2 Voronoi diagram

Voronoi diagram is one of the most useful datacstmes in computational
geometry, which was widely applied to diverse fsetdd science and engineering such as
finite element meshing, image processing, architattdesign, physical simulation,
visualization. In this thesis, Voronoi diagrams eadopted in the visualization of

contour map.



[8] gives whole perspectives of Voronoi diagramimhain five perspectives
including structure, computing, line segments Hast point and a few historical remarks.
Some properties of the Voronoi diagram has beenegr@as well. For example, if one
connects all the pairs of sites of which Vorondisare adjacent, the resulting set of
segments forms a triangulation of the point setedahe Delaunay triangulation. This
triangulation with several excellent properties,oise of the approximation methods
widely used in variety areas.

In [9], a simple but efficient approach for compagtithe localized restricted
Voronoi diagrams on mesh surfaces was presentestri®ked Voronoi diagram can
contain Voronoi regions that consist of multiplsjdint surface patches. Also, localized
restricted Voronoi diagrams is a useful extensionimprove several existing mesh-
processing techniques, most importantly surfaceestiing with a low number of
vertices.

In [10], a Voronoi diagram based blending methotboél response surfaces was
proposed to accomplish global fidelity in functi@pproximation for engineering
designing optimization. The method compromisedtthdeoffs between local and global
properties in function approximation through adaptumulation of sample points based
on Voronoi diagram geometric information on theistdbution. Additionally, the
approximation was gradually refined in ever smaN&ronoi regions with quadratic

polynomial expression.



1.2 Objective

This thesis aims at implementing a fast algoritonfinid the optimal dynamic var
location and size. The challenges come from theptexity of the optimal allocation of
dynamic var sources, since the problem itself m@alinear optimization problem and its
constraints check requires the information of gastt power system trajectories. Thus
both a nonlinear optimization solver and a powestesy DAE solver are required and
they should be systematically integrated or intaxthfor an efficient algorithm to solve
the problem. Most of the existing methods eithevesa simplified problem for an
approximate solution or suffer computational busléor large-scale power systems if
two solvers are interacted frequently. Furthermtre,result of existing method may not
be global optimal which may rely on the initial val

The approach proposed in this thesis solves thiemaptlynamic var allocation
problem by systematically interfacing power systéme-domain simulation software
with a LP based heuristic search algorithm. Compéaoethe approach in [7], it takes a
small number of iterative steps to quickly convetgean optimal solution, and at each
step, the LP can effectively identify the searchiingction for reducing the cost function
toward an optimum. Thus, the new approach has ratmleomputation burdens. The
proposed approach is demonstrated on the WECC %ymtem and the IEEE 39-bus
system [11]. In order to verify the result of thenéar programming based Heuristic
search algorithm is global optimal, Voronoi diagresrapplied to establish contour map

of the feasible solution area.



1.3 Organization

The chapters of this thesis are organized as fastlow

Chapter 2 introduces the WECC/NERC transient veltalijp and overshoot
standards follows an N-1 contingency. The WECC/NER({Tage performance criteria is
formulated as constraints.

Chapter 3 presents the proposed approach usedisinwtirk to perform the
heuristic linear programming. The role of voltagejectory sensitivities in the
optimization problem is to find the optimal locatjothe role of the heuristic linear
programming is to determine the optimal var in@ctvalues and the role of Voronoi
diagram is to tackle the non-convex feasible sofuéirea.

Chapter 4 gives a demonstration of the voltageedtajy sensitivity index and
heuristic linear dynamic optimization methods oW&CC 9-bus system and IEEE 39-
bus system. Simulation results of voltage trajeesproptimal var injection values and
search path for different operating conditions presented. Also, Voronoi diagram
tackle the feasible solution area of 2-dimensioth &i@limension in 9-bus system and 39-
bus system respectively and the result is confirtodae global optimal.

Chapter 5 summarizes the conclusions of the thastsproposes the future work.



Chapter 2 Formulation of the Problem

This chapter presents the formulation of the dywcarmeactive power resource
allocation problem considering the dynamic powestesy standard.

To address the fault-induced delayed voltage rago(felDVR) issues, power
companies follow certain planning standards to rgandynamic var sources for the
limitation of voltage dip/sag after a fault [12]. BEZC/NERC gives the planning

standards as shown in Fig. 2-1[13].

VOLTAGE PERFORMANCE PARAMETERS
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Figure 2-1. WECC/NERC Post-fault voltage performaciiteria

The specific data of WECC/NERC standard for N-1 BiR# criteria are listed in
Table 1. For example, N-1 disturbance in one systkall not cause a transient voltage
dip that is greater than 20% in anther system forenthan 20 cycles at load buses,

namely 40 steps with half cycle simulation step@iHz system. If the post transit voltage



deviations are less than the values in Table Wilitresult in voltage instability. The

disturbance originated system and its affected hiogigng system should cooperate
manually to resolve the problem. WECC/NERC voltegeeria can be applied to either a
system with all elements in service, or a systerth wne element removed and the

system adjusted.

Table 1. WECC/NERC voltage criteria

NERC and WECC Post transient voltage
Transient voltage standard
categories deviation standard

Not to exceed 25% at Iojd
bus or 30% at non-load
N-1 buses Not to exceed 5% at any bus

Not to exceed 20% at more

than 20 cycles at load bus

Not to exceed 30% at any
bus
N-2 Not to exceed 10% at any bus
Not to exceed 20% for more

than 20 cycles at load buses




2.1 Objective function
The objective function of the dynamic var allocatfgroblem is formulated as:
Minimize
f =20, (2-1)
where Q; is the dynamic var injected at candidate bus is the general cost
coefficient associated witk);, e.g. the cost per Mvar of a SVC which can beeeith
installation cost, maintenance cost or operatmmst.c
2.2 System Constraints
Without losing generality, this thesis considengi¢gl voltage criteria according
to WECC/NERC planning standards and formulatedstaedard as shown in Fig. 2-2.
The post-fault transient voltage performance iseetgd to meet criteria such as:
1. The post-fault voltage deviation at a bus relativés pre-fault initial voltage
should not exceed 6.
2. The duration of a post-fault voltage dip or overst®D,% should not exceed
L cycles.
3. The post transient (starting fronseconds) voltage deviation at a bus should
not exceed E%.
This thesis considers N-1 typical parameters irctiteria:
* D1=25 (%) for load buses and 30(%) for generator use
* D,=20 (%) and L=20 (cycles) for load buses

» t=3 (seconds) after the fault clearing time (dendtet})) and 3=5 (%)
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N-2 typical parameters are also taken into accoutite criteria:

» D31=30(%) for any bus in the system

* D,=20 (%) and L=40 (cycles) for load buses

» t=3 (seconds) after the fault clearing time (dendet};) and 3=10 (%)

Fig. 2-2 illustrates the general formulation oteria for a load bus.

lAVr VU=1 .25 init

Initial — "
Vohage /f\ 1.2 - 1.05 ) it
o \ V e

- w_——?

= " =
=8 & ll. / 0.8 |/ init 0,95}/ init
=

-

N = = PE=(). TS5V it

= No more than 20 cycles

G,

-

z ||

el

Fault
Cleared

L, f,

Figure 2-2. Post-fault voltage performance criteria

Assume the system h&kbuses. Define the percentage voltage deviatian lnfs

| at timet:

(+)_yinit
R =[O

- yinit

J

; x 100%, Vj € 1~N (2-2)

whereV;(t) is thej th bus voltage simulation resuv;-,i"it is the pre-fault initial

voltage magnitude.
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2.3 Combination
According to the aforementioned analysis, the ogtimlocation problem for
dynamic var sources (taking SVC as an example)beaformulated as follows for N-1

contingency.

Minimize
f = Xierg €iQ: (2-3)
All of subject to
Qf <Q; <! viel, (2-4)
R; < 25%,ty <t <tg,Vj€EI, (2-5)
R; <30%,ty <t <ty,Vj€El (2-6)
R; < 5%,t = t;,Vj € 1~N (2-7)
Durationg >0y < 20 cycles, t, <t <tg,VjE] (2-8)
x=f(xy0Q) (2-9)

whereQ" andQ," are the lower and upper limits €, 1. andlg are respectively
the sets of load and generator buses, (2-9) remsesbe differential and algebraic
equations (DAESs) on power system dynanucandy are vectors of differential variables
and algebraic variables, adis the vector of);.

With the post-fault voltage trajectories from tidemain simulation, the above
constraint in (2-8) may be checked for each sinutatime stepAt. For example, iAt=
0.005s, 20 cycles in 60 Hz systems correspond oonar 67 time steps or if\t=

0.00833s, 20 cycles in 60 Hz systems correspondbtiut 40 time steps. Then, the
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constraint requires that the duration of a >20%ag#d deviation should not be more than
67 steps or 40 steps respectively.

The region of all solutions for the above optimiaatproblem (2-3) ~ (2-9) may
be non-convex, and that optimization is couplechwiblving DAEs for post-fault power
system trajectories. Therefore, it would be congtéd to directly solve the problem. For
example, for an exhaustive searching method, tls¢-fpalt voltage response should be
solved with every potential combination of valué$)s and then voltage criteria can be
checked so as to judge whether it is a feasibletisol or not. The next chapter of this
thesis proposes an efficient approach to cope with problem as well as a valid

visualization tool as an implementation to tackie hon-convex feasible solution area.
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Chapter 3 Proposed Approach

3.1 Identification of the Most Critical Contingency

Assume the result of the new approach can satigfyrost critical contingency, it
will enable other contingencies in the system niketstandard. Hence, to identify the
most contingency in the system is important. Caaircy severity analysis based on the
steady state cannot capture the whole criticalrmétion of power system such as the
transit voltage dip or overshoot at one bus or tturawhen the bus was below the
acceptable limit. To effectively measure thesedes;tvoltage performance indices based
on WECC/NERC N-1 contingency criteria are discusstmver system abnormal state
during transit period and post fault period cami®asured by voltage dip and overshoot
at buses. Severity inde&l, is used to reflect the rigidity of the continggmecluding the
lower limit violation and upper limit violation andalculated at each time simulation

step. This thesis takes the severity index of Nitiagency as example.

1L,R; = 30%,t; <t<t,VjeEl;
1, R = 5%,t =t;,Vj € 1~N
0, otherwise

SI;;t =

ij

1,R; = 25%,ty <t <t,Vj€EL
{ (3-1)

Then the average severity of one N-1contingendiiersystem is expressed as
1 1
Sl =2 X1 (;Zﬂy:l SIijt) (3-2)
where T is the total simulation step.SI; can be estimated for every N-1

contingency in the system and the contingenciel laiiger values are taking as severer

N-1 contingency in the system. The N-1 contingewityr largestSI; is selected as the
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most critical contingency in the system which hién be used to determine the locations
of dynamic var sources and optimize the size aftre@var sources.
3.2 Determination of the Locations of Dynamic Var Sources

For the most severe contingency, some candidatesb(i®.,lg) are selected
among allN buses in the system. The candidate buses mayobe thhere var injection
can cause more sensitive improvements on the dveost-fault voltage level. For
instance, the method based on a post-fault trajedensitivity index in [2] may be
applied. Another similar index is the Voltage Séwgy Index (VSI) which is defined
below. A small amount of dynamic vay is injected at bug which can be simulated by

adding a SVC of sizg;. Assume that the simulation time stefts the total simulation
period iST x At, and the var injection changes the voltage atj fumm Vj"ld't to Vj”e‘”'t

at time step from time-domain simulation results. VSI is caktield by (3-3) for each bus
| at certain time step. For simplicity, this thesmnsiders VSI as the maximum voltage

recovery sensitivity index as in (3-4) for each poser the simulation period.

VSl = max[V"" — VO £ = 1~T] /g (3-4)
Then the average recovery sensitivity for the sgsabout the var injection at bus
is given by
1
VSI; = Nzg.vzl VSI;; %3-
VSI; can be estimated for every bus and the buseshigtier values are selected

as the candidate buses to add dynamic var sources.
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3.3 Optimization of the Szes of Dynamic Var Sources

Assume that there are candidate buses, i.elg|Fn. The heuristic approach
proposed in this thesis conducts the following stepdetermine the sizes of the dynamic
var sources (taking SVCs as an example),@e-Qn:

1. In then-dimensional space @:~Q,, the initial guesses (denoted OY"~Q,’) are
selected at a feasible solution to satisfy all {fastt voltage criteria or at a
solution without violating voltage criterion as(-8). Letk=0

2. Time-domain simulation on the most severe contingaea conducted with SVC

models of sizex),*~0Q,,* added to the candidate buses. Then, a small ampisnt

added, e.gQ;*/10, to each candidate bus and re-simulate the canimgVs is

calculated by using the voltage responses withitirowt g; according to (3-4).

3. UseVSj; as the heuristic information to optimize the amoohupdateAQ;* by
solving a LP problem. Then, l1t*** = 0,* + AQ,*
4. Iterate Steps 2 and 3 until one of the followingpgiing criteria is met:

i. If all |AQ;*|'s are smaller than an inaccuracy lingiand the voltage responses
with Q;**! satisfy all voltage criteria, then 1€;~Q,=Q"~Q,*"*

ii. If k+1 exceeds a preset maximum iteration nuntbée.g. 10~20), leQ1~Qn
take the results from the most recent iteration tloees not cause any violation
of voltage criteria

The second stopping criterion is to make sure ¢asibility of the final solution

in case that the LP solution after a number ofttens violates voltage criterion (2-8). If
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then, the most recent feasible solution is provjdestead. Detailed algorithms in Step 3

to determineAQ ~AQY are presented below.
As illustrated in Fig. 2-2, define

AVH* = min[V/*" — VMt = 1~T] (3-6)

AV = min[V7* - V£ = 1~T] (3-7)

k.t

whereV/“* is the voltage of buf at time stet, andV"* =0.75/"™ if t < ¢, ;

otherwiseV;**=0.95/™. And V" =1.28//™* if t < t, or 1.09™*, otherwise. The
magnitudes ofAV]-L"‘ and AV]-U"‘are actually the closest distances from the voltage

trajectory to the two limitsAV;* (AV”¥) is positive if the trajectory is above (below)

the limit, or negative, otherwise.

Then the following LP problem is solved to detereniQ, ~ AQ/

n-

Minimize
f=ZkaQ" (3-8)

Subject to
1 =Qf +AQf,Vi=1~n (3-9)
Q<o <l vi=1~n (3-10)

VISV B VSEAAQM < VI, t=1~T, Vj€1~N  (3-11)

(3-11) can be written as

VI =V < TR VSIGAQM < VI~V = 1~T,vj € 1~N  (3-12)
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Similarly as theVSIl-jt andVSI;;, (3-12) can be simplified in following way of

just considering the minimum distance between geltand voltage limits over the
whole simulation.
min(V* — V) < ¥, VSL;AQ" < min(VY — V), vj € 1~N (3-13)
For the first two parts of (3-13), it can trandfethe following format:
"~ VSL;AQ" > min(V}F — V), vj € 1~N (3-14)
For the right part of the inequality, it equalshe —AV]-L"‘ based on the (3-6), thus
(3-14) can be written as:
L VSIGAQK = — AVMK, vj € 1~N (3-15)
Yielding
— L, VSI;AQK <AV vj € 1~N (3-16)
As for the second two parts of the (3-13), it cansbmplified as (3-17) based on
(3-7).
L, VSI;AQ* < AVPK,vj € 1~N (3-17)
Since the system is very non-linear system, tig; may not be as linear as
adding small amount of var. In order to speed @psmarching, (3-16) and (3-17) can be
multiply acceleration factors as shown in (3-18Y 48-19) respectively, which is 1 as
default value.

— Y, ay VSI;AQK <AV vj € 1~N (3-18)

1By VSI;AQ < AVYF,vj € 1~N (3-19)
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The above LP problem is to approximately find theimum var requirement for
the improvement of the post-fault voltage perforoeby pushing the post-fault voltage

trajectories as close to the lower voltage limipassible.AQ} ~ AQ! are solved to update
Q ~Q for the next iteration. The constraints (3-18) §Bd9) indicate that the voltage

response is expected to stay within the two limrtd approach the lower limit to save the
total cost.

3.4 Implementation of the Approach

Identify Most Critical
Contigency

!

Determine the locations of
dynamic var support by V.Sl and
guess the initial Qi

I

Update VSIij and solve the Qi ! |
Linear Programming problem | | P Solve the DAE of
Rt for AQi | the Power system
-t } with detailed load

Vi |  Application | modeling
[ Program (PSSE)
Interface |
| (Python) |
Does it meet
search stopping

criteria?
YES

inal solution on var locations
and amounts

(Matlab)

Figure 3-1. Flow chart for implementing the prombapproach.
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Fig. 3-1 illustrates the implementation diagram tbk new approach. The
approach interfaces the LP algorithm (MATLAB coaa)h the power system dynamics
simulator (i.e., PSS/E) via Python. PSS/E solvesDRAEs in (2-9) to simulate the post-
fault voltage responses for any given var injecg8trategy. The results are fed back to the
LP algorithm for voltage criteria check amdI;;, AI/jL"‘and AV].U""' calculation Induction
motor loads and SVCs are needed to be modeledSfEPSmulations.

3.5 Tackling the feasible solution area

Voronoi diagram is a widely applied technique ofnqpuitational geometry. Its
fundamental framework is first based on the cerimber of sample points calculated
from the above method within design space whiclo aleans the boundary of the
dynamic var. Second, an approximated objectivetfands generated according to the
information given from the analysis result at sagnpbints. Third, an optimal solution is
estimated with above optimization algorithm oves #pproximated function instead of
direct analysis. In this thesis, Voronoi diagramapplied for the optimal placement of
new sample and barycentric interpolation [14-171]d9ed to estimate the tentative optimal
objective function.

3.5.1 Definition and basic properties of Voronoi diagram

Denote the Euclidean distance between two pgingsdg by dis(p, q). In the

plane, we haveis(p,q) = \/(px — 4x)? + (py — qy)*. LetP = {py, pa, P10 } be a set
of n distinct points in the two dimension space shownnaFig. 3-2(a). Perpendicular

bisectors are drawn for each pair of points shosvtriangular edge in Fig. 3-2(b). This
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results in a set of polygons which will be polyheedn the higher dimensional space.
These polygons as Voronoi regions are denoted ahagf P by Vor(P). One for each
site in P, with the property that a poigtlies in the cell corresponding to a spteif and
only if dis(q,p;) < dis(q,p;) for eachp; € P with j = i. All of the intersection points

q1, 92,--q9,..., are Named Voronoi points.

p5 ps

¥ > N
q6
PO qgkR P9
e
p po-d8
plo. plo
p8 q 57 \ p8 ﬁ4

p7

\\ 0

p2 p3 p2 = p3

q3
() (b)

Figure 3-2. Voronoi diagram.

3.5.2 Barycentric interpolation

Barycentric interpolation is a variant of Lagrarmg®ynomial interpolation which
is also known as area coordinates or areal codaeinBarycentric interpolation is useful
especially in engineering applications involvingatigular subdomains. Taking the
triangle which composited bys, py, p1o @s an example, its three vertices have three
objective values as shown in Fig. 3-3. Each poitiated inside this triangle can be
written as a unique convex combination of the thredices. In other words, for each

point there is a unique sequence of three numitfenge want to estimate the objective
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value of g9, there is a unique sequence of three numbets, a,, @; = 0 such that
a, + a, + a3 =1 andqg = a1ps + a,p10+a3p9. The three numbers,, a,, a; indicate
the barycentric or area coordinates of the p@jnwith respect to the triangle. Every point
inside the triangle ops, po, pP1o IS uniquely defined by any two of the barycentric

coordinates.

Where,
_ . _area of greentriangle Al
“1 = percent green area = total area A1+ A2+ 43
B L Bl _area of blue triangle A2
2 = percent biue area = total area A1+ A2 + A3
_ . _area of orange triangle _ A3
@3 = percent orange area = total area A1+ A2 + A3
pS
P9

pl0

Figure 3-3. Barycentric interpolation.
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3.5.3 Addition of new sample

In order to improve global approximation fideligelecting new samples besides

the samples tried in linear algorithm is signifitan

1. Selection of candidate region and adjustment oéw sample point for the
optimal objective function.

The triangle where the tentative optimal solutisrobtained is considered as
the most effective area. A new sample point is ehdsased on the minimum
objective function from the barycentric interpobeti

2. Selection of new sample point for global fidelity.

For this purpose, a region where existing sampietp@re depopulated must
be effective. Under the terminology of Voronoi diaigp, each Voronoi point
is the most far point from its surrounding sampdngs. A new sample point
is chosen based on the largé&t(p;, g;) andg; is the candidate new second
point.

3. Selection of new sample point connecting the seemtfirst sample points.
Adding new samples at the above two types of poina,density of samples
around the tentative optimal and around the mopbplelated one become
quite different. A new sample point is chosen ire tmiddle of the

interconnection of the above two samples.
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3.5.4 Overall algorithm of area tackle

The overall algorithm for tackling the area is agafed into following steps:

1. Based on certain number of initial sample pointsrfrthe linear searching
path and execute system analysis at those points.

2. Establish or update the Voronoi diagram and esantia¢ objective function
by barycentric interpolation.

3. Find a tentative solution by solving an approxirdatejective function.

4. If a solution has enough fidelity or if the costerds the limit, terminate the
overall procedure.

5. Determine new sample points, and execute systelysamthere.

6. goto Step 2
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Chapter 4  Case Studies

The proposed new approach is tested by case stoidsee WECC 9-bus system
and IEEE 39-bus system. The studies apply the CLODBRBd model and CSVGN5 SVC
model (see [18] for details) to simulate the pheaonanof FIDVR and dynamic var
supporting.

4.1 Setup for simulation

The CLODBL load model is used for planning and agien studies in the power
system in PSS/E. This model is consisted of indaatnhotors, lighting and other types of
equipment shown as Fig. 4-1. It is intended to inssituations where it is desirable to
represent loads at the dynamic level. The modelnallthe user to specify a minimum
amount of data stating the general character ofctimaposite load. It uses this data
internally to establish the relative sizes of mstarodeled in dynamic detail. In this

thesis, all the parameters of composite load atediin the Table 2.

‘ Po=Load MW in pu on system base
i I / Constant P = ProxVEke
MVA Q = QroxV2

—

% v
Large Small Discharge Transformer Remaining
Motors Motors Lightning Saturation Loads

Figure 4-1 Composite load model
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Table 2. Parameters for composite load model

Parameters Value
PC_LM,% large motor 25
PC_SM,% small motor 25
PC_TX,% transformer exciting current 1
PC_DL,% discharge lighting 20
PC_CP,% constant power 5
Kp,% of remaining 3
R, branch resistance(pu load MW base) D
X, branch reactance(pu load MW base) 0j1

CSVGN5 SVC model is static var system model thareweritten for a
corresponding model in the WECC stability programHASS/E. It is represented as
generator in the power flow simulation. In the dyma simulation, CSVGN5 has fast
override capability which is activated when thetagé error exceeds a threshold value. It
does not to separate the equipment to identify@epabanks and reactors. The output of
CSVGNS is equal tdB,,4, and the thyristor controlled reactor is shut dffB,,,, is
positive then the capacitor banks are equa,tp, times the MVA rating in the power

flow from the generator setup. 1B,,,, iS negative, then the equipment is assumed to

consist of just reactor.
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In the case studies, we assumecsgill, i.e. all buses have identical costs for
SVCs. In this case the objective is actually toimine the total amount of dynamic var
supports to meet the voltage criteria. The totat{lault simulation time is 5s and the
post transient criterion is checked after the frsieconds transient period. No upper limit
is set for the size of dynamic var supports. Fathbzase studies, lej= SMvar, the
maximum iteration numbd€=10, and inaccuracy limg&=1Mvar.

4.2 9-bus system

The 9-bus system has 3 generators, 3 transformkrads, and 5 transmission
lines, as shown in Fig. 4-2. According to contingeanalysis, a three-phase fault on bus
7, which is cleared by opening the line betweerebus5 after 5 cycles, is identified as
the most severe N-1 contingency. The delayed veltagovery phenomenon is simulated

as shown in Fig. 4-3. 5 out of 9 bus voltages vethe voltage criteria.

7 9

BUS7 BUS 9
2 8 3
BUS 2 BUS 8 BUS3

163.0 2¢>8 82¢>8 85.0
2528 8528 .
oo — 100.0 =

66R 1 < 109R
B 5 —

184 2337 141

1
/, \ 2¥9 A 2374
; elo " a e
BUS § i‘ 8 2290 BUS 6 2 82329

éUS B 2359

Figure 4-2. 9-bus system with the most severe Nrtiegency and two candidate

buses for dynamic var supports.



27

Without SVC
1 4_"""'"7"""""‘."""""7 """""" . s . oYY

17 A S i — ! 1 S

voltage/pu

Figure 4-3. Bus voltage responses of the 9-bugsyst

At Buses 6 and 8, the overall VSI is higher thaat @t other buses as listed. So
they are selected as two candidate buses to irStlls. Assume the sizes of the two
SVCs are larger than 1Mvar. The initial guesse®g@fand Qg are set at 30Mvar and
50Mvar, respectively. As shown in Fig. 4-4, afteitdrations the proposed approach
converges to a solutio@s=56Mvar andQs=1Mvar.

To investigate the global optimality of this sotrtj an exhaustive search is
conducted to estimate the entire region of feasblations as shown by the gray region
in Fig. 4-4. It is confirmed that the obtained s is the global optimum although the
solution region is non-convex. For this case, thigal guesses do not correspond to a
feasible solution but the first iteration jumpsddeasible solution. To test the voltage

performance with the optimal var injections, timmsthin simulation is conducted with
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SVCs added to Buses 6 and 8 with the determineessikig. 4-5 shows that all

trajectories meet the voltage criteria.

New Approach Searching Track

70 ‘ ! ! ! ! 1 ! ! ! ‘
ol o
60 1----oeee Peoseess Ex : I
oy + 1 [30.:50) _‘_‘:\_r
5 ! : 5% : :
z 5
=z L S I S _
@ S i
© :
LY :
R h AEEERE -
by :
."‘\‘ ;
S _
4+ 2(62,18) Y
: : : : N N,
L S S ot b
! : Optimal Point ™ y
| ; ; | (56,1 }}.\‘3@7’” L 3(63,1) 3
Uys—30 35 40 45 30 55 @ 65 70 75 80 8
Q6/MVar

Figure 4-4. Searching path of the new approacth®®-bus system.

14 Optimal solution (Q6=57Mvar, Q8= 1Mvar)

12k o Curles : : . 1 A

% ] =20 cvcles AR R
o A T T
3§ AR U I O S .....................
D2k e i»---------»---------.---------,E ---------------------

0 | | | | | \ | | |

0 0.5 1 1.5 2 25 3 3.5 4 45 5

ts

Figure 4-5. Post-fault voltage responses with ot SVCs for the 9-bus
system.
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In Fig. 4-6, the non-convex feasible solution argeaackled by the Voronoi
diagram which is bounded by the light blue coldneTdarker blue indicates the smaller
objective function. From the diagram, it verifidsetresult from the heuristic linear

programming is global optimal.

4 Searching Track

. 4

B0

[30, soi
50 e
40
30

20

10

Figure 4-6. Feasible solution area of 2 dimesi@tkepace.

The approach in [7] is implemented with 0.005s tistep to compare with the
new approach. It is found that the two approachwes igentical solutions. However, the
new approach is about 10 times faster for this cessgg an Intel i5-3220M computer.
The reason is because the new approach only haad!Bsproblem and it does not need
to interface the optimization solver with powertgys simulator for each time step as the

approach in [7] does.
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4.3 |EEE 39-bus System

As shown in Fig. 4-7, the IEEE 39-bus system i® aised to test the proposed
approach. The most severe contingency is identéied three phase fault on Bus 17
cleared by opening Lines 17-18 and 17-27 after @esy Post-fault voltage trajectories
are shown in Fig. 4-8. Some buses violate the 2%fftage deviation limit at the
beginning of the 3-second transient period or téelBnit at the beginning of the post

transient period.
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Figure 4-7. IEEE 39-bus system and the most seNeteontingency and three

candidate buses for dynamic var supports.
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Without SVC
T4m--mee- e AR b S

I = LS : : * : 1

tfs

Figure 4-8. Post-fault voltage responses of theEBE-bus system.

Assume that the sizes of SVCs are larger than 25nd have no upper limits.
The new approach is applied to find the optimahtmns and sizes of SVCs to support
the voltage recovery. First, buses 20, 27, andr@8aand to have the highest VSI values

and thus selected to be candidate buses. Thehah&st VSI buses are listed in Table 3.

Table 3. Top 5 highest VSI buses in 39-bus system

BUS NO. | VSI Rank based VS
28 0.0971 1
27 0.0297 2
20 0.0236 3
26 0.0229 4
21 0.0202 5
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Then, conduct the heuristic searching algorithnoptimize Qzo, Q27 and Qas.
Select an initial point (280, 280, 280) in the spatQ.o, Q.7 andQ,s. As shown in Fig.
4-9, after 4 iterations the optimal solution isfiduo beQ,=326 Mvar andQ,7=Q.s=25
Mvar. This solution is verified to be the globaltiopum by an exhaustive search in the 3-

dimensional space. Fig. 4-9 also shows the boundfifgasible solutions by the gray

plane.

450 LawpemTTE R T
00 J.epemT -t : I ot P
; i R L : S
300 e B L
= : Do : L
> B0 LT #s | (280, 280, 280) “&\ et
el ; \ et 4
Q150 b \' o
100 o, oebem=" E-
| S I e A
0 -,..-l\-_"" et - i | :h'"‘i
A T~ - wesdrele? e

350 "= e e P o S T
10! e \ i i e
300 s T s 2o{ 438, 3 __F#-:_____--.q:—" 600
B S . Optimal Point By {E'{.{, d__c__ﬂ_;-.;:‘_n 500 350
- T 326,258,252 ( -
Q27/MVar 100, B o MBI ee="gay M0
i 5() ki, T e
. B == 7 .
0 > a9 Q20/MVar

Figure 4-9. Searching path of the new approacth®iEEE 39-bus system.

The optimal solution is tested by time-domain saioh with SVCs of the
optimized sizes added at the three candidate bEggs4-10 and Fig. 4-11 show that all
post-fault voltage trajectories meet the voltageea while in Fig. 4-11 the solution is

not optimal which costs more to install var sources
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Optimal Solution (Q20=326Mvar, Q27=Q28=25Mvar)
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Figure 4-10. Post-fault voltage responses withrozeéd SVCs of the IEEE 39-
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Non-optimal solution(Q20=Q27=Q28=1000Mvar)
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4-11. Post-fault voltage responses with -@eenpensated SVCs of the

IEEE 39-bus system.
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Also, Voronoi diagram is implemented in the IEEE4@s system to plot the
contour map. In order to view the plot clearly, &entour map is projected into 2-D
dimension. From Fig. 4-12, the feasible solutioeaaof the system is bounded by the
light blue color within which darker color indicatesmaller objective function. The
optimal solution is located on the right front cernWe can conclude that the result from

the new approach is global optimal.

Searching Track

[280,280,280]

200

Q28/Mvar |
150 i

400

50 150
Q27/MVar Q20/MVar

Figure 4-12. Projected contour map into 2-D.
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Chapter 5  Conclusion and Future Work

5.1 Conclusion
All of the work in this thesis is done to addrels FIDVR issue in the power
system which may cause voltage collapse or evenadagy failure. First, a severe
sensitivity index is to identify the most criticentingency in the system. Based on that,
a voltage sensitivity index is to rank buses bysgenty for installation of dynamic var
sources. Then, a new approach is proposed to dpivaaizes of dynamic var sources.
Finally, the Voronoi diagram is implemented to facthe non-convex feasible solution
area of the nonlinear problem for verifying theulesThe new approach was validated on
WECC 9-bus system and IEEE 39-bus system.
Also, the new approach was benchmarked with theocagp in reference [7] and
was proved to be more efficient thanks to its retiersearching algorithm.
5.2 Futurework
For more practical and efficient optimization ofndynic var sources to address
FIDVR issues, the following work should be consetem future:
1) Improve the approach to address multiple contingsn@ther than the most
severe one.
2) Test the new approach on more realistic larger paystem models, e.g.
CURENT’s NPCC 140-bus testbed system and an east&rconnection

model.
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3) Consider optimization with other types of dynamar sources such as wind

turbines, HVDC and power electronics-interfacediciew.
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