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Abstract

Strongly-correlated electron materials reveal rich physics and exotic cross-coupled

electronic and magnetic properties, with important fields results e.g. supercon-

ductivity and multiferroics. This is because of the competing interaction between

charge, structure, and magnetism in the materials. In this dissertation I present

a spectroscopic investigation of several model complex iron oxides under external

stimuli of magnetic field, electric field, and temperature. The compounds of inter-

est include NiFe2O4 [nickel ferrite], CoFe2O4 [cobalt ferrite], h-LuFeO3 [hexagonal

lutethium ferrite], and LuFe2O4 [lutethium ferrite]. These materials are attractive

systems in the fields of multiferroics and high-temperature magnets for investigating

optical band gap tunability, lattice and charge dynamics, spin-charge coupling, and

optically-enhanced magnetoresistive effect. In these works, we have combined optical

spectroscopy, magnetic circular dichroism (MCD), and (magneto-)photoconductivity,

with high-quality thin-film growth, and first-principles calculations to reveal the na-

ture of the optical excitations within these strongly correlated iron oxides. NiFe2O4

we found that optical excitations offer the opportunity for producing spin-polarized

current. In CoFe2O4 we showed that the band gap is robust with temperatures up
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to 800K. We found that the direct-gap excitation of LuFe2O4 is highly sensitive the

strain induced by epitaxial growth.
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primary bands are indicated. Adapted from [116, 301] . . . . . . . . . 72

2.13 Shown in panel (a) is the MR (spin filtering) effect as produced via

tunneling through a thin film of a magnetic insulator in ambient

conditions. (b) Display of how applying a magnetic field alters the

spin-polarized current. Panel (c) shows the method by which we are

producing an enhanced spin-polarized current. The resulting magne-

toresistance can be projected along the frequency plane and thereby

obtain information about high-frequency components of MR. . . . . 73

2.14 Shown here is a typical magnetic hysteresis loop for NiFe2O4 (filled

circles) and CoFe2O4 (filled squares), films were grown at 325 ◦C and

measured at 5K. The magnetic field is applied along the [001] in-plane

direction, after [286]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
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2.15 (a-i) Shows the non-collinear spin configurations, displaying the pos-

sible spin ordering patterns within the 120◦ in the Φ = 0 structural

domain, after [328]. The angles are defined by Ψ| = Ψ1 and Ψ|| = Ψ2.

The magnetic ion spin directions are indicated by the blue and red

arrows. The magnetic ions in layer | are light grey, small balls and the

magnetic ions in layer || are dark grey, small balls, respectively. (j)

Shows the ferroelectric crystal structure and polarization that occurs

in the α+ domain, after [328]. (k) Shows the local trigonal pyramidal

symmetry about the Fe ions, after [329] . . . . . . . . . . . . . . . . 75

2.16 (a) and (c) show the paraelectric P63/mmc and ferroelectric P63cm

crystal structures viewed along the [120] and [100] directions, respec-

tively. (b) Shows the P63/mmc structure viewed from the [001] direc-

tion with the unit cell in the a-b plane depicted by the bold line. (d)

Shows the P63cm structure viewed from the [001] directions, again the

unit cell in the a-b plane is depicted by the bold line. (e) Schematic

of the potential structural transformation routes from P63/mmc to

P63cm structures, after [223] . . . . . . . . . . . . . . . . . . . . . . . 76

3.1 The quantum mechanical process of one-photon absorption and emis-

sion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
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3.2 ~r is the position vector of the point P in space and ~s(sx, sy, sz) is a

unit vector in a fixed direction. Any solution of ∇2V − 1/v2(∂2V/∂t2)

that takes the form of V = V (~r · ~s, t) produces a plane wave. This

arises because at each instant in time V is constant over each of the

planes, such that ~r · ~s = constant.[358] . . . . . . . . . . . . . . . . . 86

3.3 (a-b) Show the circular polarization states: right-circular polarization

(a) and left-circular polarization (b). (c) Displays the definition of the

vector d ~E/dt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.4 Shown here is the helical wave traveling in two directions, after [374].

These are Laguerre-Gaussian beams with orbital angular momentum

l = 1 that results from an azimuthal phase structure of exp{−iϕ}. . 89

3.5 (a) Diagram of the a three-layer model consisting of only the substrate,

of course air can also be replaced by vacuum. (b) Schematic diagram of

four-layer model used in Glover-Tinkham analysis. The light beams

reflected from a surface or interface are tilted from the normal for

clarity, with different angles representing different refractive indices. 95

3.6 Theoretical limit for transport measurements, after [421]. . . . . . . 104

3.7 Shows the two-current model of a ferromagnetic material, strictly for

a ferromagnetic metal. . . . . . . . . . . . . . . . . . . . . . . . . . . 109

3.8 Electronic DOS for copper (left) and for fcc cobalt (right). The dashed

lines present the d -component of the density of states. Figure after

[453] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

3.9 Optical layout of Perkin-Elmer λ-900 . . . . . . . . . . . . . . . . . . 113
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3.10 Reflectance spectrum from an aluminum mirror. . . . . . . . . . . . 116

3.11 Reflectance set-up for (a) Bruker IFS 113v FTIR and (b) Perkin-Elmer

λ-900 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

3.12 Shown here is a schematic depicting optical reciprocity. The path

traced by a electromagnetic ray propagating through a "normal" ma-

terial will be followed in reverse upon reflection of the light. This

suggests that the path integral will also be equivalent upon reversing

the sign. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

3.13 Shown here is a schematic depicting the Faraday effect (or Faraday

rotation) due to a sheet of graphene on SiC, after [491]. . . . . . . . 124

3.14 The schematic depicted here shows the formulation of the reciprocity

law. In (a) the electromagnetic radiation propagates from left to right

{t}, whereas in (b) it propagates from right to left {−t}. The intensity

measured in (a) I21({t}) is the same intensity as that measured in

I12({−t}). (c) and (d) display a schematic of two currents ~ji and

the electric fields ~Ei induced by ~ji(i = 1, 2). The curves indicate the

location where the current exits. . . . . . . . . . . . . . . . . . . . . . 125
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3.15 (a) Shows a schematic density of states for a nonmagnetic material.

By close examination it is evident that an excitation from the valence

band to the conduction band has no spin dependence, therefore, spin-

up and spin-down electrons have no distinguishing features. (b) Shows

a schematic density of states for a magnetic material, in this scenario

the d electrons from the magnetic ion interact with the s and p elec-

trons from the material lattice. This interaction induces exchange

splitting in the valence and conduction bands that depends upon the

spin direction (Zeeman splitting). Therefore, the material has a in-

trinsic spin-polarized (non-equilibrium) band structure that results in

a differential absorption (MCD effect) when comparing RCP and LCP

(σ+&σ−). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

3.16 (a) Shows the splitting of an arbitrary ground and excited states, Γg6

and Γe6, respectively due to magnetic field. Additionally, the selection

rules for circularly polarized transition are exemplified here. In (b)

the shifting of broad absorption bands due to the two polarizations

are shown. Finally, (c) shows an example MCD response from this

excitation pattern. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

3.17 This schematic shows the rigid shift model. From this schematic, it

is also plausible to get a feel for a subset of information that can be

gained by this analysis. Such additional information can correspond

to the exchange splitting for a given electronic excitation. . . . . . . 136
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3.18 Faraday geometry. The transmission of the circularly polarized light

propagating with wavevector ~k depends on the direction of the mag-

netization (or magnetic field B) M or, alternatively, on the helicity

σ± of light indicated by the paired circles before and after the sam-

ple plane. Ei denotes the incident and Et indicates the departing or

transmitted electric field of the light. [522] . . . . . . . . . . . . . . . 137

3.19 (a) Shown here is the resulting precession of a magnetic dipole ~m

around the external magnetic field direction B0 by angle ϕ with ~P

being the angular momentum. (b) Represents the resulting change in

momentum when the helicity momentum points antiparallel to the ~m

(or the bulk magnetization), the precession angle decreases. (c) Shows

the change in momentum when the helicity momentum points parallel

to the ~m, causing an increase in the precession angle. . . . . . . . . . 142
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3.20 (a) Shows the transverse intensity map of a beam of light with orbital

angular momentum and (b) displays the experiment results. In panel

(c) it can be seen that the beam phase twists helically about the

central dark spot shown in (a-b). This produces a spiral staircase

style phase wavefront, where the center represents the spin angular

momentum. (d) Schematic of the spiraling phase wavefront, showing

the local orbital angular momentum appears with a velocity pattern

akin to a tornado or fluid vortex, hence the singular spots being named

optical vortices. (e) Shows a interference pattern that is expected

for m = 1, the fork-like structure characterizes this result. (f) The

projection of the circular electric field vector, shown in (c), onto the

direction of propagation. This shows how circularly polarized photons

impart one quantum of orbital angular momentum, ∆ML = ±1. This

figure was adapted from Ref. [525]. . . . . . . . . . . . . . . . . . . . 143

3.21 (a) Generic model of excitation with selection of RCP and LCP for

atomic/molecular transitions as described by (b) the selection rules

and splitting shown in (c). On the right side of the figure we see

models for (d) an electric dipole (polar), (e) magnetic dipole (axial),

and (f) combined (chiral) transition moments. In solids these are

changed from atomic/ molecular transitions to interband transitions. 144

3.22 Diagram of MCD response (a) shows the derivative-like A-term re-

sponse function and (b) show the expected shape for B and C term

response functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
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3.23 Diagram of the a three-layer model consisting of only the substrate, of

course air can also be replaced by vacuum. The incident light impinges

from above. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

3.24 Diagram of the a four-layer model consisting of a film on a substrate, of

course air can also be replaced by vacuum. The incident light impinges

from above. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

3.25 Schematic layout of the photoconductivity instrument, currently min-

imized to include as few components as necessary. These components

include a light source, lenses (1 & 2), mirror box (with mirror in-

side), filter, sample space, and ammeter. This is designed to measure

steady-state photoconductivity. . . . . . . . . . . . . . . . . . . . . . 152

3.26 (a) and (b) Close-up views of the cryostats mounted for optical mea-

surements in Bruker IFS 113v and Bruker Equinox 55, respectively. . 155

3.27 Set-up of LT-3-110 Heli-Tran liquid transfer line and cryostat. . . . . 156

3.28 A schematic energy scale of various magnets (superconducting, resis-

tive, hybrid, and pulsed magnets) at NHMFL. . . . . . . . . . . . . . 158

3.29 A schematic and images of magnetic circular dichroism set-up in a

superconducting magnet at NHMFL. . . . . . . . . . . . . . . . . . . 159

3.30 A cutaway schematic and images of resistive magnetic used for mag-

netic circular dichroism set-up at NHMFL. Bottom displays a schematic

of the optical path layout, as viewed from above. Images available

from http://nationalmaglab.org . . . . . . . . . . . . . . . . . . . . . 160
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4.1 (a, b) Crystal structure of NiFe2O4 showing the spin configuration

at zero field and above Bc(Ni) where the Ni spin is flipped to align

with the field. (c, d) Projected density of states (DOS) from hybrid

functional calculations[556] depicting Ni (Oh) to Fe (Td and Oh) charge

transfer excitations in the minority and majority channels in the two

spin configurations of interest. . . . . . . . . . . . . . . . . . . . . . 179

4.2 (a) MCD spectra of NiFe2O4 at ±10T along with the linear absorp-

tion. The points on the energy axis define the band gaps,[556] and

the shaded regions emphasize the character of the excitations in each

energy window. The schematic in upper left show correlation between

geometry of the transitions and optical path in the Faraday geometry.

Here, α± and σ± are the absorption coefficient and helicity intensi-

ties, respectively. ~k and ~B are the propagation and magnetic field

directions, respectively. (b) Derivative of IMCD, along with inset em-

phasizing the spectral asymmetry near 1.57 eV and 100meV splitting.

(c) Comparison of experimental and theoretical MCD spectra (with

a rigid shift of -0.6 eV). (d) MCD intensity at constant energies vs.

field. The dashed lines guide the eye. (e) Residual MCD signal ob-

tained from the difference of IMCD in the positive and negative field

directions along with the corresponding theoretical difference between

the calculated MCD response when Ni spin is parallel to Fe (Oh) vs.

Fe (Td) moments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
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4.3 (top) Diagram showing typical spin orientations and (bottom) pro-

jected DOS at (left to right) B = 0T, B > Bc(Ni), and B > Bc(Fe). In

this work, we focus on Bc(Ni). . . . . . . . . . . . . . . . . . . . . . . 186

4.4 (a) Close-up view of the theoretical MCD spectra for the three mag-

netic states discussed above. (b) Calculated MCD spectra for the same

three magnetic states over a wider energy range. In both panels, the

energy scale has been shifted by −0.6 eV. . . . . . . . . . . . . . . . 187

4.5 (a) Photoconductance of NiFe2O4 measured at a series of illumina-

tion energies compared with the absorption spectrum. (b) Example

I-V curves taken using a broadband tungsten lamp. (c) Example

I-V curves using a combination of light (2.0 eV) and magnetic field

(≈1.5 T) as indicated. (d) Field-induced changes in photoconductivity

are displayed as magnetoresistance. The blue line guides the eye. The

teal dots on the energy axis indicate band gap positions, the shaded

regions emphasize the character of the excitations in each energy win-

dow, and the dashed horizontal dark green line denotes the intrinsic

magnetoresistance.[73] The schematic shows the measurement geom-

etry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

5.1 300 K absorption spectrum of CoFe2O4 and NiFe2O4 grown at 690 ◦C.

Insets: photos comparing transmittance and reflectance of CoFe2O4

and NiFe2O4 in a microscope with standard lamp. (b) Optical band

gap analysis for the CoFe2O4 film. (c) dependence of the direct band

gap on measurement temperature upon approach to TC at 795 K. . . 194
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5.2 (a) Density of states of CoFe2O4 calculated using the LSDA+U method.

Energy bands along Γ – X – W for (b) minority and (c) majority chan-

nels. The minority channel exhibits an indirect gap between X and

Γ. In both channels, the lowest conduction band is nearly flat over a

wide region, character that probably leads to many nearly-degenerate

transitions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

5.3 Total and partial density of states of CoFe2O4 calculated via local

density approximation and incorporating the Hubbard U values for

Fe and Co (LDA+ U .) . . . . . . . . . . . . . . . . . . . . . . . . . . 198

5.4 Near Fermi level DOS for the 28-atom fully inverted structure (space

group Imma, left panel) and 75% partial inverted structure (right

panel). The major difference is the appearance of tetrahedral Co states

in the majority band which reduces the gap value from 1.8 eV to 1.3

eV. The minority gap is largely unaffected. . . . . . . . . . . . . . . . 200

xxx



5.5 (Color online) (a) CoFe2O4 displays the typical AB2O4 spinel crystal

structure (space group Fd3̄m, No.: 227).[632] This system has an in-

version fraction λ of ≈ 0.75, so an explicit rendering can be written as

{Co0.25Fe0.75}tet[Co0.75Fe1.25]octO4.[633] Here, {}tet refers to the tetra-

hedral site, and []oct refers to the octahedral site.[634] By comparison,

NiFe2O4 is a fully inverse spinel.[60, 291] (b, c) Calculated electronic

structures of CoFe2O4 from Ref. [116] carried out using LDA+U with

Ueff = 4.5 eV for Fe and 4.0 eV for Co for the fully inverse and λ = 0.75

cases, respectively. The band gaps in the minority and majority chan-

nel are labeled. (d) Magnetization data from Ref. [286] shows the

hysteresis loop, the coercive field, and how the ↓↑↑ and ↓↓↑ states are

switched at Bc,Co. (e) Four wave schematic of our magneto-optical

experiments. In general, the wave vectors for right- and left-circularly

polarized light will differ. (f) The excitations fall into two categories:

(i) intersublattice charge transfer ISCT and (ii) intervalence charge

transfer IVCT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
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5.6 (Color online) (a) MCD spectra of CoFe2O4 at 1.6K and ±10T along

with the linear absorption (green line) for comparison. The points

on the energy axis define the band gaps, with their corresponding

assignment at the top.[116] The Faraday measurement geometry is

indicated by the inset to the bottom right of panel (a). (b) Derivative

of IMCD with respect to energy, emphasizing the inflection points.

(c) Residual MCD signal obtained from the difference of IMCD in

the positive and negative field directions: ∆IMCD = IMCD(E,B) −

IMCD(E,−B). This corresponds to the difference between the ↓↓↑

and ↓↑↑ states. (d) Contour plot of the MCD spectrum (IMCD) in the

energy-magnetic field plane. The data in panel (a) is a set of constant

field cuts of this surface. (e) Contour plot of dIMCD/dB as a function

of energy and magnetic field. (f) Constant energy cuts of dIMCD/dB

vs. magnetic field plot. . . . . . . . . . . . . . . . . . . . . . . . . . 223

5.7 (Color online) (a, b) Representative field sweeps of CoFe2O4 showing

the development of the optical hysteresis loop with energy. (c) Phase

diagram displaying the energy dependence of the coercive field at

1.6K. The minority channel indirect and direct gaps are labeled, and

the coercive field data are fit with a Brillouin-like function, Bc(E) =

2Bc+1
2Bc

coth
(

2Bc+1
2Bc

E
)
− 1

2Bc
coth

(
1

2Bc
E
)
. Here, Bc is the coercive field

and E is the energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
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5.8 (Color online) (a) Representative I-V curves of CoFe2O4 taken un-

der broad band (white) light at 300K. Light and magnetic field are

indicated to be on or off as (hν,B). (b) Room temperature photo-

conductivity of CoFe2O4 vs. energy, at −20V, along with the absorp-

tion spectrum for comparison. The log scale for absorption empha-

sizes features below 2 eV. (c) Optically enhanced magnetoresistance

of CoFe2O4 vs. energy at 300K. The band gaps are in (b) and (c)

are 1.2 eV (minority, indirect), 1.8 eV (minority, direct), and 2.7 eV

(majority, direct). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

5.9 The MCD response of MgAl2O4 is shown to be magneto-optically

silent. (a) ±10T MCD response of the substrate is effectively flat

across spectrum. (b) The MCD response of the substrate at 0T, the

distinction between the two is the direction that the field was before

reaching 0T. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

5.10 (a) Shown here is the rigid shift of the α(E) edge with respect to spin

(helicity) dependence. The blue line corresponds to the 0T spectrum.

(b) This panel shows the derivative-like dispersion response expected

from panel (a), centered at the crossover energy. . . . . . . . . . . . 226

5.11 (a) The environment induced by correlated electrons motivates elec-

tronic phase emergence via entanglement, rather than mere co-existence,

of spin, charge, orbital, and lattice degrees of freedom. The phases in-

clude (b) solid, (c) liquid, (d) gas, (e) superfluid, (f) liquid crystal,

and (g) orbital liquid. . . . . . . . . . . . . . . . . . . . . . . . . . . 227
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6.1 (a) Absorption spectra of h-LuFeO3 at 300 and 4 K. (b, c) Direct

gap analysis of the 4 K data. (d) Magnetic circular dichroism in the

high temperature paramagnetic phase (230 K) compared to the room

temperature optical absorption. (e) Photocurrent of h-LuFeO3 (blue

squares) compared with the 300 K absorption spectrum. The green

line guides the eye. The inset shows I–V curves taken with a broad-

band xenon source with on:off given as red:black. (f) Temperature

dependence of the 2.0 eV direct gap. . . . . . . . . . . . . . . . . . . 231

6.2 Left: density of states of h-LuFeO3 calculated using the GGA + U

+ SOC method. Right: energy bands of h-LuFeO3 at high symmetry

points in the Brillouin zone. A direct gap at Γ, A, and points between

is predicted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

6.3 Optical response of a 75 nm thick (0001) LuFe2O4 film grown on (111)

MgAl2O4 along with the ab-plane response of a LuFe2O4 single crystal

[82] at 300K. The film absorption was determined by a combination

of direct calculation of absorption from transmittance (below ≈3 eV)

and a Glover-Tinkham analysis of both transmittance and reflectance

to obtain absorption above 3 eV. The data were merged between 2.5

and 3 eV, where there was substantial overlap. The inset shows the

indirect and direct band gap analysis. . . . . . . . . . . . . . . . . . . 238

6.4 Pictures showing the visible difference between the thin film and single

crystal. The most prevalent difference is the darker color of the thin

film. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
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7.1 (a) Displays the circuit with the photoconductive element in place. (b)

Shows an equivalent circuit with the photoconductive element replaced

with an equivalent traditional circuit element, variable resistor. . . . . 242

7.2 Shown here is how the carrier concentration changes versus time, it

increases exponentially from the time of the light being turned on (off).245

7.3 Schematic layout of the photoconductivity instrument, currently min-

imized to include as few components as necessary. These components

include a light source, lenses (1 & 2), mirror box (with mirror in-

side), filter, sample space, and ammeter. This is designed to measure

steady-state photoconductivity. . . . . . . . . . . . . . . . . . . . . . 248

7.4 Schematic layout of a suggested setup end direction. The components

of the instrument are labeled (a-h), where (a) is the light source, (b)

is a monochromator, (c) is collimating optics, (d) is a position for

a linear polarizer, (e) is a photo-elastic modulator (dynamic quarter

waveplate), (f) is a beam splitter (or chopping mirror), (g) are power

meter, and (h) is a sample stage. . . . . . . . . . . . . . . . . . . . . 255

A.2.1Datta and Das proposed a spin-transistor design that is based upon

the conventional microelectronic architecture. (after Ref. [129]) . . . 346
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A.2.2(a) Displays a spintronic solar cell, the circular polarized light cre-

ates spin-polarized electron-hole pairs (excitons) in the depletion zone.

The electric field will sweep the holes to the p-type region, where as

the electrons will be swept to the n-type region. (b) In traditional

semiconductors dopants (impurity atoms) produce the p- or n-type

materials. However, if these impurities are magnetic then the width

of the depletion layer is alter by the strength of the magnetic field.

Resulting in a change in the amount of current flowing in the external

current. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347

A.2.3(a) Wave nature of tunneling electrons, the wave is approaching from

the left of the barrier tb. The potential energy height of the bar-

rier is higher than the energy E of the electron. Upon entering the

barrier the oscillation becomes a evanescent wave quasi-particle,[695]

with intensity falling off exponentially as expressed in Eq. A.2.1. If

some amplitude still exists at the opposite of the barrier then a prop-

agating wave reemerges and continues along its path. (b) Displays a

tunneling current that corresponds to the particles with spin angular

momentum. The probability of transmission is also governed by the

amplitude ratio of the incident and transmitted waves. . . . . . . . . 352
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A.2.4(a) Schematic of the bias driving a tunnel junction. (b) A view of

Simmon’s I-V relation.[691] (c) A schematic displaying that the mag-

netization of magnetic electrode 1 M1 and magnetic electrode 2 M2 in

a magnetic tunnel junction. The magnetization for both electrodes are

in plane and the conductance is proportional to the angle θ between

them, as shown by Eq. A.2.7.[696, 697] . . . . . . . . . . . . . . . . . 353

A.2.5When a material that has a non-zero magnetic moment is cooled be-

low its TC the barrier height for tunneling quasiparticles (electrons)

depends upon the relative spin orientation. In the schematic shown

here, the spin down electrons will tunnel with a more significant cur-

rent than the spin up electrons. Therefore, a spin-polarized current

will be produced.[306, 698, 283, 701, 702, 703] . . . . . . . . . . . . . 356

A.2.6(a) Shows a model interface for flowing charge and spin currents, ~Jq

and ~JM , with x = 0 being at the interface. (b) Displays the magnetiza-

tion potential with respect to x. The nonequilibrium spin population

in F and N decays at the characteristic lengths of δs,f and δs,n, respec-

tively. (c) Shows how the position in the system effects the voltage.

(d) Shows how the spin-polarized current ~JM varies as approaching

and moving away from the interface, after [86]. . . . . . . . . . . . . 358

xxxvii



A.2.7Shown in panel (a) is the MR (spin filtering) effect as produced via

tunneling through a thin film of a magnetic insulator in ambient

conditions. (b) Display of how applying a magnetic field alters the

spin-polarized current. Panel (c) shows the method by which we are

producing an enhanced spin-polarized current. The resulting magne-

toresistance can be projected along the frequency plane and thereby

obtain information about high-frequency components of MR. . . . . 362

C.1.1Displaying the ground and excited eigenstates, a (blue) and j (red)

of a given absorbing center. The Gaussian distribution on the right

suggests the probability of absorption with respect to photon energy.

The equation at the top is the governing equation as described by

Eq. C.1.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367

C.1.2(a-b) Displays the positive and negative field, respectively, MCD re-
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Chapter 1

Introduction to Ferrites

Science is built up of facts, as a house is built of

stones; but an accumulation of facts is no more a

science than a heap of stones is a house. Most

important of all, the man of science must exhibit

foresight.

Henri Poincaré

Science and hypothesis

In general, complex materials display rich and applicable properties involving

electronic and magnetic attributes including a plethora of novel magnetic phenom-

ena and valuable optical properties. The complexity results from interactions over

considerably large scales in length, energy, and time. This is exemplified by complex-

ity expanding the system from binary to ternary and beyond. Surveying the binary

systems, such as CuO or EuO,[1, 2] one discovers that the materials can posses
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properties ranging from insulating to superconducting. Additionally, phenomena

such as ferroelectricity and various forms of magnetism emerge. In the higher order

systems (ternary, quaternary, and beyond chemical complexes), properties become

more exotic and in turn the complexity increases as well. A few noteworthy exotic

phenomena include multiferroism, colossal magnetoresistance, and high-temperature

superconductivity. Multiferroism arises either in single phase (single material) or

multiple phase (composites of 2 or more materials) systems.[3] By a combination

of properties, a multiphase system directly represents a form of multifunctionality.

Competition between charge, spin, orbital, and lattice degrees of freedom plays a key

role in the hosting of rich physics, chemistry, and ultimately phase diagrams.[4, 5, 6]

All of the materials involved in this dissertation belong to the broad family of tran-

sition metal oxides and more specifically to the group of ferrites, some also include

rare-earth elements. Ferrites are iron and oxygen containing materials, with other

elements potentially included. They are well known for resulting in strong electronic

correlations. This occurs because the transition metal valence s electrons transfer

to the oxygen ions in the local lattice, and then the strongly correlated d electrons

ultimately determine the physical properties of the material. In the transference of

electrons to the oxygen ions a strong electrical field at the interatomic length scale is

setup, strong Coulomb repulsion.[7, 6] The internal electrical field can bring about a

strong correlation of the electrons, thus behavior on one atom is dependent on those

surround it. This correlation has the potential to turn on cooperative effects, e.g.

ferromagnetism, electric transport, magnetism, optical response, and thermal con-

ductivity. The electronic correlations involved in these systems place constraints on
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the number of electrons available in a given lattice space, producing a localized entan-

glement of the charge, spin, and orbital degrees of freedom.[8, 9, 10, 11, 12, 13, 14, 15]

When considering the impact of both the constraint and entanglement a laundry list

of phenomena arise including: multiferroic, charge, spin, and orbital ordering, Mott

insulators, and metal-insulator transitions. [4] The competition and interplay be-

tween spin, charge, orbital, and lattice degrees of freedom have been shown to predi-

cate the functionality of this family of materials.[8, 4, 6, 16] The signatures for these

competitions are spin-charge coupling, spin-spin interaction, spin-lattice interaction,

and spin-orbit coupling. A primary concern for designing functional materials, and

devices, stems from being able to control the various interactions. Spectroscopy is a

probe used in the investigation of many forms of these interactions, the correspond-

ing excitations, and many other excitations, including: spin-charge, spin-orbit, and

spin-lattice coupling effects as seen in Fig. 1.1, as well as those shown in Fig. 1.2.

If an oxide simultaneously contains magnetic ordering and insulating properties,

then the door to spintronics opens. Spintronics are strongly rising in importance for

device physics, such materials optimize the performance for the device applications

within the current framework of knowledge and understanding.[17] An example is

accomplishing spin-polarized current of electrons through having a highly effective

spin-filtering effect due to spin-dependent tunneling processes.[5] Clearly transition

metal oxides are complex materials with a large variety of applicable emerging phe-

nomena.

Through understanding and manipulating these interactions, more purposed fab-

rication of (multi-)functional complex materials becomes viable via the acquired
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Figure 1.1: Schematic diagrams of (a) Spin-spin interaction, (b) spin-charge
coupling-spin order change induced charge density change, (c) spin-orbit coupling,
and (d) spin-lattice coupling and the change in local structure with spin orders (after
[18]).

knowledge. To establish a clear understanding of these interactions one must mea-

sure and investigate from a wide set of tools to produce a variety of responses. These

varied tests help to reveal the underlying mechanism(s) that induce a phenomena

into existence. To truly understand the physical properties in complex materials one

must also conceptually grasp the symmetry of the order parameter. The primary

symmetries one should concern themselves with are spatial inversion ~r → −~r, time-

reversal t → −t, and gauge. The relationships and some corresponding physical
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Figure 1.2: Display of a select variety of optically viable excitations seen in complex
oxides.

properties are shown in Table 1.1. According to the Neumann principle, the total

symmetry is lowered when proceeding through a phase transition. Strictly when

one of these properties arises, the corresponding symmetry is required to have been

broken [Fig. 1.3].

For example, rotational symmetry breaks in spin space upon ferromagnetic or-

dering, thus the ordered phase has a lower symmetry than the Hamiltonian of the

system. To get a sense of how this plays out, evolving the wavefunction ψ in time

5



P

O

M

T

N    S

+ -   + -
+ -   + -

(a)                                                           (b)

Figure 1.3: Display of a select variety of optically viable excitations seen in complex
oxides. After Ref. [19]

is given by e−iEt/~. The ferromagnetic ordering transition can also be described

by time-reversal symmetry, this is equivalent to taking the complex conjugate of

the wavefunction and the rotation of the spinning particle reverse directions under

the reversal of time. As another example, breaking spatial inversion symmetry can

lead to spontaneous electric polarization in insulators, resulting in ferroelectricity, or

pyroelectricity in the case of polar point group symmetry.[4]

Electromagnetic radiation, the backbone of spectroscopy, occurs as a continuous

Table 1.1: Symmetry breaking → physical property

Symmetry Representation Physical property

Spatial inversion ~r → −~r ferroelectricity
Time-reversal t→ −t ferromagnetism

Gauge ψ → eiΘψ superconductivity or superfluidity
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function. The wavelengths are longer than radio waves through waves that are shorter

than x-ray. This results in photon energies ranging from a 10’s µeV up to 100’s keV

just in the range shown in Fig. 1.2.[20, 21, 22, 23, 24] This dissertation focuses pri-

marily on optical properties from far-infrared to ultraviolet. The research emphasizes

the near-infared, visible, and ultraviolet portion of the spectrum. Figure 1.2 displays

a few energy scales and the common ranges for their resonances. In this regime

one is able to probe the nature of chemical bonding, hybridization, and many other

properties, with the important note that excitations are to be dipole-allowed. If one

uses lower frequency spectroscopy, such as infrared or scattering, the opportunity to

directly investigate magnetic and vibrational excitations presents itself. These exci-

tations are important in the thermal and electrical conductance properties. When a

crystal vibrational excitation (phonon) interacts with charge and/or magnetic exci-

tations a defect like state such a polaron is created. On the higher frequency side,

charge transfer and metal d → d on-site excitations are evident throughout the ab-

sorption spectrum, because of hybridization of chemical bonds. Delving deeper into

these one finds that the charge transfer excitations are responsible for the band gap

of ferrites. These excitations are fundamentally described as an electron transferring

from the valence band maximum to the conduction band minimum; charge transfer

excitations exist in the full range of sizes, molecular to macroscopic crystalline, and

can occur from any number of bands (states). Within the field of ferrites, commonly

these excitations occur as oxygen 2p to a metal center 3d, hybridization also allows

for the possibility of excitation from one metal center to another metal center. To

further understand these properties usage of first-principles electronic structure cal-
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culations provides a notion into the electronic structure like density of states, band

gap of functional materials and can be used to compare with the optical results.

[25, 26]

Using external stimuli to control material properties

Controlling a materials physical properties arises from many applied stimulus di-

rections including temperature, magnetic and/or electric field, pressure, finite size,

and chemical substitution. These are broadly employed; moreover, these techniques

used in the tuning of properties arise because the fundamental constituents, namely

chemical bonding/hybridization, charge distribution, electronic structure, and mag-

netism are highly sensitive to the environmental conditions to which the material

is exposed. [27, 28, 29] Strain engineering is by definition a superset of pressure

physics, strain ε is represented by a 3 × 3 symmetric tensor with six (dimensional)

independent components,[30, 31] and presents viable technique to manipulate ma-

terial properties e.g. electronic structure, conductivity, ionic diffusion, magnetism,

ferroelectricity, and crystallographic symmetry. The latter of these grants access to

unexposed phases and functionality, nonexistent in the bulk phase. Strain is intro-

duced in this work through epitaxial growth; therefore, the substrate lattice has a

direct impact on the film lattice, of course this typically occurs over a narrow thick-

ness and mismatch range.[32] Epitaxial growth, or biaxial strain, changes the in-plane

lattice vectors directly by clamping the grown material to the substrate; additionally

this will alter the out-of-plane lattice vector. Addtionally, epitaxial growth gives

access to induced strain at the interface, this offers an axis of property tuning. Ad-

ditionally, this should be amplified in a superlattice architecture.[33, 34] Specifically,
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strain is known to be an efficient tuning parameter for complex oxides and in partic-

ular ferrites.[35, 36, 32, 37, 38, 39] For instances strain has been used to induce the

magnetoelectric effect in BaTiO3–CoFe2O4 and BiFeO3–CoFe2O4 composites along

with La0.67Sr0.33MnO3–BaTiO3 as a heterostructure.[39, 40, 41, 42] Strain has been

used to enhance electron mobility in transistors, catalytic activity, alter band struc-

ture, and transition temperatures for various ordering parameters.[36, 43] We also

explore the outcome of using temperature, electric-, and magnetic-field to alter the

electronic structure of the thin-film ferrites. The temperature variations tend to have

the effect of sharpening the excitations with decreasing temperature.

Another highly tunable parameter is the band gap. Briefly, the band gap offers

great importance as an electronic energy scale, because it determines a variety of

physical properties such as the dc resistivity; the gap is essential to a myriad of

applications such as spin filtering and energy acquisition via light harvesting.[44,

45, 46] The fundamental electronic gap of Mott and charge-transfer type insulators

are determined by their d–d and charge-transfer excitations, respectively.[47, 48, 49]

Being able to tune this energy scale allows one an unprecedented pathway to develop

complex ferrites with emergent electronic, optical, and magnetic properties.[50] Here,

a spin-charge coupling effect appears as a rigid shifting of the band gap, offering

incredible sensitivity.[51, 52, 53]

In this work, I focus on epitaxial ferrite thin films, these films fill an important

gap between fully bulk single crystals/thick films and ultra-thin films that introduce

confinement effects.[54, 55, 56, 57, 58] They not only prove technological promise as a

way to incorporate customizable magnetic properties but also give an opportunity to
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better understand the structure-property relationships of this material family. To ex-

emplify this consider the short wavelength magnetostatic wave devices. Single-crystal

films provide the necessary reduction in wave attenuation because they effectively

eliminate scattering due to fewer grain boundaries. Also, fundamentally they are

valuable because they provide a great model systems to investigate super-exchange

interactions. Finally, epitaxy gives an incredible opportunity to directly see how the

strain and relaxation effects the electronic and magnetic properties.[59]

When looking more specifically at spinel ferrites AFe2O4 an important and in-

teresting technologically useful property (resistivity) is tunable by four orders of

magnitude (104), without significantly effecting the magnetic transition temperature

(TC), in Co1−xFe2+xO4 and ZnxFe3−xO4.[60, 61, 62] Depending upon the metal ion

chosen to take residence in the A position and the level of doping, the magnetic

moment can be broadly tuned up to 8µB. This tunability is achieved by cation sub-

stitution, replacing a portion of the A in AFe2O4 increases the overall scattering of

the bound state excitation. However, this unfortunately results in a loose coupling

of the spin and charge.

Another set of technologically valuable materials are the rare-earth ferrites, these

materials occur in a large variety of compositions and crystal structures. In this

work, we probe this extension by the incorporation of Lu cations into the lattice,

we investigated LuFe2O4 and h-LuFeO3. The value of these materials lies in their

ferroelectric and magnetic ordering. This brings into vision the world of strongly-

correlated electrons and the physics that results from these interactions (including

spin-orbit coupling), encompassing such phenomena as superconductivity, superflu-
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idity, and various forms of magnetism.[63]

Using circularly polarized light gives rise to increased sensitivity to chiral centers

within a material, by applying an external magnetic field (or additionally by having

remnant magnetization or exchange driven spin-split band structure)[64] along with

the circularly polarized light one can access deeper understanding of the electronic

structure and excitations.[65, 66, 67, 68, 69] This methodology allows for sensitivity

to the ordering in the orbital environment, along with the response/ordering of the

spin environment through spin-orbit interaction/coupling.[70, 71, 72, 69]

1.1 Overview of Dissertation

In this dissertation, I combine optical and magneto-optical spectroscopies to inves-

tigate several model and directly applicable materials, high-temperature magnetic

spinel ferrites along with multiferroic ferrites, in a variety of extreme environmental

conditions including high magnetic field, high electric field, and high (low) temper-

ature. The systems of interest are all epitaxial thin films, the compounds include:

NiFe2O4, CoFe2O4, h-LuFeO3, and LuFe2O4. Scientifically the concern amongst

these materials largely focused towards lattice-charge coupling, charge-transfer gap

tunability, and spin-charging coupling. The important electronic energy scales, such

as the band gap, can be tuned with surprising sensitivity to external stimuli. We

also find that spin-charge coupling is strongly correlated to magnetic transitions and

that charge-transfer excitations can display considerable information with regards to

being spin-polarized in magnetic circular dichroism. Our findings are summarized in
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Tables tables 1.2 to 1.5.

Table 1.2: Scientific problems and important findings in NiFe2O4

Model
Compound

Scientific
Problem

Our
Findings

NiFe2O4

• Fundamental gap identity and
energy
• Spin-dependent nature of
electronic structure
• Spin-polarized optical excita-
tions
• Generation of spin-polarized
current
• Metamagnetic transition influ-
ence

• Fundamental gap is indirect at 1.55 eV
• Two distinct magnetic sublattices create
spin-dependent electronic structure
• Spin-polarized fundamental gap ev-
idenced by dominate absorbance of a
single angular momentum of light
• Higher energy optical excitations show
preferential absorbance of specific angular
momentum in narrow energy windows
• Minority channel excitation window
promotes spin-polarized current produc-
tion
• Flipping the Ni spin induces a meta-
magnetic state that promotes α(H)
tunability
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Table 1.3: Scientific problems and important findings in CoFe2O4

Model
Compound

Scientific
Problem

Our
Findings

CoFe2O4

• Energy and position of charge-
transfer optical band gap(s)
• Spin-charge coupling on ap-
proach to TFM

• Assignment of excitations
• Magneto-optical response and
spin-polarized excitations

• 1.2 eV fundamental indirect gap at
X → Γ
• Gap remains robust up to
ferrimagnetic–paramagnetic transi-
tion, spin-charge coupling is weak
• Hybridized Co + O valence edge gives
O p → metal d and intersite metal d →
metal d charge-transfer like transitions,
with minority channel dominated by Co
+ O → Fe(Oh)
• MCD displays asymmetry in response
• Spin-polarized excitations induce
enhanced magnetoresistance via spin-
polarized current production

Table 1.4: Scientific problems and important findings in h-LuFeO3

Model
Compound

Scientific
Problem

Our
Findings

h-LuFeO3

• Energy and position of funda-
mental gap
• Assignment of excitations
• Magneto-optical response
• Spin-charge coupling

• Fundamental gap assigned to the 1.1 eV
direct gap involving
• Hybridized Fe 3dz2 + O 2pz → Fe d
excitations at the Γ and A points
• Magnetic circular dichroism confirms
electronic band structure supports lower
energy excitations
• Significant spin-charge coupling, allows
for deduction of paramagnetic → antifer-
romagnetic transition

13



Table 1.5: Scientific problems and important findings in LuFe2O4

Model
Compound

Scientific
Problem

Our
Findings

LuFe2O4

• Energy and position of charge-
transfer gap in thin film
• Strain dependence of gap
• Spin-charge coupling
• Single crystal vs thin film
response

• Oscillator strength of excitation edges
shift to significantly higher energy
• Energy of gap shifts at a rate of 16:1
compared to the lattice parameter change
• Spin-charge coupling appears in

NiFe2O4 attracted our attention because it is a model and technologically vi-

able ferrimagnetic insulator at room temperature. By growing films on a similarly

structured substrate one can reduce concerns with antiphase boundaries and thus

increase sensitivity to the magnetic and optical properties by reducing overall scat-

tering. It is important to note that the potential usefulness of these domain walls have

come under investigation. Primarily it is important to know the implications of all

parts of a material, from interface attributes to tendency for defects to surface(bulk)

properties. Through combining magnetic circular dichroism, photoconductivity, and

magneto-photoconductivity we reveal that fully inverse spinel structure NiFe2O4 has

a spin-polarized fundamental indirect gap and can support spin-polarized charge car-

rier transport. The corresponding electronic structure calculations display the former

of these results clearly, indicated by the spin-splitting of the valence and conduction

bands. Photoconductivity shows that the films are high-quality, not leaky due to

oxygen vacancies. The applied magnetic field shifts the magnitude of current flow

through the sample when the light is turned on by 6.5%, vs. a nominal 1% without

light.[73] This provides a direct opportunity for application in the arena of spintron-

ics, where materials are viewed from the perspective of being able to manipulate spin
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not just charge. Spintronics is an extremely promising field for new technologies, the

premise is to manipulate the spin degrees of freedom of electrons in semiconductors

and insulators for the purpose of applications in the realms of memory, operation,

and communication for starters.[74]

With the application of epitaxial strain already being considered within the spinel

ferrites (NiFe2O4), the next parameter we exploited is chemical substitution. When

done within a given structure the emergence of phenomena can result, simply by

changing the distribution of ions. This is a highly effective method to fine tune

the physical properties of functional materials. CoFe2O4 is unique amongst spinel

ferrites because it has a large magnetic anisotropy, that is accompanied by a large

anisotropic magnetostriction.[75, 76, 77] Some consider this material to not be tech-

nologically viable because of its very short spin-lattice relaxation rate; however, this

is only an opinion because technology exists for the full expanse of the frequency

spectrum. When comparing NiFe2O4 and CoFe2O4 reports show that the former

is completely inverse, where as the latter has an inversion fraction (λ) of ≈70–80%.

This has been attributed to the differences in atomic radius for Ni vs. Co ions. These

magnetic insulators stem from the metallic parent compound of magnetite (Fe3O4),

ultimately coming from the parent compound of complex oxides α-Fe2O3.[78] To in-

vestigate this system and probe the usefulness of the magnetic phase, we employed

temperature-dependent optical spectroscopy and complementary electronic structure

calculations in one portion of our investigation. We also employed temperature de-

pendent growth on MgAl2O4, ultimately focusing on the 690 ◦C grown film. We

revealed that CoFe2O4 is fundamentally an indirect gap material with the gap going
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from X → Γ at an energy of 1.2 eV. The valence band edge is hybridized Co + O

states, whereas the conduction band states are comprised of Fe (Td, A-) and Fe (Oh,

B-sites), respectively. From theory it is seen that the fundamental gap is expected

to occur near 0.9 eV.

The tunable nature of optical band gaps and excitations through epitaxial strain,

via stabilization of phases otherwise not accessible, drew our attention to LuFeO3.

Additionally, this material had recently been classified as a multiferroic and so we

wanted to get our hands on it to investigate this from an optical perspective. The

symmetry of the bulk phase is orthorhombic (Pbnm), whereas if grown on Yttria-

stabilized zirconia (or Al2O3) one has access to the multiferroic hexagonal phase

(P63cm, h-LuFeO3.)[79] Evidence had been presented for a fundamental gap of

2.0 eV, with the lower energy excitation being considered as tail of multiple internal

reflections and impurities.[80] We investigated h-LuFeO3 by combining high-quality

single-crystal thin film growth, temperature-dependent optical spectroscopy, mag-

netic circular dichroism, photoconductivity, and complementary electronic structure

calculations. This comprehensive approach allows for a thorough understanding to

be reached of the electronic properties of h-LuFeO3. We revealed that h-LuFeO3 is

fundamentally a direct-gap material at an energy of 1.1 eV. This gap occurs at the

Γ and A points being comprised of the hybridized Fe 3dz2 + O 2pz → Fe d excita-

tion and does show some minor characteristics of being indirect. The minor indirect

contribution makes logical sense. Indirect excitations prove to be much smaller in

their absorption cross-section because of the multistep process compared to one step

process for a direct excitation; therefore, since the fundamental gap does not have
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the sharpness of a traditional direct excitation then it must correspond to having

partial indirect character. Along side this, we also revealed the sensitivity of the

charge transfer gap to the paramagnetic → weakly ferromagnetic transition (147K)

but at the reported paramagnetic to antiferromagnetic (440K) transition nothing

is seen. We used the well documented higher-energy gap to track the temperature-

dependence and get a cross-sectional view of the spin-charge coupling. With the

application of magnetic circular dichroism we clarified that the electronic excitations

do indeed exist down to ≈1.0 eV, corresponding with the lower energy charge-transfer

gap put forward by our work. Ultimately the epitaxial strain stabilizes the hexagonal

phase and results in a material with a marketable overlap with the solar spectrum,

along with spin-charge coupling that we were able to use to track across the the

paramagnetic → weakly ferromagnetic transition (147K.)

The approach of epitaxial strain was also employed for the investigation of LuFe2O4.

This material had been reported to be a charge ordered multiferroic near room

temperature.[81] The bulk phase has a fundamental indirect gap estimated to be

≈0.35 eV with a higher energy direct gap at 3.1 eV. These excitations correspond to

Fe2+ → Fe3+ charge transfer and O p → Fe d along with the O p → Lu s charge

transfer excitations, for the bands centered at ≈1 and 4 eV, respectively.[82] The

films we probed were on the order of 75 nm thick, and they were grown on MgAl2O4,

along with silicon carbide, with the ab-plane exposed. The films were not fully com-

mensurate but the average in-plane lattice parameter on MgAl2O4 is 3.42±0.02 a

0.6% reduction from bulk. The resulting epitaxial strain of MgAl2O4 blue shifted

the direct gap to 3.4 eV, this correspond to a ratio of 16.6:1 band gap to lattice pa-
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rameter change, suggested that further reduction of the lattice parameter will further

shift the excitation energies. However, the fundamental indirect gap is un-discernible

in these thin films due to their leakier tendency i.e. the uncertainty is significantly

increased due to limited optical density.[83, 84]

To delve deeper into the physics of these materials, we employed the magneto-

optical spectroscopic technique magnetic circular dichroism to investigate spin-charge

and spin-lattice coupling in these materials. Fundamentally this investigative tech-

nique measures the difference in absorption of the two poles of helicity (σ±) in a

DC magnetic field that is parallel to the ~k, Faraday geometry.[85] Ultimately any

change in this value signifies a change in projected orbital angular momentum along

the magnetic field direction, with the prerequisite of spin-orbit interaction to get a

vision of the spin angular momentum. The magnitude of this value corresponds to

the quantity of electrons that absorb circularly polarized photons in heeding to the

conservation of angular momentum.[86] This probe shows a significant change in the

vicinity of spin-polarized excitations, based upon field direction, of NiFe2O4. When

investigating the multiferroic h-LuFeO3 we elucidated that the electronic excitations

are allowed at much lower energy than previously supposed. Through this we also

learn that because the transition is spin disallowed the optical absorption is funda-

mentally lower than expected. In the cases of multiferroic h–LuFeO3 and LuFe2O4,

the findings improved the realm of applicability by validating the lower bound of

the electronic excitations and showing the epitaxial strain mediated tunability of the

charge transfer gap.

During the course of this work I was also given the opportunity to design, build,
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and implement an instrument to measure photoconductivity. A significant motiva-

tion for building this instrument was the complimentary nature of the technique. Of

course, it adds a degree of freedom to light-matter interactions. More specifically,

photoconductivity provides information about the electronic structure and mecha-

nism(s) of transport in accordance with the energy spectrum of the mechanism(s). A

virtue of photoconductivity is that it only corresponds to active absorption, such that

incidental lossy responses i.e. free carrier absorption or scattering via imperfections

are not embedded in the information recovered. The approach for building the instru-

ment was strongly heuristic because the method is inherently a complex one, because

the process invokes thermal and hot carrier relaxation processes, charge carrier statis-

tics, electrode effects, and a variety of recombination process mechanisms.[87] This

instrument was key in revealing the change in magnetoresistance caused by a static

external electric field, over-layed with an oscillating electric field (incident electro-

magnetic radiation), along with an applied magnetic field (≈1.5T). The experiment

was done in a current-in-the-plane (CIP) device architecture.[88]

Ultimately, the research involved in this dissertation was an investigation of the

electronic structure, optical and magneto-optical properties, along with frequency-

dependence (optical frequencies) of transport and magneto-transport properties. The

remainder of this dissertation is organized as follows: Chapter 2 presents a literature

survey of strongly-correlated ferrites with individual foci on the systems of interest

here. Chapter 3 discusses our experimental methodology, namely infrared and op-

tical techniques, interaction of light with solids, magneto-optical and electro-optical

experiments, and sample preparation and characterization. Chapter 4 is devoted
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to NiFe2O4, with a primary focus on the electronic structure and optical proper-

ties involved in the magnetic interaction. Chapter 5 details the optical investigation

and outcomes of CoFe2O4, this is extended into the magneto- and electro-optical

experiments. Chapter 6 presents our optical investigation and results on h-LuFeO3

and LuFe2O4, focusing on optical band gap, temperature-dependence of optical re-

sponse, and magneto-optical response in regards to long-range ordering. Chapter

7 is devoted to the building and development of the photoconductivity instrument.

Chapter 8 summarizes my work.
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Chapter 2

Literature Survey of Magnetic Oxides

Without fiction, there is no imagination; without

imagination, there is no dream; without dreams,

facts hardly matter. . . . There would be no

progress, not even scientific progress, without the

imaginative fashionings after the real.

Charles Lemert,

Dark Thoughts: Race and the Eclipse of Society

2.1 High T magnetic oxides,

towards spintronics and multiferroicity

The question that inspired the work presented in this dissertation is: do complex

ternary oxide materials have potential application in the energy harvesting, sensing,
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data storage, and spintronics industries? What makes this a good question? It

points to a specific group (complex ternary oxide materials) for investigation and

gives purpose for doing the research (application in energy harvesting, sensing, data

storage, and spintronics industries).

Ternary oxides are chemical compounds containing oxygen and two other (typ-

ically transition metal) elements. Or it could contain oxygen and one element in

two oxidation states, e.g. Fe2+ and Fe3+. This leads to the more specific form that

we chose to explore, complex ferrites such as the two oxidation states presented

just prior. Complex ferrites exist over a wide variety of crystalline structures and

display a large range of physical phenomena, arising because of interactions over ex-

tended length, energy, and time scales, such as the ternary level of complexity [Fig.

2.1].[89, 90, 20]

This family of materials offers an ideal platform to investigate electron corre-

lations due to interaction between the metal d and/or f electrons with oxygen p

electrons. These correlations result in highly intertwined degrees of freedom of

the charge, spin, lattice, and orbitals.[4, 91, 92, 93, 94, 95, 96, 97] Ultimately by

combining the intrinsic degrees of freedom materials rich in physical phenomena

are presented, such as multiferroics, superconductivity, quantum criticality, charge

transfer, and symmetry breaking, the latter of these contains both time and spa-

tial breakage, as shown in Fig. 2.2. As of late, much emphasis has been placed on

the manipulation of these phenomena, with the hope of creating new phenomena or

properties.[22, 98, 99, 100, 101]
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Figure 2.1: A diagram depicting the variety of ternary structures.
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2.1.1 High T magnetic and spintronic materials

When deciding on the realm of application for a material the thermodynamic transi-

tion temperature and robustness of the phase of functionality prove to be important

factors to consider, e.g. paramagnetic to ferromagnetic and/or paraelectric to ferro-

electric. If the desire is to have the application at room temperature, it would be

best to ensure that the phase is well established. Thus having the transition tem-

perature above this regime, say 50K, of application allows for the desired phase to

be established and still have energetic room for temperature fluctuations. In this

dissertation, we focus potential application mainly towards room temperature but

any advancement is highly appreciated. The high-TC materials selected to be in-

vestigated in this dissertation have transition temperatures near 800K and tend to

display robust if not virtually static trends with regards to changes in optical prop-

erties versus temperature. This outcome provides a way to characterize the stability

of a particular thermodynamic phase and potentially gain insight into several forms

of coupling, such as spin-charge and spin-lattice. In the investigations discussed here

within this dissertation we also show interest and concern with how the motion of

the electrons can be correlated, in particular this arises most strongly in the case of

NiFe2O4.

It is important that we establish what it means for a material to have strongly-

correlated electrons; however, if we are to consider correlated electrons it is ra-

tional to take a step back and describe uncorrelated electrons. In an uncorre-

lated system the Hartree product [Eq. 2.1] displays the probability of simultane-

ously finding electron 1 at site x1, electron 2 at site x2, etc. This is given by

24



|ΨHP (x1, · · · ,xn)|2dx1 · · ·xn, in turn this just becomes |χi(x1|2dx1|χj(x2|2dx2 · · ·

|χk(n1|2xn. Which is the probability of finding electron 1 at x1 times electron 2

at x2, etc., thus the product of the probabilities. In the end the Hartree product is

an independent particle model, so the electrons are uncorrelated. The electrons move

independently, or can be described as not “seeing” the others in their environment.

ΨHP (x1,x2, · · · ,xn) = χi(x1)χj(x2) · · ·χk(xn) (2.1)

A first step towards strongly correlated electrons is to look at the Hartree-Fock

model. This is classically described as an “uncorrelated” electron system, however

upon closer survey of the outcome the electron motions are not completely indepen-

dent. When considering the spins of the electrons in the system two outcomes arise,

either the spins are parallel or they are anti-parallel.

When considering two electrons residing on a specific lattice site having anti-

parallel spins. The probability of finding electron 1 at r1 and electron 2 at r2 is as

follows

P (r1r2)dr1dr2 = dr1dr2

∫
dω1dω2|Ψ2|

=
1

2
[|Ψ1(r1)|2|Ψ2(r2)|2 + |Ψ1(r2)|2|Ψ2(r1)|2]dr1dr2. (2.2)

These electrons are allowed to coexist at the same lattice site, therefore they are

uncorrelated. Now taking a looking at the scenario where the two electrons have

parallel spins. The probability of finding them residing at the same lattice site is
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P (r1r2)dr1dr2 =
1

2
(|Ψ1(r1)|2|Ψ2(r2)|2 + |Ψ1(r2)|2|Ψ2(r1)|2dr1dr2

− [Ψ∗1(r1)Ψ1(r1)Ψ∗2(r2)Ψ2(r2) + Ψ1(r2)Ψ∗2(r1)Ψ2(r1)Ψ∗1(r2)])dr1dr2. (2.3)

Here P (r1r2) = 0, therefore when the two electrons being considered have parallel

spins they can not coexist on the same lattice site. This can also be stated quite

succinctly by the Pauli exclusion principle, two identical fermions (particles with 1/2

integer spin) can not simultaneously occupy the same quantum state.

Finally, for a big picture view of what it means for a material to have strongly

correlated electrons, the motion and residence of the “local” electrons is controlled

by the remainder of the “local” electron population and their quantum mechanical

angular momentum known as spin.[103, 104] From a simple model, it is clear that

the Coulomb interaction of the quantum numbers of charge and spins produces an

environment of the nature previously described.[8, 63, 105, 106, 107, 108, 109, 110,

111]

Connecting this basic picture to the generally more complicated nature of the

investigations presently at hand, we will consider NiFe2O4 for our example. By

examining the chemical formula of this system it is evident that strong correla-

tions should be expected due to the d-orbital electrons presented by the transition

metal ions Fe and Ni.[112] These electrons invoke an on-site Coulomb repulsion U .

This repulsion is relatively large with U values of 4.5 eV and 4 eV, for Fe and Ni

respectively.[113, 114, 115, 116] However, the U effect is not well understood in this
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material yet so it can take on a value of 2, 4, or 6 eV.[117, 118] The localization

that is induced by this on-site repulsion causes the material to be an insulator rather

than a metal, this is also seen in the binary material NiO.[119, 120, 121, 122] Ad-

ditionally, the magnetic nature of NiFe2O4 require inclusion of exchange-correlation

J values into most models to get an accurate picture of expected outcomes. The J ,

which represents the screened exchange energy, for Fe and Ni take on values of 0.89

and 1.0 eV, respectively.[113, 114, 123, 118] Ultimately, these values of J result in a

spin-split density of states, as shown in Fig. 2.4.[124]

2.1.2 Mott-Hubbard transport model for insulators

Starting from a tight-binding model, it is viable to describe the atoms in the lattice

by a single atom. Whereas the overlap of the electronic wave functions appears as a

perturbation of this single atom. This results in available electrons hopping from one

lattice site to the next. The hopping of the electron lowers the kinetic energy and

thus the electron(s) are no longer localized to a specific lattice site. The result of this

is the creation of bands, not just states anymore. These bands have a width W , this

value is proportional to the hopping matrix element (W ≈ t) In the case of elements

such as Ni or Fe the 3d band is partially occupied and thus should have metallic

characteristics. However, the tight-binding model has not taken into consideration

electron-electron interactions. To incorporate these interactions into the Hamiltonian

a new term U must be introduced. The Hamiltonian describing the hopping process

is as follows
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Ĥ = −t
∑

(i,j),σ

(c†i,σcj,σ + c†j,σci,σ). (2.4)

The U term introduces the neglected Coulombic interactions of two electrons residing

at the same site.[48, 125] This expands the existing Hamiltonian to

Ĥ = −t
∑

(i,j),σ

(c†i,σcj,σ + c†j,σci,σ) + U
N∑

(i=1),σ

ni,↑ni,↓. (2.5)

In Eqs. 2.4 and 2.5, Ĥ represents the Hamiltonian, t is the hopping matrix element,

〈i, j〉 are the adjacent lattice sites, σ produces the spin, while c†i,σ and ci,σ are the

creation and annihilation operators with spin σ on site i. In Eq. 2.5, ni,σ = c†i,σci,σ

produces the value of one if the site is occupied with the specified electron, other

the value is zero. This perceivable notion of the U term imparts its contribution

when two electrons in the band remain on the same site, reducing the mobility and

increases localization.

Now we consider the environment more accurately. If the on-site repulsion U

is large than the width of the band W , then the band splits into a filled lower

“Hubbard”-band and an empty upper “Hubbard”-band. The separation (complete

or not) of the bands depends upon the actual ratio of U/W . Therefore, as U/W

increases the system shifts from metallic to insulating characteristics. As per the

previously stated environment, partially occupied orbitals (bands) such as the 3d in

NiFe2O4 have the propensity to create an insulating environment.

As the orbital overlap increases for the d-wavefunctions of the transition-metal

ion and the p-wavefunctions of adjacent oxygen ions, so does hybridization. How-
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ever, the strength of the hybridization has dependency upon the atomic number of

the transition-metal ion, when nuclear charge increase the chemical potential of d

electrons decrease. Therefore, the relative difference in energy of the d and p bands

decreases, ∆ = |εd − εp|. Here ∆ is the charge-transfer energy. In the transition

metal oxide family of materials, the 2p-bands presented by the resident oxygen ions

dwell closely to the Fermi energy. When the charge gap is determined by U (U < ∆)

the O p band lies below the lower Hubbard band and the low-energy excitations

will display d characteristics. This is referred to as a Mott-Hubbard insulator and

schematically shown by Fig. 2.5 (b). However, if the U value is large (U > ∆), then

the lower Hubbard band of the metal ion can be pushed below the O 2p. In this

scenario the O 2p levels become the highest occupied band. Therefore, the band gap

is defined by the energy (distance) between the O 2p and the upper Hubbard band.

This type of system is defined as a charge-transfer insulator and schematically shown

by Fig. 2.5 (c). In charge-transfer insulators the hybridization is strong resulting in

low-energy excitations having mixed d and p characteristics.[126]

2.1.3 Spintronics

Introduction to Spintronics

To overcome the limit of decreasing transistor size down to single atomic center

sizes, one can invoke new degrees of freedom.[105, 127] The history of which is shown

in App. A.1. One such degree of freedom includes the quantum mechanical angu-

lar momentum known as spin, rather than the traditional utilization of charge drift

in existing electronic devices.[128] This technological innovation direction is known
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as spintronics, an amalgamation of spin and electronics.[129, 130] Broadly, investi-

gations into spintronics characterize the electrical, optical, and magnetic properties

embodied by specimen as a result of the equilibrium and non-equilibrium of spin

populations, along with the spin dynamics.[86, 131, 132, 133, 134, 135, 136, 137] The

fundamental direction is an umbrella for electron spin derived phenomena in solids.

Moreover, the fundamental investigations give insight into the nature of spin interac-

tions e.g. spin-orbit, hyperfine, and spin exchange coupling.[138] When considering

device motivated researchers, investigations typically are split into two approaches:

(i) perfecting the GMR-based technology and (ii) developing more novel and rad-

ical ways to generate and utilize spin-polarized currents (actively controlling spin

dynamics).[139, 140, 141] Potentially vital roles that spintronics would play is that

of amplifier and general multi-functional devices. This is certainly a limitation of

existing transistor technology.

As a generalization, the spin is a dynamic species in the material/device system.

Investigations in the field of spintronics are both fundamentally and technologically

focused. There are three basic requirements in spintronic systems to investigate (for

either direction): (i) Spin relaxation, the method of creation and anhilation of the

spin, along with spin transport (how the spin moves in metallic, semiconductive,

and insulating materials) are vitally important for basic physically understanding

but also in electronic technology.[141, 142] (ii) Efficient spin injection, the method

to transfer spins from one material to another, transporting spin from a metal to a

semiconductor is inherently challenging due to intrinsic impedance mismatches of the

materials.[143, 144, 130] and (iii) The reliability to detect spin within investigated
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materials; therefore, the ability to know the magnitude of spin polarization that

is present in the system is granted.[145, 146] One such device presently in use is

the giant magnetoresistive (GMR) sandwich structure. The overarching goals of

spintronics are: (i) spin control of electrical properties and (ii) electrical control of

spin, or I-V characteristic and magnetization, respectively.[138]

Now we will explore a few examples to understand spintronic systems require-

ments. The processes required for spintronic applications and investigative verifica-

tion are summarized in Fig. 2.6. Importantly, each process is of equal weight, even

though the hierarchy begins with the spin injection. The logic behind this, spin

injection gives a direct way of introducing non-equilibrium processes of spins into

a conductor. As an example, take a piece of iron bar and a piece copper bar. If

you connect the two in series and apply a voltage, thereby making a current flow.

Then the outcome is highly likely to be electrical spin injection into the copper, as

exemplified by Fig. 2.6 (a). This occurs because most of the electrons in the iron

are spin polarized and causes spin accumulation in the copper bar. Of course, spin

injection is just the beginning. Once it is injected further manipulation/ control is

necessary; therefore, by applying an external magnetic field the desired manipulation

and control can be achieved through rotation of the spin. Additionally, spin-orbit

coupling allows for control to be exerted over the spin electronically.[138]

After the spin is injected it must remain coherent long enough to be detected.

Once the spin is transferred out of the ferromagnet, the inhibiting irreversible pro-

cesses of spin relaxation and spin dephasing start to decay the magnetization, as seen

in Fig. 2.6 (b).[147] Therefore, the thickness of the receiving material (non-magnetic
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conductor) depends upon the lifetime and/or coherence length. The irreversible

processes causing magnetization decay occur at a rate of M = M0 exp−(x/Ls)

and emerge from a combination of spin-orbit interaction and momentum relax-

ation. When considering interaction with the solid-state environment, the processes

are highly complex and can be descriptively derived from effective perturbation

approximations.[138]

Finally, we have come to spin detection, as shown in Fig. 2.6 (c). Continuing

with our example of the iron and copper bars, even though the probability is high

that the current flowing out of the iron is spin polarized, it is critical to validate (or

refuting) that the claim of spin accumulation is true. This method of spin detection

is derived from Silsbee-Johnson spin-charge coupling.[148, 149, 150, 151]

jn ∼ n0(ζ)[exp(qV/kBT )(1 + δPnPn0)− 1]. (2.6)

Here, jn is the current density, V is the bias voltage (positive for forward bias),

n0(ζ) = (n2
i /Na) cosh(qζ/kBT ) represents the equilibrium number of electrons in the

p region, with ni being the intrinsic carrier density, and Na is the acceptor doping.

Technically speaking, this is a generalization of Silsbee-Johnson spin-charge coupling

for magnetic p− n junctions.[130]

With spin-charge coupling being invoked, we effectively reverse spin injection;

therefore, the method of spin-charge coupling allow for direct investigation of spin

accumulation. In further detail, spin-injection electrical current drives spin-polarized

electrons from a ferromagnetic source to a non-magnetic drain, whereas in spin-

charge coupling the electrical contact ferromagnetic drain and a nonmagnetic source
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(containing a non-equilibrium of spin population) generates an electrical current in

an open circuit. Hence, in this method detection of the electron spin is presented

electrically. A viable optical detection option for detecting the existence of electron

spin accumulation is when spin-polarized electrons recombine with unpolarized holes

will emit circularly polarized light.[138]

As an overarching perspective, spintronics is purposed toward understanding the

interaction between a particles quantum mechanical spin angular momentum and

the solid-state environment in which it exists. Thereby, one premise is increasing

efficiency for the derived devices via the understanding that is gained.[152, 153, 154,

155] Additionally, a common perspective of many of the conceived spintronic devices

is that of maximizing spin detection sensitivity, with the ambition to detecting more

than just the presence of spin but also detecting changes to the spin states.[130,

156, 157, 158, 159] The emerging spintronic devices foretell faster switching, lower

consumption of electrical power, and a higher density of circuit elements. These

improvements are direct derivatives of the lowered heat production per switching

element because the spin is the signal transporter and frees the system from “ohmic”

energy dissipation.[153, 160, 161, 162, 154, 163]

2.1.4 Subset of strongly-correlated electron materials:

multiferroics

Spontaneity and uniformity are not two words that are commonly used together to de-

scribe atomic or molecular attributes. However, when it comes to magnetic moments

they spontaneously and uniformly generate a magnet, specifically a ferromagnet.
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These materials have intrigued humans for approximately 2,500 years. Fast-forward

through that time to almost 100 years ago, the scientific community was astonished

by the discovery of the spontaneous ordering of electric dipole moments.[164] Due to

having ferromagnetic analogous properties e.g. hysteresis between two stable states

in an external electric field, the new phenomenon was named ferroelectricity. The

scientific endeavor to combine the two phenomena in one phase of a material, es-

tablishing the field of multiferroics. Of course, the premise of multiferroic materials

is to possess two or more simultaneous ferroic functionalities, with the hope being

primary ferroic functionalities.[165, 166] The primary ferroic functionalities are listed

in Table 2.1, with their order parameter and the symmetry that is broken in order

for that functionality to arise, along with an example material for each. As an aside,

conceptualization of symmetry breaking started with Pierre Curie.[167] Although

the complete validity of his theory in spontaneous symmetry breakage (as can be

applied to ferroic orderings) is disputed, it still gives profound realization towards

understanding symmetry breakage.[168, 169, 170, 171, 172, 173] Curie’s theorem can

be condensed into two points. 1) A phenomenon derives its existence from the lower-

ing of symmetry. 2) Symmetry elements of the causes must be found in their effects.

Interestingly enough, the converse is not true. This principle holds true for causal or

deterministic physical laws. The early investigations into this field were initiated by

Smolenskii and Ioffe, who suggested to introduce magnetic ions into ferroelectric per-

ovskites, thereby creating solid solutions that host magnetic long-range order but do

not sacrifice their ferroelectric order.[174] The most aggressively investigate materials

were boracite compounds, e.g. Ni3B7O13I, in which a significant linear magnetoelec-
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tric effect was discovered.[175, 176] Following this, Cr2BeO4 was investigated and

led to the discovery that a spin-spiral like arrangement of magnetic moments led

breaks spatial inversion symmetry.[3] Ultimately this led up to the conference on

magnetoelectric phenomena.[177]

In a more contemporary view, multiferroic materials have been under intense

investigation from the perspective of both fundamental and applied science.[99, 178,

179, 180, 12] These materials are mostly encompassed in two rationales: (1) the

possibility to exploit the functionalities of both orders, for example a four-state

memory element is a potential outcome, (2) novel functionalities are plausible to

emerge from the coupling of the ferromagnetic and ferroelectric states. The re-

invigoration into investigating multiferroics was initiated in 2000, when Hill (Spaldin)

returned to the early thoughts of Smolenskii. She ultimately explained why magnetic

and ferroelectric ordering are antithesis of each other, specifically in perovskites.[181]

Additionally, they revealed as a consequence of the inverse proportionality an external

electronic or structural driving force must be present in order for the two primary

ferroic orderings to be simultaneously present.

Hans Schmid considered the symmetry,[182] culminating in the suggestion that

there exists an ensemble of 31 point groups that allow for existence of Ferro-elasticity,

electricity, or magnetism individually. If they are to coexist in a single phase this

brings the number of point groups down to 13 for any given pair and for coupling of

these three primary ferroic orderings the overlapping of point groups reduces to 9.

For completeness, the term ferroic was coined by Aizu[183] and defined as:

when it has two or more orientation states in the absence of a magnetic
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field, electric field, and mechanical stress and can shift from one to an-

other of these states by means of a magnetic field, an electric field, a

mechanical stress, or a combination of these. ([183, 184, 165])

Additionally ferroic materials must display long-range ordering regarding at least

one macroscopic property, along with developing domains that can be switched by a

conjugate field.[185, 179, 184] The primary functionalities, ferroelasticity, ferroelec-

tricity, ferromagnetism, and ferrotoroidicity, arise through ferroic phase transitions

via an ordering parameter as shown in Table 2.1.

Table 2.1: Results of Broken Symmetry

Broken Symmetry Functionality Order Parameter Example

Translation Unit cell
enlargement

Phonon mode
amplitude

Rotation Ferroelasticity[186] Strain Pb3(PO4)2[187]

Spatial Inversion Ferroelectricity[188] Polarization BaTiO3

Time Reversal Ferromagnetism[189] Magnetization Fe3O4

Spacial Inversion
&Time Reversal Ferrotoroidicity[190] Toroidization LiCo(PO4)3[191]

Where as ferroic transition is defined as the following: “(a) it can be viewed as a

nondisruptive modification of a certain ‘prototypic phase’, and (b) it involves a loss

of one or more point-symmetry operators present in the prototype.” This offers a

great segue to have a brief introduction to the concept of Neumann Theorem. This

theorem rests on the fact that all properties of a crystal extend from its atomic

structure all the way out to the macroscopic world. It is expressed as follows: “The

symmetry elements of any physical property of a crystal must include the symmetry
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elements of the point group of the crystal.” ([192]) This leads us to the necessity of

understanding variant and invariant tensors. Symbolically, the tensors can (or not)

possess time-reversal symmetry. Magnetic field ~H, for example, which is viewed as

emerging from the motion of charged particles in an electric current, changes sign

upon time reversal:

~H(−t) = − ~H(t). (2.7)

However, an electric field ~E is time symmetric:

~E(−t) = ~E(t). (2.8)

Additionally, the dielectric permittivity ε is also time symmetric:

ε(−t) = ε(t). (2.9)

Based upon the notation established by Birss in 1963, ~H is a c-tensor and ~E (ε)

is a i-tensor.[193]

Ultimately, it is desirous to obtain a series of singular materials that contain

two (or more) primary ferroic functionalities, e.g. ferromagnetism and ferroelec-

tric. However, this has proven to be rather challenging. The difficulty in realizing

a single phase multiferroic arises from the nature of the mechanisms that promote

the two desired cross-coupled properties.[194] The mechanism for traditional ferro-

electricity, such as in the cubic perovskites, requires the d orbitals to be empty,

d0. On the contrary, ferromagnetism exists when the d orbitals are partially filled
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d1−9. [99, 181] Following this realization, a few multiferroics have been revealed, h-

YMnO3, o-TbMnO3, TbMn2O5, BiFeO3, LuFe2O4, Ni3V2O8, and RMnO3 (R = rare

earth);[22, 99, 100, 101, 195, 196, 197] but, the definition was expanded to include

ferri- and antiferro-magnetism along with corresponding antiferroelectricity.[42] The

hope with having these functionalities coexisting is that they will be cross-coupled.

This cross-coupling of the order parameters can give rise to magnetoelectric effects

–these include induction of magnetization by an external electric field or polarization

by an external magnetic field. The result is quantifiable from an expansion of the

free energy for a specific material,

F (E,H) = F0 − P S
i Ei −MS

i Hi −
1

2
ε0εijEiEj −

1

2
µ0µijHiHj − αijEiHj

−1

2
βijkEiHjHk −

1

2
γijkHiEjEk − ...

(2.10)

Polarization and magnetization can be obtained by differentiating equation 2.10

to E and H, respectively.

Pi(E,H) = P S
i + ε0εijEj + αijHj −

1

2
βijkHjHk + γijkHiEj − ..., (2.11)

Mi(E,H) = MS
i + µ0µijHj + αijEi + βijkEiHj +

1

2
γijkEjEk − ..., (2.12)

Here, E and H are the electric field and magnetic field vector, respectively. P S and

MS denote the spontaneous polarization and magnetization, whereas ε and µ are

the electric and magnetic susceptibilities. The tensor αij corresponds to induction

of polarization by a magnetic field or magnetization by an electric field, as shown in
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the following relationship:[198, 199, 200]

α
~E ~H
ij =

(
∂ ~Pi

∂ ~Hj

)
~E

= µ0

(
∂ ~Mj

∂ ~Ei

)
~H

. (2.13)

This tensorial response coefficient is exactly what has captured the attention of such

a large audience of the scientific community. It is designated as the linear magne-

toelectric effect and is considered a special magnetic property.[201] Special magnetic

properties are elaborated on in App. B. In Eqn. 2.11 β and γ are the high order mag-

netoelectric effect tensors. [201, 202] The magnetoelectric tensor, e.g. Bi = αijEj,

is a special magnetic property because it arises from a cross-coupling of a c- and

i-tensor. Large magnetoelectric coefficients have been observed for LiCoPO4 (αyx

= 30.6 ps m−1), yttrium iron garnet films (30 ps m−1) and TbPO4 (αxx = 36.7 ps

m−1). [203, 204, 205] Because of the potential of the cross-correlation between the

magnetic and electric properties for technical applications, magnetoelectric coupling

attract intense experimental and theoretical work. [202, 206, 207] Now to bring the

conversation back to αij, since this coefficient indicates the magnitude of the induced

polarization or magnetization the electronic structure response must be present due

to the changing symmetry in the local environment.[208, 198, 209, 210, 211]

Daniel Khomskii presented a form to classify multiferroics dichotomously. Type I

tend to have transition temperatures for both ferroelectricity (FE) and magnetism

significantly above room temperature (300K), with the caveat that the FE occurs at

a higher temperature, but the coupling is incredibly weak. Type II the magnetism

transition occurs in a higher temperature regime than the FE but the coupling be-
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tween the orderings is strong.[212] For a summary of the types of multiferroism look

at Table 2.2. The mechanisms that are known to support the emergence of multifer-

Table 2.2: Types of Multiferroism

Type I Type II

Weak coupling of FE and magnetism Strong FE and magnetism coupling

FE transition T < than magnetism FE occurs in a low T regime

Strong ~P Weak ~P

roism are broken up into four distinct classes: lone pair, geometric, charge ordering,

and spin-driven. Of course, the independent phenomena have their own mechanistic

foundations, for example, ferroelectricity appears in environments that contain: elec-

tronic lone pairs, charge ordering, geometric driven effects, or magnetism.[212, 213]

Upon deeper investigation one finds that the first three have the ferroelectric and

magnetic orders transpiring independently.[179, 214, 215] Now for a brief introduction

of the mechanisms and model materials displaying these underlying driving forces.

Lone-pair mechanism

The name in and of itself suggests that a lone pair of electrons must be present.

The resulting mechanism arises from the spatial asymmetry (anisotropy) derived

from the distribution of the unbonded valence electrons, as shown in Fig. 2.7 (a). A

good example of this mechanism occurs in BiFeO3, where a pair of 6s Bi3+ valence

electrons create a local dipole moment. This creates the spontaneous polarization

of ∼100 µCm−2. When considering the lone-pair materials, BiFeO3 is truly the only

room-temperature single-phase multiferroic material.[179, 98, 216, 217]
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Geometric driven ferroelectricity

Steric effects, such as space-filling and geometric constraints, have the poten-

tial to cause structural instabilities. This can lead to ionic shifts resulting in polar

symmetries (non-centrosymmetric etc) allowing access to geometric ferroelectricity,

as shown in Fig. 2.7 (b). One highly endorsed example is h-RMnO3 (R = Sc,

Y, In, or Dy-Lu). The ferroelectric ordering polarization arises from a unit-cell

tripling.[218, 219, 220] The magnetic ordering emerges at TN ≤120K.[221] In line

with this dissertation, h-LuFeO3 displays a similar response. However, the magne-

toelectric coupling has yet to be presented.[53, 179, 222, 223]

Charge ordering

When the valance electrons around host ions in a crystal lattice are distributed

with non-uniformity, they can form a period superstructure, as shown in Fig. 2.7 (c).

A highly regarded example from the work included in this dissertation is LuFe2O4.

The Fe2+ and Fe3+ ions form a superlattice when they have an alternating pattern.[224]

This can lead to an electric polarization i.e. ferroelectricity. When opting to step

away from the rigorous environmental requirements of single-phase multiferroic ma-

terials, charge-ordering multiferroism becomes a viable options. For example, it is

well known that perovskite titanates can be ferroelectric (BaTiO3 d
0) or even (anti-

)ferromagnetic (YTiO3 d
1.) So, in the formation of the superlattice of SrTiO3/PbTiO3[225]

or more generally ABO3/A′B′O3.[226] Ultimately this environment produces an en-

tanglement between the charge ordering (Ti3+ ↔Ti4+) and the orbital ordering,

controlling the nature of the ferromagnetism and insulating attributes. Therefore,

ferromagnetism and ferroelectricity both reside in this system and the former is in-
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duced due to the charge-ordering mechanism.[179, 14]

Spin-driven mechanism

So far we have considered cases where ferroelectricity emerges in systems that

have magnetic ions; but, depending upon the entanglement of the degrees of freedom

the ferroelectricity and magnetism may (or may not) be coupled. Interestingly, mag-

netic ordering can break the inversion symmetry. Therefore, entanglement of spins

and charges has the potential to transfer the non-centrosymmetric state from the

magnetic to electric lattice; moreover, this would result in the create of a polar state

from the magnetism, as shown in Fig. 2.7 (d-f). Independently these mechanisms

arise from detailed differences. Figure 2.7 (d) emerges from spin-orbital coupling

and an optimization of the local spin configuration.[227, 228] Figure 2.7 (e) again

exists due to an optimization of the spin symmetry through exchange striction.[229]

Finally, in Fig. 2.7 (f) a screw-like spin configuration induces a spontaneous polariza-

tion, this occurs because the metal-ligand hybridization is not constant with respect

to spin-orbit coupling.[179, 230]

Composite multiferroics

To overcome the limitation of single-phased materials, interfacing materials such

as BaTiO3 (ferroelectric) and CoFe2O4 (ferrimagnetic)[40, 231, 232, 233] has shown

to be a way forward to obtain the desired magnetoelectric cross-coupling effect.[194]

Getting back to the root of this concern, if the two order parameters are coupled then

a large set of new devices are made possible. These applications include: multi-state

memory elements, magnetotransport, information storage, sensing and actuation,

magnetic random access memory, and spintronics.[181, 222, 234] Only a few of the
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known materials have been cited as being multiferroic, at room temperature or above,

these include: BiFeO3, BiCoO3, corundum ScFeO3, and h–LuFeO3, via the expanded

definition.[98, 223, 235, 236, 237] However, the latter of these has been removed in

part by the work done in this dissertation.

The ultimate goal of multiferroics is to strap two (or more)[177] primary fer-

roic functionalities into one phase with strong coupling between the ferroic ordering

parameters.[238, 239] With the primary push being towards the simultaneous posses-

sion of ferromagnetism and ferroelectricity. This from a device perspective is for the

overarching purpose that the coupling (typically referring to the lineaer magnetoelec-

tric effect). Magnetoelectric coupling of this nature refers to induction of magneti-

zation via an electric field or polarization via a magnetic field.[202] This hopeful and

idealistic goal has ignited and captured the imagination of researchers all over the

globe.[238] The critical concern is to have the cross-coupling be strong and present at

room-temperature. Therefore, the push towards understanding the magnetoelectric

coupling α more inherently has being taking place and since Daniel Khominskii in-

troduced the definitions for Type I and Type II multiferroics the push for increasing

the temperature regime of materials with strong magnetoelectric coupling has drawn

a specific interest. Additionally, the idea of have composite multiferroics (interfa-

cial driven multiferroism) has also become more realistic as to producing a strong

magnetoelectric coupling at room temperature.
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2.2 High Temperature magnetic spinel oxides:

NiFe2O4 and CoFe2O4

In this section, the fundamental details necessary to describe the physical properties

of the magnetic insulators NiFe2O4 and CoFe2O4 will be presented. The represen-

tative crystal structure is inverse spinel, consisting of a face-centered cubic oxygen

lattice with the Ni and Fe cations distributed amongst the octahedral and tetrahedral

interstitial sites. However, CoFe2O4 is not fully inverse. The 3d transition metal ions

transfer their 4s electrons to the oxygen lattice, while leaving the 3d band partially

filled, resistivity ρ covering mΩ→GΩ dependent upon growth conditions. Yet both

NiFe2O4 and CoFe2O4 still display an insulating nature. This can be understood

via a localization of the electrons residing in the 3d band, being well described by

the Mott-Hubbard model, see Sec. 2.1.2. As well, we explore the exchange interac-

tion that results in the ferrimagnetic ordering (TC 850K with a range of moments

2 →8 µB).[240]

2.2.1 Polder Susceptibility

The magnetic susceptibility of ferrite materials can readily be modeled by the Polder

susceptibility tensor. The tensor notation is critical because ferrimagnetic materials,

i.e. NiFe2O4 and CoFe2O4, become anisotropic under the application of a magne-

tizing field. Fundamentally this model derives from the Landau-Lifshitz equation of

motion for torque that defines the phenomenological precession about the applied

magnetic field of the magnetization.[241, 242, 243, 244, 245, 246, 247, 248, 249, 250,
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251, 252, 253, 254, 255, 256, 257, 258, 259, 260, 261, 262]

2.2.1.1 Magnetization Dynamics

Below the transition (Curie) temperature TC for ferro- and ferri-magnetic materials,

the magnetic moments respond to an external magnetic excitation field, such as

the weak alternating field found by exposure to electromagnetic radiation. This

can be modeled by the aforementioned Landau-Lifshitz equation, first to explore

the nondissipative solution. Then finally walk through the effect of anisotropy, e.g.

shape and surface, on a symmetric resonance.[263]

2.2.1.2 Equation of Magnetization Motion

In a more general sense, ferromagnetic materials have a net magnetic moment and

the microscopic exchange interaction requires that the spin orbital angular momen-

tums of the electrons be aligned parallel in a very well defined direction. On an

important note, if a weak alternating (dynamic) field such as the electromagnetic

radiation described previously impinges upon the ferromagnetic material then the

resonant excitation will drive the magnetic moments away from their equilibrium

position. However, the spin moments will remain aligned over a distinct region. The

spin moments being discussed are under a continuum approximation and are well

described by a magnetization vector ~M . The response of ~M to an external static

magnetic field ~H is shown in Fig. 2.8. The Landau-Lifshitz equation describing of
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the magnetization precession motion appears as the following:

d ~M

dt
= −γµ0

~M × ~Heff . (2.14)

Here, γ is the gyromagnetic ratio and µ0 is the permeability of free space. The

relationship express the rate of change of the magnetization vector ~M to the torque

exerted on said vector by the effective field ~Heff . For materials with an exchange

driven net magnetic moment (ferro- and ferri-magnetic) ~Hint, ~Heff is strictly

~Heff = ~H0 + ~Hint, (2.15)

~Hint = − ∂E

∂ ~M
. (2.16)

To further define, ~Hint is a sum of all of the fields acting on the magnetization such

as anisotropy fields, exchange fields, and dipolar fields.[264] The magnitude of ~M is

conserved:
∂

∂t
~M2 = 0, (2.17)

this is indicative of ~M precessing on the surface of a sphere.

Solution for magnetization motion equation

The example for the solution will be a ferromagnetic sample in a static magnetic

~H0 field pointing along the z−axis with ~Meq|| ~H, such that

~H0 =H0~ez (2.18)

~M0 =Ms~ez. (2.19)
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The excitation source will oscillate in the xy-plane. The dynamical components

of the field ~h(t)and the magnetization~m(t). The time-dependent perturbations are

appended to the ~H and ~M to become

~H = ~H0 + ~h(t) (2.20)

~M = ~M0 + ~m(t). (2.21)

Importantly, the dynamic components are assumed to be much smaller than the

static components:

~m(t) = ~m exp(−iωt),
∣∣∣ ~M ∣∣∣� |~m(t)|, (2.22)

~h(t) = ~h exp(−iωt),
∣∣∣ ~H∣∣∣� ∣∣∣~h(t)

∣∣∣. (2.23)

To understand what is happening inside of the sample while being exposed to the

large static magnetic field and perturbing alternating magnetic field one can define

the dynamic susceptibility χ̄, as a response of the dynamic magnetization ~m(t), as

per the following:

~m(t) = χ̄~h(t). (2.24)

This dynamic susceptibility χ̄ is the 2 × 2 Polder tensor. We must first derive this

tensor before solving for the magnetization motion and to derive the Polder tensor

we need to solve Eqn. 2.14. It first appears as the following:

∂ ~m

∂t
= −γµ0

[(
~M0 × ~H0

)
+
(
~m× ~H0

)
+
(
~M0 × ~h

)
+
(
~m× ~h

)]
. (2.25)
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Due to the orthogonality principle of cross-products the first term ~M0× ~H0 will be 0

because we defined ~Meq|| ~H. Additionally, the last term, concerned with the dynamic

components, ~m × ~h can also be neglected due to the first order approximation and

the contribution being inherently small. Therefore, the linearized version of Eqn.

2.25 becomes:
∂ ~m

∂t
= −γµ0

[(
~m× ~H0

)
+
(
~M0 × ~h

)]
. (2.26)

If we project Eqn. 2.26 onto coordinate axes shown in Fig. 2.8 (b) and additionally

assuming that the time-dependent oscillations are of the form exp(−iωt), then the

linearized equation becomes:

− iω~m = ~z ×
[
ωM~h− ω0 ~m

]
. (2.27)

Here, ωM = γµ0Ms and ω0 = γµ0H0.

By solving the system of equations above and expressing hx and hy in terms of

mx and my, one acquires:

~hx
~hy

 =
1

ωM

 ω0 iω

−iω ω0


~mx

~my

 . (2.28)

Equation 2.28 follows the form of h = χ̄−1m. In order to obtain the Polder

susceptibility tensor the inverse of Eqn. 2.28 should be calculated, producing:

χ̄ =

 χ iκ

−iκ χ

 , (2.29)
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where,

χ =
ω0ωM
ω2

0 − ω2
,κ =

ωωM
ω2

0 − ω2
. (2.30)

The Polder tensor is a non-diagonal and antisymmetric tensor, it strictly corre-

sponds to resonance conditions in an unbounded sample. In a finite (real) sample,

the resonance frequency also depends upon the total geometry and topology of the

sample. The preceding derivations are derived from Refs. [265, 252, 266, 267, 268,

269, 270, 271, 272, 273]

2.2.1.3 Damping of the Landau-Lifshitz Equation

The solution for Eqn. 2.14 strictly holds true for scenarios where spin moment is

isolated and can thereby precess indefinitely. In real material systems the treatment

must incorporate a mechanism for relaxation, or deceleration, of the macroscopic

precessional motion because a magnetic moment in a solid interacts with its envi-

ronment. This interaction results in dispersion of energy; in the end, the transferred

energy produces microscopic thermal motions such as spin waves (magnons), lattice

vibrations (phonons), and thermal excitation of conduction electrons.[274, 275, 271]

The actual mechanisms taking place in this transfer process are far too complicated

to be described in full detail. Yet, one route to implementing and understanding

this is by introduction of a phenomenological damping term into the field equations.

This approach brings forward an amenable parameter to balance the rate of energy

transfer.

Before introducing the phenomenological damping term, it is best to express what
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is happening in the system qualitatively. Damping represents a force in opposition

to the macroscopic driving force in the physical system. Therefore, when they are

in balance a steady-state of the system is established; moreover, this suggests that

the energy gained from the driving force is equal to the energy lost by the damping

force. This is represented by the following:

∂ ~M

∂t
= −γµ0

~M × ~Heff −
λ

m
~M
(
~M × ~Heff

)
. (2.31)

Here, λ > 0 is a characteristic of a material that is a phenomenological constant, in

this case it presents the relaxation frequency which characterizes the dipole-dipole

interaction between magnetic moments. Suggesting that a torque being applied to

the magnetization acts to push it towards ~Heff . In 1955 this was altered by Gilbert

[274] to what is currently known as the Landau-Lifshitz-Gilbert equation:

∂ ~M

∂t
= −γµ0

~M × ~Heff +
α

Ms

~M × ∂ ~M

∂t
(2.32)

Here, α = λ
γm

and is a non-dimensional damping parameter, the time-dependent

derivative of the magnetization ∂ ~M/∂t suggests that the damping increases with an

increasing derivative. The latter portion of the Gilbert damping represents a viscous

force, as can be seen in Fig. 2.9.

On an interesting note, if the damping is small, as in Yttrium-Iron Garnet and

several spin ferrites, then the Landau-Lifshitz and the Landau-Lifshitz-Gilbert equa-

tions (2.14 and 2.32) are equivalent.[267, 276]

The purpose of this discussion covering the precession of ~M about ~Heff is to
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introduce the narrative of investigation of dynamical response of the magnetization

vector and methods/opportunities to expand the understanding of this elusive energy

reservoir.

2.2.2 Magnetic Properties for Transition Metal Oxides

(Goodenough-Kanamori-Anderson Rules)

Simple models of exchange interaction ignore transitions to and from orbitals of

differing angular momentum. This fashion of transition to typically weakly allowed.

A critical empirical finding by Goodenough, Kanamori, and Anderson[277, 278, 279]

proved to predict exchange interactions in transition metal oxides:

• Antiferromagnetic ordering occurs in the superexchange interaction between

two magnetic cations having partially filled d orbitals, under a cation–ligand–cation

180◦ configuration.

•Weak ferromagnetic ordering occurs in the double-exchange interaction between

two magnetic cations having partially filled d orbitals, under a cation–ligand–cation

90◦ configuration.

• Weak ferromagnetic ordering also occurs in superexchange interaction between

a magnetic cation having partially filled d orbital and a magnetic cation having a

full or empty d orbital, under cation–ligand–cation 180◦ configuration.

Importantly, these rules apply to the cation/ligand environment found in the

inverse spinel structure of NiFe2O4. This can be used to establish a foundation for

the creation of the observed ferro(ferri)-magnetic moment. The following subsection

will discuss the crystal structure.
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2.2.3 Spinel crystal structure

NiFe2O4 and CoFe2O4 crystallize into an inverse spinel structure, this structure falls

into the subset of cubic space groups and has a space group Fd3̄m. The latter does

not fully invert, such that a fraction of the Co2+ cations do not displace the Fe3+

cations, resulting in the necessity to define the inversion parameter λ. In CoFe2O4

λ takes on a value in the range 70–80. The general formula of spinels is AB2O4. A

few of the general features of this structural family include:

• face-centered cubic lattice of oxygen anions

• 1/8 tetrehedral sites filled

• 1/2 octrahedral sites filled

The unit cell of the spinel structure includes 56 atoms: 32 oxygen (O2−), 16

trivalent (B3+) metal cations, and 8 divalent (A2+) metal cations. The extremes for

this crystal structure are normal and inverse spinel. The normal spinel structure

has all of the divalent A2+ (trivalent B3+) cations in the tetradedral (octahedral)

lattice sites. In NiFe2O4 structure is the inverse form where the divalent cations

replace 1/2 of the trivalent cations in the octahedral interstitial sites. The trivalent

are distributed equally between the sites. Of course, a mixture of the two can arise,

quantitatively described by λ the inversion parameter. 0 ≤ λ ≤ 1 represents the

possible values for the inversion parameter, with zero being normal spinel and one

being fully inverse. In its bulk form NiFe2O4 presents the fully-inverse (one) spinel

crystal structure with a cubic lattice parameter of 8.388Å as shown in Fig. 2.10.
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2.2.4 Magnetism of NiFe2O4 and CoFe2O4

Magnetic semiconductors are at the heart of modern device physics; however, mag-

netic insulators are emerging with distinct value because they naturally provide a

non-zero magnetic moment below the ordering temperature, spin-dependent band

gap, and spin polarization that originates from exchange-coupled magnetization or an

applied field creating a spin-split band structure.[280, 281, 4, 282, 283, 284] Strongly

correlated spinel ferrites are amongst the most noteworthy contenders for semicon-

ductor spintronics.[285, 284] NiFe2O4, in particular, displays spin-filtering, linear

magnetoresistance, and wide application in the microwave regime.[285, 73, 250, 249,

245, 267, 247, 265] The namesake materials of this section (NiFe2O4 and CoFe2O4)

along with MnFe2O4 and Fe3O4 readily form ferrimagnetic spinels with magnetic

transition temperatures (Curie temperature TC) remarkably greater than room tem-

perature, e.g. bulk NiFe2O4 and CoFe2O4 TC = 865 and 795K, respectively.[286, 116]

This occurs as a result of exchange interaction between the cations housed in the

inverse spinel structure. Namely, the antiferromagnetic ordering due to Fe3+ ↔ Fe2+

superexchange between the octahedral (B) and tetrahedral (A) sites respectively

[Fig. 2.11 (a)]. The magnetic B-site sublattice also house ferromagnetic ordering

due to intrasublattice superexchange interaction and a double-exchange interaction

between the Ni and Fe cations [Fig. 2.11 (b & c)]. Ultimately the sublattices are

ferromagnetic ordered independently and antiferromagnetically ordered with respect

to each other; this results in a theoretical magnetic moment of 2 µB.
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2.2.5 Electronic Structure from First Principles

The investigation of NiFe2O4 and CoFe2O4 from a theoretical perspective has invoked

the application of density functional theory (DFT), with specific methodologies such

as local (spin) density approximation (L(S)DA+U), self-interaction local spin den-

sity (SIC-LDS), and hybrid functionals.[287, 288, 289, 290, 291, 292, 293, 294, 295]

Calculations were done on normal and inverse spinel structural configurations; it

has repeatedly been shown that the resulting magnetic moment along with the ex-

changing splitting largely increase, upon changing from bulk inverse to normal spinel

structure. When doing an analysis of the energetic nature of the environment, it is

found that the inverse spinel structure represents the ground state configuration of

NiFe2O4. Looking at the density of states (DOS), such as that depicted in Fig.

2.12, the fundamental band gap has been stated to range ≈1.6 eV; higher energy

gaps appear at 2.4 and 2.8 eV. The total conduction band exchange splitting is

2∆EEx = V alue. The reported value of the fundamental gap from experimental

results has been extremely varied covering 0.33–3.7 eV.[296, 297, 298, 299, 300]

2.2.6 Spin filtering

Insulating magnetic materials show promise for the desired production of spin-

polarized currents.[127, 302, 47] This is simply because of the intrinsic nature to

pass an unpolarized current through the material and obtain a finite level of polar-

ization in the current in the output, as exemplified by Fig. 2.13. Eu chalcogenides

such as EuS,[303] EuSe,[304] and EuO, [305] have showed some promising experimen-

tal results by application of the Tedrow-Meservey technique.[306] The fundamental
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understanding gained in these investigations have limited applications to them di-

rectly because from a practical perspective their Curie temperatures are too low.[307]

The architecture that directly allows for implementation of the spin-filtering effect

integrates a (ultra-)thin insulating barrier between non-magnetic electrodes. This

contrasts to the more conventional approach of magnetic tunnel junctions (MTJs),

two ferromagnetic electrodes are separated by a nonmagnetic electrically insulating

barrier.[307] Back to spin filtering, the magnetic properties of the barrier spin split

the lowest energy, above the Fermi energy, conduction band. Whereas in the MTJs

the flow of tunneling current depends upon the relative orientation of magnetization

of the electrodes. The former occurs naturally in CoFe2O4. The spin-splitting of

the conduction band produces a spin-dependent tunneling barrier height Φ↑↓. This

shows up on the probability of transmission for an electron current passing through

the barrier. The tunneling transmission has an exponential dependence on the bar-

rier height; therefore, the current induced by the tunneling conductance clearly has

a spin dependency for spin-split electronic structure. Importantly, the architecture

defined derives its spin selectivity from the magnetic properties of just one layer.

Whereas in the traditional ferromagnet/insulator/ferromagnet tunnel junctions the

spin selectivity depends upon the available states of the second electrode. A mathe-

matical description of the transmission probability for a non-magnetic tunnel barrier

is as follows

T = exp

[
2d

√
2m

~2
(Φ− Ekin)

]
. (2.33)

Here, d is the thickness, m is the mass of the tunneling particle (electron), Ekin is
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its kinetic energy, and Φ represents the barrier height. The barrier height is also the

offset from the lowest conduction band and the Fermi energy. If a magnetic insulator

is used, then the conduction band spin splits by the value of the exchange energy

2∆Eexch. That spin splitting produces the spin-dependent barrier height Φ↑↓:

Φ↑↓ = Φ0 ±∆Eexch. (2.34)

This range result from growth conditions that can give oxygen vacancies, this

also effects the net magnetic moment. When stoichiometry is pure the theoretical

moment is supposed to be 2 µB but due to the oxygen vacancies this value can

increase by 4 fold to 8 µB, the variation does not necessarily represent deleterious

issues. The band structure and density of states have been thoroughly explored from

the theoretical standpoint.[287, 288, 289, 290, 291, 292, 293, 294, 295] The resulting

band structure shows that the valence and conduction bands are offset by 1.6 eV with

spin splitting that lends itself to the possibility of spintronics. These applications

include spin-filtering, spin-torque, and spin-calortronics. To exemplify the possibility

for spin-filtering, it is paramount that the valence and conduction band splitting be

a large energy, resulting in a preferential spin direction being allowed.

In its bulk form CoFe2O4 is a ferrimagnet (TC = 795K) with a high electrical

resistivity, corresponding to its moderate fundamental band gap width of 1.2 eV.

From a structural perspective this material is a partially cubic inverse spinel with an

inversion fraction of ≈70–80%, this corresponds to a space group of Imma, whereas

the fully inverse space group is Fd3̄m.[289] The unit cell size changes from the cubic

cell with 56 atoms to a tetragonal unit cell with 28 atoms, this corresponds to 8 and
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4 formula units, respectively. The organization within the unit cell is based upon

an face-centered-cubic (Fcc) lattice of oxygen, trivalent iron (Fe3+) occupies 1/8th of

the 64 tetrahedral interstitial sites, whereas divalent nickel (Co2+) and trivalent iron

occupy 1/2 of the 32 octahedral sites.[308] The magnetic moment from a theoretical

standpoint is 2 µB with the experimental range covering 1.8–8 µB.[59, 80, 286, 309]

This variation in experimentally realized magnetic moment arises from growth con-

ditions, resulting in changes in oxygen vacancy or valency of the transition metal

ions.

2.2.7 Contemporary discoveries

In most cases, single crystal growth does not start with thin films but for NiFe2O4

and CoFe2O4 the situation is reverse of typical. This might be assigned to the re-

cent push for increasing the quality of engineering complex oxide materials to atomic

resolution.[310, 311, 312] High-quality single crystal epitaxial thin films have been

achieved on a variety of substrates (such as MgO, MgAl2O4, SrTiO3, MgGa2O4,

CoGa2O4, and Co2TiO4.) Another route of recent interest for potential application

resides in the nanosized particle regime. Nanotechnology, in general, has been one of

the scientific fields with the most growth over the past couple of decades. This is be-

cause of the emerging properties that are exhibited by materials in this regime.[313]

When altering the size and shape of CoFe2O4 a multitude of emergent properties

present themselves, such as superparamagnetism[314] and supercapacitance.[315]

The former is present below a critical particle size and over a particular temper-

ature range; superparamagnetism exists in these scenarios because formation of
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magnetic domains walls is not energetically favorable.[316, 317] It has been shown

that CoFe2O4 becomes superparamgnetic in the range of 7–10nm;[314] however, the

upper-bound size has been extended to include 14.4 nm particles.[318] The variation

in this size can easily be attributed to growth methods and other environmental fac-

tors. When size confinement reaches the nanoparticulate regime, the lattice tends

to soften, resulting in increased lattice parameters and further mixing of the cation

distribution ([Fe1−xCox][ Co1−xFe1+x]O4).[319, 320, 321] By varying the value of x

a different magnetic moment results because of the changing compensation of the

magnetic sublattices. Another physical property that can be tied to x is the ordering

temperatures in ferrites, this connection arises through the strength of the super-

exchange interactions through the O2− lattice. Therefore, it is critical to quanti-

tatively determine this value in order to build a more comprehensive model of the

magnetic phenomenon.

To qualitative understand a plot of saturation magnetization it is imperative

to recall that saturation is reached when the potential magnetic energy H · µ and

thermal energy κBT are of the same order of magnitude.

When constraining size along only one axis, thereby obtaining thin films ca.

t <5 nm, t is the thickness, spin-filtering in CoFe2O4 has been in specific . Spin-

filtering becomes available when a difference in tunneling effective masses (m∗↑ � m∗↓)

presents itself, this requires that the tunnel barrier heights (energy) are not equal.

Ultimately leading to a higher probability for one spin: J↑(↓) ∝ exp(−Φ
1/2
↑(↓)t), again

t denotes thickness. So, as the thickness increases, probability of separating the two

spin directions falls off exponentially.
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2.3 Multiferroic h-LuFeO3

h-LuFeO3 is isostructural to YMnO3 with ferroelectricity setting in above room tem-

perature in both (TC ≈1000 and 900 K, respectively) of the materials stated here.

This results from a structural transition from nonpolar P63/mmc to polar P63cm

space group. Some complications have occurred when the magnetic phase comes

into the discussion, it was suggested that this phase of LuFeO3 gives room tem-

perature multiferroicity with an onset of antiferromagnetic ordering (440 K) and a

second transition resulting in a net magnetic moment due to canting along the c

axis (147 K.) However, upon further investigation into this materials multiferroic

material it was realized that antiferromagnetic ordering sets in at a much more mod-

est temperature (155 K), and the canting along the c axis is reported to occur at

this transition as well. The coupling of the order parameters (ferroelectricity and

antiferromagnetism) is known to be weak in the isostructural Mn based material;

suggestions have been made that the ordering parameter coupling should increase

by substituting the Mn for Fe. The theoretical magnetic symmetry has been re-

duced to 6 possibilities as shown in Fig. 2.15. Thus far the only reported successful

growth of h-LuFeO3 is in epitaxial films with substrates of yttria-stabilized zirco-

nia [ZrO2(Y2O3(111))], and Pt(111)/Al2O3(0001).[322, 323] In the structural form

factor discussed here, i.e. epitaxial films, the film-substrate interfacial interaction

energetically favors the h-LuFeO3 structure, if the substrates symmetry falls into the

triangular or hexagonal space group families. However, this energetic favorability

only dominates up to some critical thickness.[223, 324, 325, 323, 326, 327] Once this

thickness is reached the orthorhombic form o-LuFeO3 is the main growth method,
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due to a lower free energy. As a final point about growth mechanisms, when the

thickness surpasses this critical thickness h-LuFeO3 may be present as a metastable

state due to an energy barrier for nucleation of the orthorhombic phases upon the

hexagonal phase.[322]

Ultimately, it is important to note that the magnetic symmetry of this material

in its ferroelectric state is such that it is a strong candidate for linear magnetoelectric

coupling. This suggests that the ferromagnetic moment can be directly controlled

by an electric field.

2.4 LuFe2O4

Rare-earth ferrites have the general formula of RFe2O4. LuFe2O4 is structurally a

layered material, with Fe-containing double layers of triangular connectivity stacked

along the c axis. The unit cell is made up of three Fe2O4 bilayers (W layers) and single

Lu2O3 between each bilayer. So, the Fe ions have mixed valency in this system with

an average of Fe2.5+. Ferroelectricity is initiated by a charge ordering transition above

room temperature (320K) and ferrimagnetism sets in just below room temperature

(240K.) The crystal structure at room temperature is rhombohedral (R3̄m,) with

interaxis angles α = β = 90 deg and γ = 120 deg.[330, 331, 332] Delving further into

the phase diagram one finds that the charge-ordering phase extends up to 500 K but

above the aforementioned transition, at 320 K, the system is quasi-two-dimensional

(2D) and becomes three-dimensional (3D) below. This 3D charge ordering culminates

with Fe2+ and Fe3+ rich W layers.[333, 224, 334, 335, 336] Growth of this material
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has been achieved through several methods such as pulsed laser deposition, molecular

beam epitaxy, and floating zone.[337, 338, 82, 339, 224, 334] Epitaxial films have been

grown on sapphire, (111) MgO, (111) MgAl2O4, and (0001) 6H-SiC.
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Figure 2.2: The rich physics of complex oxides including multiferroicity, frustration,
superconductivity, quantum critical transition, and symmetry breaking arise from
the interactions between their charge, orbital, spin, and lattice degrees of freedom.
(after [4])
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Figure 2.3: (a) Displays the traditional (linear) magnetization vs. magnetic field
plot for a diamagnetic material. (b) Shows the Curie-Weiss law of paramagnetism,
the inverse susceptibility is proportional to the absolute temperature. (c) Shows
how susceptibility varies with temperature when measuring an antiferromagnetic
materials. (d) Indicates the spontaneous magnetization of a ferro-(ferri-)magnetic
material. Also shown here is how as the temperature increases and approaches the
transition temperature the spins become disturbed by thermal perturbations, after
[102].

63



U

J

J

Energy

EF
DOS

Figure 2.4: Schematic presenting a simple Hubbard band structure for a magnetic
material.
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Figure 2.5: Schematic presenting the band structure for a variety of scenarios con-
cerning correlation of electrons. (a) Shows the band structure for an uncorrelated
metal, the band has states at the Fermi energy with width W . (b) Displays a Mott-
Hubbard insulator with the bands split apart due to on-site Coulomb interaction U ,
the band gap ∆ is between the deeper oxygen band and the upper-Hubbard band.
(c) Depicts the scene when the onsite Coulomb interaction is great enough to push
the lower-Hubbard band below the oxygen states, at this point the band gap ∆ de-
creases in width and becomes a charge-transfer type insulator. (d) Schematic of real
strongly correlated transition metal oxide material NiFe2O4, here the band of nickel
states is hybridized with the oxygen band.
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(a)

(b)

(c)

M = M0 e
-x/Ls

t (s) / Coherence length (nm)

Figure 2.6: Panel (a) displays spin injection from a ferromagnetic material into a
non-magnetic conductor (left to right), spin accumulation is occurring in the non-
magnetic conductor. Panel (b) shows the spin relaxation with respect to time or
distance. Panel (c) shows how reliable spin detection comes into play. This is based
upon Silsbee-Johnson spin-charge coupling. (after Ref. [138])
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(a)                                                (d)

                                                     (e)
(b)                   

                                                     (f)

(c)                                      

Figure 2.7: In (a) the lone-pair mechanism is displayed by the example of BiFeO3.
The two Bi 3+ electrons move towards the FeO6 octahedra and away from the Bi3+

ion. (after Ref. [179])
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Figure 2.8: (a) Shows a schematic diagram of the precession of the magnetization
vector ~M about the effect magnetic field ~Heff
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Figure 2.9: (a) Shown here is a schematic representation of the Landau-Lifshitz
equation. The magnetization vector ~M continuous to precession indefinitely about
the effective magnetic field ~Heff . In (b) one can see that the realistic damping of
the precession of ~M due to some characteristic damping process. (c) shows the
conservation of angular momentum as the damping of the precession creates an
alignment between ~M and ~Heff .
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Figure 2.10: Schematic representation of the inverse spinel lattice for NiFe2O4 and
CoFe2O4: Fe3+-cations (teal) are distributed equally across tetra- (Td) and octahe-
dral (Oh) lattice sites, while Ni(Co)2+-cations (bright green) occupy Oh sites. An
antiferromagnetic coupling between the Td and Oh sites compensates the magnetic
moments of the Fe3+-cations, why only the Ni2+-cations account for the net macro-
scopic magnetization of 2 µB f.u.
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(a)                                                                      (b)

(c)                                                                      (d) 

Fe3+       Ni2+                                                         Fe3+

Figure 2.11: (a-b) Exchange interactions in inverse spinel ferrites namely: NiFe2O4

and CoFe2O4. Panel (a) shows ferromagnetic double-exchange interaction (black
double-headed arrow) 180◦ between cations on octahedral Oh lattice sites and an-
tiferromagnetic superexchange interaction (blue curved double-headed arrow) 125◦

between the differing (Ni (Co)/Fe) cations on octahedral Oh and tetraedral Td lat-
tice sites, (b) displays ferromagnetic superexchange intercation (curved red double-
headed arrow) between the differing (Ni/Fe) cations on octahedral Oh lattice sites
and antiferromagnetic superexchange interaction (curved green double-headed ar-
row) between like (Fe/Fe) cations on tetrahedral Td and octahedral Oh lattice sites.
(c) Occupation of the magnetic sublattices in the inverse spinel structure of NiFe2O4.
Additionally, the splitting of the d levels due the crystal field is depicted. (d) The
angles between the respective cations are (a) 180◦ (b) 90◦ (c) 125◦ and (d) 121◦
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(a)                                                                       (b)

Figure 2.12: (a-b) Display of spin dependent projected density of states (DOS) of
NiFe2O4 and CoFe2O4 for the inverse spinel structure, with the upper half consisting
of the majority DOS, and the lower half (negative side of the y-axis) showing the
minority DOS, the constituents of the primary bands are indicated. Adapted from
[116, 301]
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Figure 2.13: Shown in panel (a) is the MR (spin filtering) effect as produced via
tunneling through a thin film of a magnetic insulator in ambient conditions. (b)
Display of how applying a magnetic field alters the spin-polarized current. Panel (c)
shows the method by which we are producing an enhanced spin-polarized current.
The resulting magnetoresistance can be projected along the frequency plane and
thereby obtain information about high-frequency components of MR.
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Figure 2.14: Shown here is a typical magnetic hysteresis loop for NiFe2O4 (filled
circles) and CoFe2O4 (filled squares), films were grown at 325 ◦C and measured at
5K. The magnetic field is applied along the [001] in-plane direction, after [286].
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j                                                     k

Figure 2.15: (a-i) Shows the non-collinear spin configurations, displaying the possi-
ble spin ordering patterns within the 120◦ in the Φ = 0 structural domain, after [328].
The angles are defined by Ψ| = Ψ1 and Ψ|| = Ψ2. The magnetic ion spin directions
are indicated by the blue and red arrows. The magnetic ions in layer | are light grey,
small balls and the magnetic ions in layer || are dark grey, small balls, respectively.
(j) Shows the ferroelectric crystal structure and polarization that occurs in the α+

domain, after [328]. (k) Shows the local trigonal pyramidal symmetry about the Fe
ions, after [329]
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Figure 2.16: (a) and (c) show the paraelectric P63/mmc and ferroelectric P63cm
crystal structures viewed along the [120] and [100] directions, respectively. (b) Shows
the P63/mmc structure viewed from the [001] direction with the unit cell in the a-b
plane depicted by the bold line. (d) Shows the P63cm structure viewed from the
[001] directions, again the unit cell in the a-b plane is depicted by the bold line.
(e) Schematic of the potential structural transformation routes from P63/mmc to
P63cm structures, after [223]
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Chapter 3

Experimental and Theoretical

Techniques

Experiment is the sole source of truth. It alone

can teach us something new; it alone can give us

certainty. These are two points that cannot be

questioned. But then, if experiment is everything,

what place is left for mathematical physics?

Henri Poincaré

Science and hypothesis

3.1 Optical Theory

The interaction of light and matter is closely connected to the microscopic properties

of the material being investigated. Importantly, at the microscopic level the material
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behavior can be described via quantum mechanics where the information about the

system is stored in the proverbial wavefunction |Ψ(t)〉. Access to the wavefunction

is gained through Schrödinger’s non-relativistic time-dependent equation,

Ĥ(t) |Ψ(t)〉 = i~
∂ |Ψ(t)〉
∂t

, (3.1)

via perturbing the Hamiltonian with external fields,

Ĥ(t) = Ĥ0 + V̂ (t). (3.2)

Here, Ĥ0 is the unperturbed Hamiltonian seen in Eq. 3.4 and V̂ (t) defines the time-

dependence of the interaction of the system with external (perturbing) field(s). The

interaction operator V̂ (t) introduces time-dependence into the Hamiltonian, and is

defined, to first order, by the following:[340]

V̂ (t) =
∑
i

qi
mi

~A(ri, t) · p̂i. (3.3)

Here, the sum runs over all particles in the system, qi is the charge of a given

particle, mi is the particles mass, and p̂i is the linear momentum operator such that

p̂i = −i~∇i.

For an unperturbed system the Hamiltonian is given by

Ĥ0 = T̂el + T̂nuc + Û . (3.4)

Here, T̂el is the kinetic energy operator for the electron(s), T̂nuc is the kinetic energy
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operator for the nuclear envelope, and Û is the potential energy operator for the

interaction between particles.[341]

The resulting optical interaction can communicate information concerning the

properties of the electronic and magnetic structures of the material. Therefore, in-

terpretation of the optical properties is essential to understand the spin and charge

dynamics from a microscopic view. Experimentally, we determine optical properties

from the frequency-dependent reflectance R(ω) and transmittance T (ω) measure-

ments. Our first goals are the extraction of optical constants including absorption

α(ω), dielectric function ε(ω), optical conductivity (σ1(ω)), plasma frequency (ωp),

effective mass (m∗(ω)), oscillator strength (f), and relaxation time (τ(ω)). The ab-

sorption α(ω) and dielectric function ε(ω) are responsible for the lossy and dispersive

nature of a material. Taking α(ω) for example, from a fundamental perspective when

the frequency of impinging light matches the energy difference of the two quantum

states or bands, the light may be absorbed or emitted, as shown in Fig. 3.1. For

instance, the transition rate created by one-photon from initial state |i〉 to final state

|j〉 is, in accordance with Fermi’s golden rule, proportional to the transition moment

squared of the invoking operator,[340, 342, 343, 344] as shown by the following:

Pij(ω) =
π

2~2
|Vij|2δ(ω − ωj). (3.5)

Here, ω is the frequency of the optical field, ~ωij = Ej − Ei, and Vij = 〈i|V̂ (t)|j〉.

Since all light is either reflected, transmitted, or absorbed, R + A + T = 1. Re-

arranging, A = 1 − R − T and thereby determine the absorption coefficient by

R+T = exp(−α(ω)h).[345] Here, h is the thickness of the optical element. The afore-
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Figure 3.1: The quantummechanical process of one-photon absorption and emission.

mentioned optical constants are usually derived from Beer’s law, Kramers-Kronig

analysis, or Glover-Tinkham analysis. [346, 347]

3.1.1 Maxwell’s Equations

The relationship and interaction between light and matter is well described by the

macroscopic form of Maxwell equations (SI units), shown here are the differential

and integral forms [346, 348, 264, 349, 350, 85, 351, 352, 353, 354]: where ~E and ~H

Table 3.1: Differential and integral forms of Maxwell’s equations

Differential Integral

∇ · ~D = ρext
∮
s
~D · n̂ da = qfree,enc

∇ · ~B = 0
∮
s
~B · n̂ da = 0

∇× ~E = − ∂ ~B
∂t

∮
c
~E · d~l = − d

dt

∫
s
~B · n̂ da

∇× ~H = ∂ ~D
∂t

+ Jcond + Jext
∮
c
~H · d~l = Ifree,enc + d

dt

∫
s
~D · n̂ da

are the electric and magnetic fields, ~D and ~B are the displacement field and magnetic
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induction, ~J cond is current density arising from the motion of conduction electrons,

and ~Jext and ρext are current and charge density induced by external force.

For isotropic media and weak electromagnetic field, only the linear response will

be retained, and thereby obtain the following relations:

~D = ε ~E (3.6)

~B = µ ~H (3.7)

~J cond = σ ~E, (3.8)

where ε is the dielectric function, and σ is the optical conductivity, and µ is the

magnetic permeability. Here both ε and σ are scalar quantities rather than tensors

for the isotropic and homogeneous media.

It is important to note that since a significant portion of the work involved in this

dissertation involves circularly polarized light, so we will also show how some cor-

responding relationship/extension in parallel to the classically defined methodology.

The complex refractive index shown here with non-polarized and circularly polarized

± notation [346, 355, 356]

N(ω) = n(ω) + iκ(ω),

N±(ω) = n±(ω) + iκ±(ω), (3.9)

and the complex dielectric function

81



ε(ω) = ε1(ω) + iε2(ω),

ε±(ω) = ε1±(ω) + iε2±(ω), (3.10)

where n and κ are the refractive index and the extinction coefficient, ε1(ω) and ε2(ω)

are the real and imaginary part of complex dielectric function, and the ± symbolize

the right- and left-circularly polarized (RCP/+ and LCP/-) light components. N(ω)

and ε(ω) are related by the following equation

N(ω) =
√
ε(ω)

N±(ω) =
√
ε±(ω). (3.11)

Finally, solving Maxwell’s equations 3.1-3.1 for a plane wave environment (to be

defined further for this dissertation in Sec. 3.1.3)

~E = ~E0exp[i(~q · ~x− ωt)],

~E± = ~E0±exp[i(~q · ~x− ωt)], (3.12)
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gives the following relation,

ε(ω) = 1 +
iσ(ω)

ωε0
,

ε±(ω) = 1 +
iσ±(ω)

ωε0±
. (3.13)

or

ε(ω) = ε1(ω) + iε2(ω) = ε1(ω) +
4πiσ1(ω)

ω
,

ε±(ω) = ε1±(ω) + iε2±(ω) = ε1±(ω) +
4πiσ1±(ω)

ω
. (3.14)

Here σ1(ω) is the frequency dependent (optical) conductivity. In the case of weak

absorption, ε1 = n2 − k2 ≈ n2, and v ≈ c/n, the absorption coefficient α can be

written as

α =
4πσ

ε1v
=

4πσ

nc
,

α± =
4πσ±
ε1±v

=
4πσ±
n±c

. (3.15)

Until further attention is needed, the symmetry of the contribution from RCP and

LCP can be assumed to remain equivalent. So, they will not be denoted.

Table 3.2 lists the relationships between the various response functions.
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Table 3.2: Relationships between the various response function ε(ω), σ(ω), and
N(ω)

Dielectric constant ε(ω) Conductivity σ(ω) Refractive index N(ω)

ε = ε1 + iε2
σ1 = ωε2

4π

σ2 = (1− ε1) ω
4π

n =[
1
2
((ε21 + ε22)1/2 + ε1)

]1/2
k =[

1
2
(ε21 + ε22)1/2 − ε1)

]1/2

ε1 = 1− 4πσ2
ω

ε2 = 4πσ1
ω

σ = σ1 + iσ2

n = (1
2
(((1 − 4πσ2

ω
)2 +

(4πσ1
ω

)2)1/2 + (1− 4πσ2
ω

)))1/2

n = (1
2
(((1 − 4πσ2

ω
)2 +

(4πσ1
ω

)2)1/2 − (1− 4πσ2
ω

)))1/2

ε1 = n2 − k2

ε2 = 2nk
σ1 = nkω

2π

σ2 = (1− n2 + k2) ω
4π

N = n+ ik

3.1.2 Polarized light

A considerable portion of the work done for this dissertation imparts circular polar-

ized light. The electric field vector of a monochromatic linearly polarized light wave

is given by [357]

~E(~r, t) = ~E0 cos(ωt− ϕ), (3.16)

or

~E(~r, t) = Re
{
~E0 exp(−iωt)

}
. (3.17)

Here, ω is the waves monochromatic frequency, ~r is the position vector, and ~k is the

wave vector as defined by:

~k =
nω

c
~iz. (3.18)
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Here, n defines the refractive index, c is the speed of light, and iz is unit vector in

the direction of the propagation. The tip of the electric field vector oscillates along

a fixed direction. Now to redefine the electric field as the real part of the following

complex phasor ( ~̃E represents a complex vector) expression:

~̃E(~r, t) = ~̃E0eiϕe−iωt. (3.19)

We are going to assume that the wave has a sinusoidal spatial dependence; therefore,

we can rewrite the spatial phase ϕ as:

ϕ = ~k · ~r + δ. (3.20)

To clarify, δ is the reference phase at the waves origin, typically this value is set

to zero.[264] Equation 3.19 can be expanded and present the electric field by the

following:

~E(~r, t) =
1

2

[
~̃E0ei(

~k·~r−ωt) + ~̃E∗0e
−i(~k·~r−ωt)

]
=
E0

2

[
~iEei(

~k·~r−ωt) +~i∗Ee
−i(~k·~r−ωt)

]
. (3.21)

Here, ~iE is the unit vector of the electric vector in the polarized field.

When considering plane waves, linearly polarized waves are a special case. Plane

waves are defined as having the same value over any plane normal to the direction of

propagation, thereby they have no field components in the direction of propagation

(Cartesian coordinate system), as shown in Fig. 3.2.[358] Therefore, if the wave is
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Figure 3.2: ~r is the position vector of the point P in space and ~s(sx, sy, sz) is a unit
vector in a fixed direction. Any solution of ∇2V −1/v2(∂2V/∂t2) that takes the form
of V = V (~r · ~s, t) produces a plane wave. This arises because at each instant in time
V is constant over each of the planes, such that ~r · ~s = constant.[358]

propagating in the z direction, then any plane can be written as the sum of two

coherent waves linearly polarized in the x and y directions,

~̃F = Ẽx~ix + Ẽy~iy. (3.22)

Now that we have the plane, if the phase components for the waves Ẽx and Ẽy are

the same, then ~̃E will be a linearly polarized wave. Another valuable special case

(of elliptically polarized waves) is that of circularly polarized light, this occurs when

Ẽx and Ẽy have equal magnitude but are π/2 (or λ/4) out of phase. This is case

implemented in the work presented in this dissertation.
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The tip of the electric field vector ~E will rotate and inscribe a circle as time

progresses, at a fixed point in space, as described by the following:

Right-hand polarization:

k̂ ·

(
~E × d ~E

dt

)
>0, (3.23)

Left-hand polarization:

k̂ ·

(
~E × d ~E

dt

)
<0. (3.24)

These definitions are displayed in Fig. 3.3. The rotation of ~E generates the spin

angular momentum ~S of electromagnetic radiation when the Poynting vector ~P is

parallel to the the wavevector ~k.[359, 360, 361, 362, 363, 364] However, when the

electric field distribution spins through space instead of time the phase wavefront

will generate either a right or left rotating helix. This helicity carries the orbital

angular momentum.[365, 366, 367, 368, 369, 370, 371, 372, 362] The orbital angu-

lar momentum beam has an azimuthal phase dependence of exp(imϕ), where ϕ is

the azimuthal angle and m is the angular momentum index. The orbital angular

momentum is quantized for each helically phased beam as m~ per photon.[373] The

assignment of left- or right-circularly polarized light depends upon the orientation of

the viewer, such that if the light is right-circularly polarized when viewed along the

propagation direction, then it will be left-circularly polarized when viewed against

the propagation direction. This can be seen in Fig. 3.4. Mathematically the two
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Figure 3.3: (a-b) Show the circular polarization states: right-circular polarization
(a) and left-circular polarization (b). (c) Displays the definition of the vector d ~E/dt.
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Figure 3.4: Shown here is the helical wave traveling in two directions, after [374].
These are Laguerre-Gaussian beams with orbital angular momentum l = 1 that
results from an azimuthal phase structure of exp{−iϕ}.

forms of circularly polarized light will be presented by

~̃E+( ~r, t) =
E0

2

[
~i+ei(

~k·~r−ωt) +~i∗+e
−i(~k·~r−ωt)

]
, (3.25)

~̃E−( ~r, t) =
E0

2

[
~i−ei(

~k·~r−ωt) −~i∗−e−i(
~k·~r−ωt)

]
. (3.26)

The unit vectors for the electric field component of the two circularly polarized light

89



forms take on the following complex structure:[71, 341, 375, 376, 267]

~i+ =
1√
2

(~ix + i~iy)e−iωt, (3.27)

and

~i− =
1√
2

(~ix − i~iy)e−iωt. (3.28)

From this Eqn. 3.19 evolves into:

~E+(z) =
1

2
~E0 (x̂+ iŷ) (3.29)

~E−(z) =
1

2
~E0 (x̂− iŷ) (3.30)

3.1.3 Plane waves in a poorly conducting (rightly insulating)

and lossy dielectric medium

The following text is derived from [194, 264, 358, 377, 378, 379, 380, 381, 382, 383,

384, 385].

With the solutions to Maxwell’s equations for plane waves being expressed in Eqn.

3.12, we can now look at how this applies to the work done for this dissertation. The

materials investigated here are poor conducting and lossy dielectrics; therefore, the

materials fall under the conditions that σ/ωε0 � ε′′. Within this framework the

wave (propagation) vector becomes:

k → 2π

λ0

(ε′ + iε′′)1/2. (3.31)
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The amplitude of the electric field along the x -axis for the propagating plane waves

through these medium forms is attenuated by the dissipative losses due to ε′′, such

as:

~Ex = ~E0 exp

(
i

[
2π

λ0

(ε′ + iε′′)1/2z − ωt
])
. (3.32)

The expectation value 〈|ε′′/ε′|〉 should be � 1 for most cases, this leads to the wave

vector taking the form:

k u
2π

λ0

√
ε′
(

1 + i
ε′′

2ε′

)
, (3.33)

this leads to a restating of Eqn. 3.32 as:

~Ex = ~E0 exp

([
2π

λ0

(
ε′′

2
√
ε′

)
z

])
exp

(
i

[(
2π

λ0

)√
ε′z − ωt

])
,=

2π

λ0

(η + iκ)

(3.34)

Here, the former exponential factor dampens ~E0’s amplitudes with continued

propagation along z ; whereas, the latter factor portrays a harmonic wave oscillation

traversing through a medium as characterized by
√
ε′. Therefore, it is most logical

to consider the two components a depicting a harmonic traveling plane wave that is

damped.

The wave impedance in lossy mediums derives from Faraday’s law, such as the
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following:

~Ex =

√
µ0

ε0 (ε′ + iε′′)
~Hy (3.35)

and (3.36)

Z =

√
µ0

ε0 (ε′ + iε′′)
=

Z0

η + iκ
. (3.37)

Here is the free space (vacuum) impedance Z0 = 376.7 Ω. An important caveat to

this is that the materials under consideration are magnetic and as of thus far in

the derivation µr = µ/µ0 = 1. Therefore, if one was to follow through and use

the preceding to model the interactions, then it would most likely produce grievous

errors.[386, 387, 388, 389, 390, 391]

3.1.4 Beer-Lambert law

For a sample of thickness d < δ = c
ωk
, the penetration depth, the absorption coeffi-

cient can be directly determined from transmittance. This is one of the simplest and

well known relations.

If a light beam with intensity I0 is incident to a small element of thickness dx

with cross section of absorption σ, the change in intensity is

dI = −σI(N0 −N1)dx, (3.38)

or

dI/I = −κdl, (3.39)
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where N0 and N1 are the number of atoms in the ground and excited state, respec-

tively. In the latter form, κ is the Lambert’s law absorption coefficient, therefore

κ = −dI/Idl = (4πνα)/c where is the k is the imaginary portion of the refrac-

tive index. This correlates to the absorption coefficient, expressed in Sec. 3.1.1, by

α = 4πkω. For a transition from state a to state j, the probability

− dI/dl = hν(NaPa→j −NjPj→a). (3.40)

Following an assumption that Pa = Pj (absorption and emission have the same

probability), we see that κ(ν) evolves to become

κ(ν) =
hν

I(ν)
(Na −Nj)Pa→j. (3.41)

Upon integrating Eq. 3.38 over the absorption path, we obtain

∫ I

I0

dI

I
= −σ(N0 −N1)

∫ l

0

dx. (3.42)

Usually, the cross section and quantity of atoms, or concentration c, are combined

to an absorption coefficient and we know transmittance T = I
I0
, thus α = − 1

lc
ln(T ).

One limitation of the Beer-Lambert law is the requirement of a small contribution

of the reflectance, which is not always negligible. If reflectance is important, say

R > 10%, then the optical constants should be determined from combined reflectance

and transmittance measurements. Strictly speaking, the Beer-Lambert law only
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considers transmittance as per the following:

A = − log(T ) = log

(
P0

P

)
. (3.43)

Here A is the absorbance, T is the transmittance, P0 is the incident power, and P is

the detected power. This suggests that in the colloquial equality of R + A + T = 1

R is ignored when considering P and for this to remain linear the contribution from

the reflectance must be tiny. An algorithm has been developed to more accurately

determine A because Ameas > Aactual. This analysis technique includes the contribu-

tion from R and is called the Glover-Tinkham analysis. We present the derivation

of the algorithm below.

3.1.5 Glover-Tinkham Analysis

A single crystal surrounded by air can be approximated using a three-layer model, as

shown by Fig. 3.5 (a). The complex refractive indices are N1 (ether around crystal),

N2, and N1, respectively, where N1 ≈1 and N2 = n+ iκ. For this three-layer model

the transmission and reflection coefficients take the forms, in terms of the refractive

indices:

t0 =
2n0

n0 + n1

t1 =
2n1

n0 + n1

r0 =
n0 − n1

n0 + n1

r1 =
n0 − n1

n0 + n1

(3.44)
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T =
4n0n1

(n0 + n1)2 (3.45)

R =

(
n0 − n1

n0 + n1

)2

(3.46)

When multiple internal reflections are included, the transmission (tc) and reflec-

tion coefficients (rc) in normal incidence are:[358, 355, 392, 393, 394, 395, 396, 397,

398]

TF

TB

RF

   

RB

(a)                                                        (b)
TFF

       

TBF

RFF

RBF

Air

Substrate

Air

Air

Film

Substrate

Air

Figure 3.5: (a) Diagram of the a three-layer model consisting of only the substrate,
of course air can also be replaced by vacuum. (b) Schematic diagram of four-layer
model used in Glover-Tinkham analysis. The light beams reflected from a surface
or interface are tilted from the normal for clarity, with different angles representing
different refractive indices.
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tc = t12t21e
iθ[1 + r2

21e
i2θ + (r2

21e
i2θ)2 + ...] (3.47)

=
t12t21e

iθ

1− r2
21e

i2θ
, (3.48)

rc = r12 + t12r21t21e
i2θ[1 + r2

21e
i2θ + (r2

21e
i2θ)2 + ...] (3.49)

=
r12 + r21e

i2θ

1− r2
21e

i2θ
, (3.50)

where rij =
Ni−Nj
Ni+Nj

, tij = 2Ni
Ni+Nj

, and the complex phase depth for a crystal with

thickness d is θ = N2
ωd
c
. The power transmittance (Tc) and reflectance (Rc) are

defined as:

Tc = |tc|2 and Rc = |rc|2. (3.51)

Thus, we obtain the formula for the measured transmittance and reflectance of a

crystal

Tc =
[(1−Rs)

2 + 4Rssin
2φ]e−αd

(1−Rse−αd)2 + 4Rse−αdsin2(φ+ β)
, (3.52)

Rc =
(1− e−αd)2 + 4e−αdsin2β

(1−Rse−αd)2 + 4Rse−αdsin2(φ+ β)
Rs. (3.53)

Here, single bounce reflection of the crystal Rs = |r12|2 = (1−n)2+κ2

(1+n)2+κ2
, phase φ is

defined as r12 =
√
Rse

iφ and tanφ = − 2κ
1−n2−κ2 , phase depth β = nω

c
d, α is the

absorption coefficient of the crystal, ω is the photon frequency, and c is the light

speed. Integrating Eqs. 3.52 and 3.53 over dβ, we get

Tc =
(1−Rs)

2e−αd

1−R2
se
−2αd

(3.54)

Rc =
1 + (1− 2Rs)e

−2αd

1−R2
se
−2αd

Rs. (3.55)
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Therefore, optical constants n and α of the crystal can be extracted from Eqs. 3.54

and 3.55 using frequency dependent Tc and Rc as inputs.

If the system of interest is a thin film or crystal on a substrate with index n, it

becomes a four-layer problem (Fig. 3.5 (b)). The film can be treated as a sheet of

conductor with complex admittance y1 + iy2. The transmission through the film (Tf )

and the reflectance (Rf ) from the film is approximated as [347, 399, 400, 401, 402, 403]

Tf =
4n

(y1 + n+ 1)2 + y2
2

, (3.56)

Rf =
(y1 + n− 1)2 + y2

2

(y1 + n+ 1)2 + y2
2

. (3.57)

The complex admittance is related to the conductivity σ by

y1 + iy2 = Z0(σ1 + iσ2)d, (3.58)

where d is the thickness of the film and Z0 is the impedance of free space,

Z0 =

√
µ0

ε0
= 376.7Ω. (3.59)

When the absorption coefficient is large in the film, the overall reflectance and

transmittance in this four-layer system are

R ≈ R′f , (3.60)

T =
(1−Rs)e

−αd

1−RsR′fe
−2αd

Tf . (3.61)
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Here,

R′f =
(y1 − n+ 1)2 + y2

2

(y1 + n+ 1)2 + y2
2

, (3.62)

and d is the film thickness. The refractive index n and absorption coefficient (α) of

the substrate can be obtained by independently measuring the transmittance and

reflectance of the substrate using the three-layer model mentioned above with Eqns.

3.54 and 3.55. Combined with measurements of T and R for the film+substrate, we

can determine the optical constants σ1(ω) and σ2(ω).

For Glover-Tinkham analysis, the assumption is that the T and R are of approx-

imately equal; however, if this is not the case, and the R is of dominant importance,

say T < 10% (strictly T = 0%), then the appropriate method of analysis is through

Kramers-Kronig transformation.

3.1.6 Kramers-Kronig Analysis and Sum Rules

The dielectric function can be derived by Kramers-Kronig transformation of the

reflectance spectrum measured over a wide (strictly∞) frequency range. The reflec-

tivity is defined as:

r =
Er
Ei

=
Na −Nb

Na +Nb

, (3.63)

whereNa andNb are refraction indices of mediums a and b. When the light is incident

from vacuum onto a sample surface at normal incident, Na=1, and Nb=N=n+iκ,

the power reflectance is given by

R(ω) = rr∗ =
(1− n)2 + κ2

(1 + n)2 + κ2
. (3.64)
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The reflectance R(ω) and phase-dispersion shift φ(ω) are related by Kramers-

Kronig transformation [346, 404, 405, 406, 407, 408]:

φ(ω) =
ω

π

∫ ∞
0

lnR(ω)− lnR(ω
′
)

ω′2 − ω2
dω

′
. (3.65)

Since reflectivity

r =
√
Reiφ, (3.66)

and combining Eqs. 3.64, 3.65, and 3.66, n and k can be determined by R(ω) and

φ(ω) as[409, 378, 410]

n(ω) =
1−R(ω)

1 +R(ω)− 2
√
R(ω)cosφ(ω)

(3.67)

κ(ω) =
2
√
R(ω)sinφ(ω)

1 +R(ω)− 2
√
R(ω)cosφ(ω)

. (3.68)

Then from Eqs. 3.9 and 3.14, the real part of dielectric function and the optical

conductivity can be determined:[355, 356]

ε1 = n2 − k2 (3.69)

σ1 =
ωε2
4π

=
ωnk

2π
. (3.70)

All of these optical constants are frequency (ω) dependent. In Eq. 3.65, the integra-

tion is from zero to ∞. Since our optical measurements usually cover the frequency
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range from far-infrared to ultraviolet, proper extrapolations should be used. In this

dissertation, a constant conductivity is chosen for semiconductor in the low frequency

range. Otherwise a Hagen-Rubens relation R(ω) = 1− (2ω/πσ0)1/2 would be chosen

for metals,[411] and a Lorentzian would be used to fit for an insulator.[412, 413] In

the high frequency regime, the optical response is modeled as R ≈ ω−α, where α

varies from 0-4 and can be determined by comparing the absorption and calculated

optical conductivity.[414, 415]

Together with physical arguments about the behavior of the response in certain

limits, the Kramers-Kronig relation can also be used to derive sum rules.[416, 417]

That is ∫ ∞
0

ω′Im(−1/ε(ω′))dω′ = 1/2πω2
p, (3.71)

where ωp is the plasma frequency. A partial sum rule [346] is also useful in quantifying

the change of absorption spectra

f ≡ 2c

Neπω2
p

∫ ω2

ω1

nα(ω,B) dω. (3.72)

Here, f is the oscillator strength, Ne is the number of electrons per magnetic ion

site, n is the refractive index, ωp is the plasma frequency≡
√

e2ρ
mε0

, e and m are the

charge and mass of an electron, ε0 is the vacuum dielectric constant, ρ is the density

of magnetic ion sites, c is the speed of light, and ω1 and ω2 are the frequency limits

of integration.

Importantly, optical methodologies are typically non-intrusive, and can be per-

formed with other experimental variables such as magnetic field, electric field, tem-
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perature, and pressure. With these stimuli, optical spectroscopy provides founda-

tional microscopic insight into the electronic and magnetic structures of complex

oxides.

3.2 Transport

Fundamentally transport measurements give an extension to the optical conductiv-

ity at the zero frequency limit (dc). To get a deeper understanding of this probing

technique one needs to have a working knowledge of Fourier transforms, basic quan-

tum mechanics, equilibrium (quantum) statistical mechanics, band theory of solids,

and material phenomenology such as transport in metals. These will be included

in the chapter for photoconductivity (Ch. 7.) Transport can be useful in establish-

ing understanding between dc and the high-frequency regime one investigates for a

given material. This can be achieved by sweeping across the frequency axis, but of

course when one steps away from dc the equation becomes inherently complex (i)

due to frequency dependence. We will start by briefly deriving the conductivity at

dc (static),

−∇V = ~E, (3.73)

~j = σ ~E. (3.74)

Where the electric field ~E is the Coulomb force per unit charge,

~E =
1

4πε0

q

r3
~r. (3.75)
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In Eq. 3.73 one considers that the voltage Φ is a gradient across a circuit element,

creating an electric field ~E. The ~E drives an electron current seen in Eq. 3.74 as ~j

and produces the material dependent quantity of conductivity σ. Now that we have

established the fundamental result of applying a voltage gradient. We will consider

an electric field varying slowly in space and sinusoidally in time, ~E(t) = ~E cos(ωt).

When applying this to a bulk solid, the current density ~j expressed in Eq. 3.74

evolves, to first order, into the following:

~jα(t) = σ1
αβ
~Eβ cos(ωt) + σ2

αβ
~Eβ sin(ωt). (3.76)

First to simplify let us remove the anisotropic dependency, tensor notation, of

the conductivity σαβ so it looks like σ. An equivalent form of Eq. 3.76 is shown by

~j(t) = Re[σ(ω) ~E exp−iωt] with a complex conductivity σ = σ1 + iσ2. To clarify, the

real part of the the complex conductivity denotes the in-phase (dissipative) and the

imaginary part denotes the out-of-phase (reactive) response to the ~E field.[418] The

frequency and time domains are related by conventional Fourier transforms, such as:

~E(t) =

∫ ∞
−∞

dω

2π
~E(ω) exp−iωt (3.77)

~E(ω) =

∫ ∞
−∞

dt ~E(t) exp{iωt}. (3.78)

The total conductivity σ which is comprised of the dc and ac (frequency depen-
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dent) components can independently be represented by the following:[419, 420]

σ = σdc + σac

= σdc + ε0ωε
2(ω). (3.79)

The deeper intricacies of the latter form can be explored through Table 3.2. From a

functional standpoint transport measurements reach a limit governed by the intrinsic

noise level of the method Fig. 3.6, voltage noise is represented by the following

equation:

NV =
√

(r × Γ× T ) (3.80)

To approach this limit, instrumentation with far more sensitivity than a standard

digital multimeter must be used.

The method of transport in this dissertation primarily focuses on photoconduc-

tivity. We can build a gedanken experiment that shows the displacement of the

excitonic components (electrons and holes) and allows one to understand the in-

crease in measured current. This thought experiment goes as the following: starting

with the unperturbed system with the electrons in their equilibrium positions we ex-

cite an electron into the conduction band and thus create an exciton, of course with

out the presence of an external field the exciton recombines, effectively, immediately.

Now we apply an external field and measure the conductivity. After some time we

excite the electron, again creating the electron-hole pair, and the displacement, be-

fore recombination, is added to the measured conductivity. This displacement is
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Figure 3.6: Theoretical limit for transport measurements, after [421].

a physical separation of the excitonic components and thus increases the effective

exciton radius. The difference in current can be expressed as

Itotal = Ioff + Iph. (3.81)

Where Itotal represents the total current, Ioff represents the current with the lights

off, and Iph represents the current with the circuit element (sample) having light

shown on it. This leads to rearranging the equation, expressing the difference between
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total (on) and off as

Iph = Itotal − Ioff . (3.82)

We repeat this process, measuring the I–V curves for on and off scenarios for the

necessary energy slices chosen by using bandpass filters.

Conductance is yet another valuable subset of information that can be garnered

from this measurement. The value of this is such that the

G =
dI

dV
. (3.83)

In the materials considered within this dissertation this should appear as an

approximately straight line, but a discontinuity appears at 0V as expected, and

anomalies at the gap voltage. This can be understood by relating the gap to a tun-

neling barrier, where the height is the Eg and its thickness is equivalent to Eg/e| ~E|,

where | ~E| is the magnitude of the electric field. Overall this looks like

We also implemented a magnetic field to manipulate the response and acquire

further evidence in regards to the correlation and nature of spin related excitations.

This grants access to several valuable and probing relationships of the optical and

physical properties, such as the magnetoresistance. Even though magnetoresistance

has been theoretically predicted and experimentally measured in photoconductive

measurement previous to our setup,[422, 423, 131, 424] no one has established a

coupling beyond the following traditional definition:

105



MR% = 100× ρH − ρ0

ρ0

. (3.84)

Here, ρH represents, where ρ = 1/σ, the sample resistance in a magnetic field ,

whereas ρ0 represents the sample resistance in the absence of a magnetic field. We

show in Sec. 3.2.1 that the opportunity to take the analysis one step deeper presents

coupling of the photons and magnetic field.

3.2.1 Transport analysis

Since we are doing photoconductivity we need to determine the amount of current

generated by shining light on the sample Iph but first we need to measure the dark

current Idark. To obtain this information we do two separate measurements, in

close time so as to limit the amount of drift within the system due to uncontrolled

parameters, resulting in the following relationship

Itotal = Ioff + Iph. (3.85)

Here, Itotal represents the total current produced by the dark current and the photon

induced current. By rearranging 3.85 equation, we are able to isolate the photocur-

rent level:

Iph = Itotal − Ioff . (3.86)

Now we have the photocurrent, this value corresponds to σpcAE. In the aforemen-

tioned relationship A is the cross-sectional area of the sample and ~E is the electric
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field ~E = V/L (actually a vector), with V being the voltage and L being the distance

between electrodes. The next step is to convert the value of Ipc to photoconductance

(Eqn. 3.88 or photoconductivity (Eqn. 3.87), depending upon if the pathlength l of

the particular circuit element is known but in our case we can assume that it is the

distance between the electrodes. We also need to know the power density,

σpc =
Ipc

(P/A)
(3.87)

σpc =

Ipc
(P/A)

V
. (3.88)

3.2.2 Magnetotransport

Having a basic understanding of electronic structure for ferromagnetic transition

metals, and alloys, is a necessary requirement to understanding electron transport

in the effort to produce spin-polarized current. One well known mechanism for

the production of spin-polarized current emerges from the incorporation of circularly

polarized light. This occurs because the spin angular momentum of light corresponds

to the helicity induced by the right- and left-circularly polarized light from a paraxial

beam, Poynting vector ~P is parallel to the the wavevector ~k.[85, 425, 426, 427] To

express this correlation, if the mean momentum of the beam can be defined as 〈~k〉,

then the beam will carry spin angular momentum

〈~S〉 =
σ〈~k〉
k

(3.89)
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Here, the positive and negative σ = ± correspond to right- and left-handedness

(helicites) of the photons polarization and 〈~k〉 is the mean momentum or, more pre-

cisely, the mean wave vector of the beam.[428, 429] When considering the physics

of paraxial-beam optics[430, 431, 373, 432, 433] and quantum mechanical aspects of

photons,[434, 435, 436, 437, 438, 439] it is well known that the spin angular momen-

tum of light aligns with the propagation direction of the beam.[440, 441, 442, 443, 444]

The spin angular momentum of photons arises from the optical polarization (electric

vector rotates with respect to time), e.g. elliptical or circular polarization, where

each photon of circularly polarized light carriers a spin angular momentum = ~.

Whereas, the orbital angular momentum emerges from the spatial field distribution

namely helically phased wavefronts. The beam making up the orbital angular mo-

mentum has an azimuthal phase dependence of exp(imϕ), where ϕ is the azimuthal

angle and m is the angular momentum index. The orbital angular momentum is

quantized for each helically phased beam as m~ per photon.[373, 445, 446] Looking

at Fig. 3.7 for an example, one sees the two-current model. In this model electrons

with different quantum mechanical spins contribute to the total resistance in two

channels connected in parallel.[47, 48, 447, 448, 449, 450, 451] This model assumes

that electrons with different spins inherently have a variation in their distribution

functions and relaxation times.[452] For instance if we compare the electronic struc-

tures for Cu and fcc Co, in this case we will discuss the DOS as shown in Fig. 3.8. In

the case of copper, the majority and minority channels will be identical; therefore,

the net spin moment is zero. Upon switching to cobalt, the majority and minor-

ity DOS differ, as is shown in the right panel of Fig. 3.8. The area above the axis
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represents the majority channel (spin “up”) and the area below the axis represents

the minority channel (spin “down”). When considering the valence states, it is clear

that the majority density of states (DOS) has a greater area under the curve than

the minority DOS, below the Fermi energy EF . This can be approximated as a shift

downward in energy for the majority relative to minority; the shifting is commonly

known as the spin-splitting energy. In the case presented here the spin-splitting en-

ergy is approximately 1.5 eV. If one integrates the majority (minority) curve below

EF , the total number of valence electrons for each spin is given. Then upon taking

the difference of these values, the net spin magnetic moment per Co atom is 1.6

µB.[453]

I
I

Figure 3.7: Shows the two-current model of a ferromagnetic material, strictly for a
ferromagnetic metal.

To convert this information from a qualitative to quantitative approach we will

evaluate a few constitutive equations:
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Figure 3.8: Electronic DOS for copper (left) and for fcc cobalt (right). The dashed
lines present the d -component of the density of states. Figure after [453]

MR% = 100× ρH − ρ0

ρ0

(3.90)

Here, we see how the transport properties of a material responds to an applied

magnetic field by a change in the magnetoresistance MR%. A variety of different

physical mechanisms give rise to the MR effect.[422] In bulk manganite crystals,

MR occurs because of magnetic phase separation;[454, 455] however, in the case of

spin valve and tunneling structures MR emanates from phenomena invoked by spin-

dependent scattering and tunneling.[456, 283] Additionally, a few MR phenomena

are related to manipulating spin-polarized currents influenced by the spin-orbit (SO)

interaction, specifically, the spin Hall[457, 458] and Rashba [459] (or Dresselhaus

effects).[460, 422, 461] Critically, the above does not incorporate the fact that we use

110



a light source to manipulate the current beyond traditional MR.

MPR% = 100× (ρH,hν − ρH,0)− (ρ0,hν − ρ0,0)

(ρ0,hν − ρ0,0)
(3.91)

MPR% = 100× (ρH,hν − ρ0,0)− (ρ0,hν − ρ0,0)

(ρ0,hν − ρ0,0)
(3.92)

MPR% = 100× (ρH,hν − ρ0,hν)

(ρ0,hν)
(3.93)

MPR% = 100× (ρH,hν − ρ0,hν)

(ρ0,0)
(3.94)

MPR% = 100× (ρH,hν − ρ0,hν − ρ0,0)

(ρ0,0)
. (3.95)

In these five equations, ρH(0),hν(0) tells if the measured resistance corresponds to

magnetic field being on (H) (off (0)) and if the light is on (hν) (off (0)). To clarify the

correctness (incorrectness) of each equation, we will assign values for the components

as shown in Table 3.3.

Table 3.3: Assinging values for equation components
Component Value

ρH,hν 50
ρ0,hν 100
ρH,0 200
ρ0,0 300
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Each equation [eqs. (3.91) to (3.95)] has a logical origin, to be explained now. We will

start with the simplest versions [eqs. (3.93) and (3.94)] and build our way outwards.

In these, we see that the relationship is akin to Eqn. 3.90 but with the switching

action of the magnetic field and light, not just magnetic field, the resulting values are

(50−100)/100 = −50% and (50−100)/200 = −25%. Now to consider Eqn. 3.95, this

suggests removing the dark resistance with no magnetic field, included in each other

resistance. Here, the value is (50−100−300)/300 = −116%. Continuing on to Eqn.

3.92, in principle this should effectively result in a similar value to Eqn. 3.95 because

of subtracting off the background, (50− 300)− (100− 200)/(100 − 200) = 150%.

The difference appears because of the denominator subtraction. Finally we will take

a look at Eqn. 3.91, the logic behind this equation is to separate out the contribution

from each component of the total measurement. If step back for a moment and look

at the total measurement and what it consists of we get the following:

ρH,hν = ρH,0 + ρ0,hν + ρ0,0. (3.96)

So, from the above we can see that is necessary to include each component of the mea-

surement to obtain theMPR that corresponds to the pure magneto-photoresistance.

Following through, we obtain ((300− 100)− (200− 50))/(200− 50) = 33.3̄%. Again

it is important to reiterate that the values used here are in no way representative

of measurement values; however, the values are representative of the experimental

trends where the resistance reduces with the application of magnetic field and optical

field.
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3.3 Spectrometers

3.3.1 Perkin-Elmer λ-900 Spectrometer

The near-infrared/visible/ultraviolet spectra in this dissertation were measured on

the Perkin-Elmer λ-900 spectrometer. The Perkin-Elmer λ-900 spectrometer features

an all-reflecting, double-monochromator, double-beam optical system. The energy

range covered by the λ-900 spectrometer is 3300-190 nm (∼ 3000-52000 cm−1). The

spectrometer is operated under nitrogen purging. The optical system is depicted

schematically in Fig. 3.9.

Figure 3.9: Optical layout of Perkin-Elmer λ-900
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Table 3.4: λ-900 operating parameters

Range (cm−1) Source Monochromator Detector Polarizer

3100-14250 Halogen Lamp 1200 lines/mm PbS Glan-Thompson prism
11240-31330 Halogen Lamp 1200 lines/mm Photomultiplier Glan-Thompson prism
31330-52000 Deuterium Lamp 2400 lines/mm Photomultiplier Glan-Taylor prism

There are two radiation sources, a deuterium lamp and a halogen lamp. The

latter lamp is used for near-infrared and visible range, whereas the former lamp is

used for ultraviolet range. Source change is controlled by flipping mirror M1. The

radiation of source is reflected by mirror M2, M3, and passes optical filter FW. Then,

the beam is brought in monochromator I through M4, slit SA, and M5. Depending

on the desired wavelength range, the collimated radiation beam strikes either the

2400 lines/mm grating or the 1200 lines/mm grating. The rotation position of the

grating effectively selects a segment of the spectrum, reflecting this segment to mirror

M5, to go through the exit slit, and enter Monochromator II. The advantage of

the double-monochrometer is to maintain high spectral purity with an extremely

low stray radiation content. The automatic grating change during monochromator

slewing avoids the time-consuming re-alignment of the optics pathway due to the

monochromator change.

The double beam is achieved via the chopper assembly C. As the chopper rotates,

a mirror segment, a window segment and two dark segments are brought alternately

into the radiation beam. When a window segment enters the beam, radiation passes

through to mirror M9 and is then reflected via mirror M10 to create the reference
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beam (R). When a mirror segment enters the beam, the radiation is reflected via

mirror M10′ to form the sample beam (S). When a dark segment is in the beam

path, no radiation reaches the detector, permitting the detector to create the dark

signal (D). Then, the measured spectrum is expressed as

spectrum = (S −D)/(R−D).

Two detectors are used in the Perkin-Elmer λ-900 spectrometer. A lead sulfide

(PbS) detector is used in the near-infrared range while a photomulitplier (PM) is used

in the Ultraviolet/Visible range. Detector change is automatic by rotating mirror

M14 during scans.

3.3.2 Reflectance Stages

To measure the absolute reflectance spectrum, a reflectance stage (as shown in Fig.

3.11) is used to bring the near normal incidence (< 6◦) light to a solid sample or refer-

ence mirror. [409, 410] An aluminum mirror is usually used as a reference material to

obtain a baseline scan, then the reflectance spectrum of the sample is measured rela-

tive to the baseline. The absolute reflectance spectrum of the sample is obtained by

renormalizing the measured spectrum with absolute Al mirror reflectance, as shown

in Fig. 3.10.

Anisotropic materials and polarizers

The optical theory outlined in Section 3.1 is based on Maxwell’s equations 3.1–

3.1 and Eqs. 3.6–3.8. The Eqs. 3.6– 3.8 are the material equations for an isotropic
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Figure 3.10: Reflectance spectrum from an aluminum mirror.
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Figure 3.11: Reflectance set-up for (a) Bruker IFS 113v FTIR and (b) Perkin-Elmer
λ-900

medium. In an anisotropic crystal, ~D and ~E are related by the following form:

Dx = εxxEx + εxyEy + εxzEz, (3.97)

Dy = εxyEx + εyyEy + εyzEz, (3.98)

Dz = εzxEx + εzyEy + εzzEz. (3.99)

The nine quantities εxx εxy, ... are constants of the medium, and constitute the

dielectric tensor. It is always possible to find a set of axes, the principle dielectric

axes, such that the complex dielectric tensor can be put into diagonal form, i.e.,[462]

↔
ε (q, ω) =

∣∣∣∣∣∣∣∣∣∣
εxx εxy 0

−εxy εyy 0

0 0 εzz

∣∣∣∣∣∣∣∣∣∣
. (3.100)
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Along the principle axes, ~D and ~E have the same directions. Since the dielectric

tensor varies with frequency, the directions of the principal axes may also vary with

frequency. This dispersion of the axes can arise only in crystals with monoclinic and

triclinic symmetry. In the reflectance experiment on single crystals, the principal axes

can be determined by considering the crystal shape and measuring the polarization

dependence of the reflectance response.

To find the dielectric tensor along the principle axes of the single crystals, a

polarized electric field of the light ~E is required. The polarized light is obtained by

inserting a polarizer in the path of the beam. Several polarizers are used to cover the

spectral range from far-infrared to ultraviolet. In the infrared, the polarizers used

are made of a gold wire grid, vapor-deposited on polyethlylene (far-infrared) or silver

bromide substrates. Wire grid polarizers implement the response of the material to

emit an electric field A set of plastic Polaroid film polarizers are used for the infrared

microscope. In the near-infrared/visible/ultraviolet range, dichroic Glan-Thompson

and Glan-Taylor polarizers are used for Perkin-Elmer λ-900.

3.3.3 Magneto-optical properties

As we have already seen, the displacement vector is proportional to the electric field

vector, ~D = εµ ~E, where all elements are dependent on ω. In traditional optical

circumstances the magnetic permeability is considered to be unitary µ = 1 and the

off-diagonal components of the dielectric tensor equal 0 εij 6=i=j = 0, thus µ was not

included previously. However, in the case of magnetic materials or in a magnetic field

these components no longer exist as spectators, they participate and/or dominate
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the light-matter interactions.[463, 464] If we consider expanding Eq. 3.2 (Ĥ(t) =

Ĥ0 + V̂ (t)) to incorporate the perturbation induced by the magnetic field applied

parallel (anti-parallel) to the propagation direction of the light, the perturbating

operator V̂ (t) becomes:

V̂ (t) = −E0(~iEm̂)−B0(~iBµ̂)− ∇E0

2
(~iz · Q̂ ·~iE)−Bext(~izµ̂). (3.101)

Here, m̂ is the electric dipole moment operator, µ̂ is magnetic dipole operator, Q̂ is

electric quadrupole operator, and the values ~iE,~iB, and ~iz are the unit vectors such

that the unit vector in the direction of the magnetic component of the field is given

by ~iB =~iE ×~iz.[341] The moment operators are defined respectively by

m̂ =
∑
i

qi~ri (3.102)

µ̂ =
∑
i

qi
2mi

(~ri × ~pi) (3.103)

Q̂ =
∑
i

qi~ri~ri. (3.104)

The diagonal terms for this tensor are even in ~M , thus independent of the ~M .

This describes typical optical response of a nonmagnetic solid material. However,

the off-diagonal positions are odd with respect to ~M , thus to the first order they are

proportional to ~M . The ratio for the off- and on-diagonal components in the visible

and ultra-violet frequency range is of the order 103 − 10−2, and this is the cause of

magneto-optical properties such as the Kerr and Faraday effects, depending upon

the change in ellipticity of polarized light. This description extends to the soft-x-ray
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frequency regime as well. [465, 466] In an absorbing medium the tensorial compo-

nents of ε become complex, εij = ε1,ij + iε2,ij. The absorptive part of the diagonal

tensor components ε2,xx is proportional to the sum of RCP and LCP photons,

ε2,xx = αR + αL. (3.105)

However, the absorptive portion of the off-diagonal dielectric tensor components

±ε1,xy is proportional to the difference of RCP and LCP.[467]

ε1,xx = αR − αL. (3.106)

The inversion of role for the real and imaginary portions in describing the absorption

results from a dependence of ε2,xy on the spin-orbit coupling and it is an imagi-

nary operator itself. [466, 468] This corresponds to the Onsager relations, these say

that the diagonal components are even in time or with respect to the ~M , where

as the off-diagonal are odd in time or ~M .[378, 469, 470, 471] All of these values

interchange, with regards to the imaginary and real components, if one shifts con-

cerns to the optical conductivity σij. In the magneto-optical work contained in

this thesis we have performed magnetic circular dichroism (MCD). The difference

from the Faraday effect being, that instead of being concerned with the real part of

the off-diagonal components, MCD is proportional to the imaginary part of the off-

diagonal components in the dielectric tensor and can be summarized by the following
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relationship:[472, 126, 467]

MCD =
T+ −R−

T+ + T−
= −

χ′′xy
n(n2 − 1)

, (3.107)

where

χ′′xy(ω) = − 1

4V ~
∑
v,c

(ρv − ρc)× (|M+|2vc− |M−|
2
vc)

(ωc − ωv − ω)

(ωc − ωv − ω) + Γ2
. (3.108)

Here, ρc and ρv represent the density functions of the conduction and valence bands,

respectively, |M+|2vc and |M−|2vc are the squared dipolar transition matrix elements

for the σ+ and σ− photon polarizations, respectively.[473] When the probing fre-

quency ω approaches a critical point in the band structure |M+|2vc and |M−|2vc in-

crease in proportion with E+
g and E−g , respectively, in accordance with the Kane

k · p perturbation theory.[474] In this sense, E+
g and E−g are the band gaps, inter-

band transition gaps, for the two optical helicities, σ+ and σ−. Importantly, the

Lorentzian form of the third term in Eqn. 3.108 requires that the MCD signal de-

creases rapidly as ω departs from the excitation. Classically, Faraday rotation was

typically measured using a single wavelength, whereas we measure across multiple

wavelengths to obtain a spectrum. As a rule of thumb, dichroism can only exist if

the symmetry does not contain a component that reverses one measurable observ-

able but leaves the remaining portion of the system unchanged. Taking the Faraday

effect as an example [Fig. 3.13], when imposing the time reversal operator inverts

the direction of light propagation and the magnetization, by that the entire physical
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system is returned invariant. Due to being time non-invariant, non-reciprocal optical

effects put forward magnetic moments. To clarify non-reciprocal optical effects in a

more succinct manner we must first approach reciprocity, a schematic depicting the

nature of optical reciprocity is shown in Fig. 3.12. Reciprocity is governed by a law

Mirror
Source

Figure 3.12: Shown here is a schematic depicting optical reciprocity. The path
traced by a electromagnetic ray propagating through a "normal" material will be
followed in reverse upon reflection of the light. This suggests that the path integral
will also be equivalent upon reversing the sign.

stating that the total Hamiltonian of the system illuminated should be time-reversal

T invariant.[475, 476, 477, 478, 479] this has been proven to exist in fields such as

statistical mechanics, quantum mechanics, and electromagnetism.[194, 480] This sug-

gests that when the time-reversal transformation is applied to a macroscopic state {t}
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produces the equivalent state {−t}, as shown in the following relationships:[481, 482]

−Ĥ(t) = Ĥ(−t) (3.109)

and∫
~j1(~r) · ~E2(~r)d~r =

∫
~j2(~r) · ~E1(~r)d~r. (3.110)

These relationships are also shown schematically in Fig. 3.14. In EM radiation Eqn.

3.110 holds valid even for lossy media.[194, 482] However, when an internal (Weiss)

magnetic field is present the states are not equivalent,{t} 6= {−t}, upon reversal of

direction or a polarizing magnetic field and out of this arrives non-reciprocal effects

because T reversal is spontaneously broken.[481, 483, 484, 485, 486, 487, 371, 488,

489, 490] To finish up an explanation of reciprocal optical effects it is best to consider

the idea of degeneracy. Considering the case of circularly polarized modes that are

eigenmodes for an optically active medium, such as quartz. If we consider the right-

circularly polarized mode to be propagating forward, then upon time-reversal the

backward propagating mode will also be right-circularly polarized. In this inversion

of symmetry one introduces mode degeneracy. This emerges from a general associa-

tion between symmetry and degeneracy.[492, 480, 493, 494] Therefore, in an optically

active medium the circularly polarized modes propagate forwards and backwards at

the same velocity. However, in a magneto-optical medium a similar connectivity

between time-reversal and degeneracy emerges. The caveat for this case is that the

velocity only remains the same for the counter propagating waves if the magnetization

of the medium is simultaneously reversed. Thereby, time-reversed waves with a fixed
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Figure 3.13: Shown here is a schematic depicting the Faraday effect (or Faraday
rotation) due to a sheet of graphene on SiC, after [491].
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Figure 3.14: The schematic depicted here shows the formulation of the reciprocity
law. In (a) the electromagnetic radiation propagates from left to right {t}, whereas
in (b) it propagates from right to left {−t}. The intensity measured in (a) I21({t}) is
the same intensity as that measured in I12({−t}). (c) and (d) display a schematic of
two currents ~ji and the electric fields ~Ei induced by ~ji(i = 1, 2). The curves indicate
the location where the current exits.
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direction magnetization are no longer degenerate and, accordingly, a non-reciprocal

propagation is in induced within this portion of the system.[480] Moreover, MCD

belongs to this category of effects and because a magnetic moment is a product of

the non-reciprocal optical effect it does not have to be measured in materials con-

taining net magnetic moments, ferro- and ferrimagnets.[495, 496, 481, 497, 294, 498]

The data acquired through MCD offer keen importance because they aid in the in-

vestigation for intricate details of the electronic structure along with the static and

dynamic processes in magnetic and non-magnetic materials alike. When considering

the roots of MCD response, two routes are available for response emergence: (i) ap-

plication of an external field (ii) exchange-coupled intrinsic magnetizaiton.[64] These

are exemplified by Fig. 3.15.

It is important to note that expressions for material properties can be derived by

expansion of the optical activity tensor and through this expansion one can obtain the

geometrical relation between different measurable quantities.[489] For additional gen-

eralization about related optical effects, such as optically induced magneto-electricity,

look at Table 3.5. For a list of geometrically related measurable quantities that can

be obtained via expansion of the optical activity tensor see Table ??. To develop

an understanding of the physical meaning behind the dielectric tensor, the power P

absorbed by the sample volume fraction V illuminated is expressed as:

P (ω, t) = −
∫
V

d3r
d

dt
~D(ω, t) ~E(ω, t). (3.111)

Since MCD requires right- and left-circularly (RCP and LCP) polarized light, we

need to express those as well
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Figure 3.15: (a) Shows a schematic density of states for a nonmagnetic material.
By close examination it is evident that an excitation from the valence band to the
conduction band has no spin dependence, therefore, spin-up and spin-down elec-
trons have no distinguishing features. (b) Shows a schematic density of states for
a magnetic material, in this scenario the d electrons from the magnetic ion interact
with the s and p electrons from the material lattice. This interaction induces ex-
change splitting in the valence and conduction bands that depends upon the spin
direction (Zeeman splitting). Therefore, the material has a intrinsic spin-polarized
(non-equilibrium) band structure that results in a differential absorption (MCD ef-
fect) when comparing RCP and LCP (σ+&σ−).
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Table 3.5: The four distinct classes of optical activity effects are shown in this table.
The phase factors for parity (P - inversion) and time reversal (T ) symmetry are (#)P
and (#)T , respectively. The symbols 0 and 1 denote even and odd, respectively,
thereby representing invariance and sign reversal. Importantly, the parity value
corresponds to an optical tensor of equivalent rank. The value of time reversality
corresponds to the real (0) and imaginary (1) part of the tensor, respectively. For
example, the electric field, ~E, is a polar (i.e. parity-odd) time-even vector and the
magnetic field, ~M , is an axial (i.e. parity-even) time-odd vector.[496, 489, 357]

P T Optical Effect Difference Signal

0 0 Birefringence Magnetic linear dichroism (MLD)
0 1 Faraday rotation Magnetic circular dichroism (MCD)
1 0 Optical rotation Natural circular dichroism (NCD)
1 1 Magneto-electricity Non-reciprocal linear dichroism

~E±(ω, t) = E(ω)(x± iy)e−ωt. (3.112)

Here, x and y indicate the coordinate unit vectors and the superscripts (+) and

(-) refer to the RCP and LCP, respectively. For a measurable MCD response, the

absorption of RCP and LCP will be different, this corresponds to the following:

P±(ω, t) = ωV E2(ε2xx ± ε1xy). (3.113)

This establishes ε2xx and ε1xy as the absorptive components of the tensor elements.

Further transformation results in:

ε2,xx =
P+ + P−

2ωV E2
(3.114)
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and

ε1,xy =
P+ − P−

2ωV E2
. (3.115)

Ultimately, the absorptive part ε2,xx of the diagonal tensorial elements comes

from the sum of absorption of RCP and LCP light. Additionally, it reveals how the

counter argument, ε1,xy, corresponds to absorptive off-diagonal tensorial elements

being proportional to their difference.[126]

An interesting result of the analytical consideration of causality produces the

Kramers-Kronig dispersion relations between the real and imaginary parts of εij:[404,

405, 499, 414, 417, 500]

ε1,ij =
2

π
P
∫ ∞

0

ω′ε2ij(ω
′)

ω′2 − ω2
dω′, (3.116)

ε2,ij = −2ω

π
P
∫ ∞

0

ω′ε1ij(ω
′)

ω′2 − ω2
dω′, (3.117)

where P represents the principle value of the integral.

Now to develop a sense of the effect induced by an applied magnetic field (or even

magnetization). In the absence of an applied magnetic field, the transmitted light

intensity is expressed by:

I = I0exp(−α(E)d). (3.118)

Here, α(E) is the absorption coefficient at a given energy E, d is the thickness of the

sample, and I0 is the initial intensity of input before interacting with the sample.

After applying a magnetic field the change in transmitted light intensity can be
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expressed in a slightly more complicated fashion

I = I0exp(−α±(E ± ∆E

2
)d). (3.119)

The next step is to consider the circularly polarized light,

I = I0exp(−α(E)±d). (3.120)

In this adaptation we have incorporated the Zeeman splitting energy, that is field

dependent and also related to the effective g-value, geff , by

∆E = −geffµBH. (3.121)

Of course this value for the ∆E is for a simple S = 1
2
system; for the systems that

we are concerned with in this dissertation S > 1
2
. So, the Zeeman-like splitting takes

on a more convoluted perspective.

An important note is that in the presence of a magnetic field, the varying forms of

magnetism display different absorption cross sections, probability of absorption, that

are dependent upon the polarization of the impinging photons.[501] This formally

describes the effect known as dichroism but on a deeper level produces a probe for

the change in angular momentum projected on the applied magnetic field direction

for electrons that absorb the circularly polarized photons in accordance with conser-

vation of angular momentum.[70] The variations can be remarkable and grant access

to insight about exchange mechanisms, along with other physical characteristics of
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the material(s) being investigated such as ~M or magneto-elastic coupling. Other

potentially valuable knowledge that can be acquired from a MCD spectrum include

the following: the degeneracy of ground and excited state orbital and spin angular

momentums, spectral band polarization, individual split components arising from

the Zeeman splitting, and transition metal ion oxidation, spin states, and coordina-

tion environments.[502, 357] Yet, the simplest application is the detection of weak

transitions. The revealed transitions may either be obscured by nearby stronger

transitions or just too weak to observe in traditional absorption spectroscopy.[357]

To give an example of the physical effects displayed in an MCD experiment.

When a magnetic field is applied, all of the electronics states in the material will be

split by energies on the order of geffµB|B|, where geff is the effective Lande g, as

expressed in the following relationship:[503, 504, 505, 506, 507, 508, 509, 510]

∆EZ = gintµBB + 〈Sz〉 = geffµBB. (3.122)

So, one possible avenue to acquire information on the Zeeman splitting arives by

inflating the geff value. Of course, this is most obviously applicable towards molec-

ular systems or dilute magnetic semiconductors due to delocalization effects because

the Zeeman shift energy, on the order of 1 cm−1, is a rather small perturbation in

comparison to the broad band of an electronic excitation, 2000 cm−1u0.25 eV.[511,

512, 513, 514, 515, 516] Even though this seems rather bleak when it comes to the

broad bands expected in solids and in-particular in electronic excitations. However,

MCD does have a way to open a window of understanding into the underlying Zee-

man structure , this is exampled in Fig. 3.16. Essentially the magnetic field causes a
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Zeeman splitting of the band structure and allows for the adoption of selection rules

for circularly polarized electromagnetic radiation, in which ∆Ms = ±1 correspond-

ing to σ = ∓1. As can be seen in Fig. 3.16 (c) the ∆α(ω) is strikingly frequency

dependent. Unfortunately, this aforementioned perturbation is extraordinarily small

in comparison to an electronic excitation, again on the order of (ge + g + g)µBB.

Expressing this mathematically, we first need to show how Fig. 3.16 (c) emerges to

have such frequency dependence,

∆α(ω) = α+(ω)− α−(ω). (3.123)

From a general perspective the system will have a response with respect to the

polarization akin to the following equation:

I(ω, ε̂) = I0ω, ε̂) exp(−αω, ε̂)l). (3.124)

Here, ε̂ is the established polarization for the system and l is the sample length

along the attenuation axis. Upon consideration the small absorption limit under

application of Eqn. 3.124 the following is obtained:

∆α(ω) ' −2(I+(ω)− I−(ω))

l(I+(ω) + I−(ω))
. (3.125)

Here, I+(ω) and I−(ω) correspond to the transmitted intensities of the circularly

polarized light of σ+ and σ−, respectively, at frequency ω. Of course, from an exper-

imental standpoint the transmitted intensities are determined. A convenient form
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Figure 3.16: (a) Shows the splitting of an arbitrary ground and excited states, Γg6 and
Γe6, respectively due to magnetic field. Additionally, the selection rules for circularly
polarized transition are exemplified here. In (b) the shifting of broad absorption
bands due to the two polarizations are shown. Finally, (c) shows an example MCD
response from this excitation pattern.
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for the MCD response signal is

IMCD(ω) = ∆α(ω)l

= − ∆I(ω)

Itotal(ω)
, (3.126)

where ∆I(ω) = I+(ω) − I−(ω) and Itotal(ω) = 1/2(I+(ω) + I−(ω)). If ∆α(ω) is

measured as a function of the magnetic field the Zeeman structure can be resolved.

To show IMCD in a second fashion,

IMCD =
α+ − α−
α+ + α−

= −=[σxy(ω)]

<[σxx(ω)]
. (3.127)

Here I am expressing an earlier statement in Sec. 3.3.3, this discusses the depen-

dence upon the <and= components of the optical conductivity. Now to express an

approximation of IMCD(ω), from the product of magnetic splitting appearing as ∆ω,

rate of change of absorption coefficient with frequency dα(ω)/dω, and the sample

thickness l. From these one can obtain,

IMCD(ω) = ∆ω
dα(ω)

dω
l. (3.128)

For simplicity, the excitation band will be symmetrical and structureless; therefore,

the approximation appears as

dα(ω)

dω
' α(ω0)

Γ
, (3.129)
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such that,

∆ω =
IMCD(ω)

l

Γ

α(ω0)
. (3.130)

For typical experimental scenarios IMCD(ω) ' l∆α(ω) ' 10−5 and lα(ω0) ≈ 1, from

this one estimates ∆ω = 10−5Γ. So, this approximation says if Γ '0.25 eV'2000 cm−1,

then ∆ω '0.02 cm−1. This result is on the same order of magnitude as the Zeeman

splitting.[515] In the Fig. 3.17, the band gap is shown to be shifting rigidly with

respect to the change in spin direction of the electron. This suggests that one could

reach beyond the Zeeman structure and actually obtain information corresponding

to the exchange splitting of a particular excitation.

Continuing on, in the scenario that the system contains partially occupied lev-

els, this splitting will result in an induced magnetization because of the unequal

population of the states.[517, 518, 519] To explain this more exactly, the absorp-

tion corresponding to σ+ or σ− in the Faraday geometry, as shown in Fig. 3.18,

with absorption measured in the direction parallel to the magnetization or magnetic

field. At this point it should be fairly apparent that the intensity will be anti-

symmetric but why? This is because of the biased orbital population effecting the

total oscillator strength for ∆m = ±1 of electric dipole transitions. The spectrum

arising from this form of excitations is historically referred to as paramagnetic and

tracks the absorption spectrum with variance induced by the strength of the Zeeman

splitting and spin-orbit interaction occurring in the electronic states involved in the

transition.[502, 518, 520, 521]

In the consideration of a nonmagnetic material (µ = 1) in a magnetic field of

10T, the induced population variance will be of the order of 10−3 eV. However, this
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Figure 3.17: This schematic shows the rigid shift model. From this schematic, it
is also plausible to get a feel for a subset of information that can be gained by this
analysis. Such additional information can correspond to the exchange splitting for a
given electronic excitation.
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k
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Figure 3.18: Faraday geometry. The transmission of the circularly polarized light
propagating with wavevector ~k depends on the direction of the magnetization (or
magnetic field B) M or, alternatively, on the helicity σ± of light indicated by the
paired circles before and after the sample plane. Ei denotes the incident and Et
indicates the departing or transmitted electric field of the light. [522]

value will be altered when considering magnetic materials. Classically, the scheme

depicting this is based upon the Zeeman energy, where the potential energy E is

defined as the following:

E = ~M · ~H. (3.131)

.

Here ~M is the magnetization of the material and ~H is the external magnetic field
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(in Tesla). Ultimately the value of ~M takes into consideration the Landau-Lifshitz

energy equation, as shown below:

E = Eex + ED + EλEk + EH . (3.132)

Here, E is the free energy, Eex is the exchange energy, ED is the magnetostatic energy,

Eλ is the magnetoelastic anisotropy energy, Ek is the magnetocrystalline anisotropy

energy, and EH is the Zeeman energy.

Continuing on with a description of the MCD response, we come to the historical

“diamagnetic” form of the spectrum. This occurs in materials with and without

partially filled shells. The signals of this fashion arise schematically due to an effective

rigid shift of the bands.[71] Therefore, the signal is the outcome from the energy

differences of σ+ and σ− transitions.[520] The resulting signal in a nonmagnetic

material corresponds to energy on the order of 10−4 eV. These types of signal are

the only form of MCD response that correspond to completely full and/or empty

bands.[518]

To qualitatively understand this behavior we will consider a simple classical oscil-

lator model, or the Lorentz-Drude model. From this model it is feasible to derive ex-

pressions for the diagonal and off-diagonal components of the dielectric tensor. These

components of the tensor will present a magnitude when they exhibit a resonant be-

havior corresponding to the oscillation frequency. The best place to start is equation

for electron motion in an electric field ~E from light with a static magnetic field ~B. If

the ~B is oriented in the z-direction, then the Lorentz force FL = e ·dx/dt× ~B will act

in the xy-plane and the electron will precess about the z-axis.[409, 522, 381, 410] The
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electron response to the oscillating electric field of light is presented by the dielectric

tensor, resulting in a precession of the electric field vector ~E about the z-axis. For

ωL � ω and for the linear approximation in ωL, the Lorentz-Drude model predicts

ε2xy to be highest at the inflection points of the resonance peak, represented as the

following:

ε2,xy(ω) = iωL
dεxx
dω

. (3.133)

Here, ωL = e| ~B|/(2m) being the Larmor frequency, e is the charge of the particle

and m is the mass of the particle (electron). For the general approximation using

ferromagnets, this is valid for photon energies in and above the visible spectral range,

since ~ωL is in the range of 10 to 100meV for magnetic fields inside a ferromagnet.

The Lorentz-Drude model offers many qualitative suggestions for basic understanding

of magneto-optical spectroscopy and effects; however, the correct description can only

be found in the quantum mechanical framework.[468, 523]

From a fundamental standpoint MCD can be used to optically obtain information

about the electron spin.[524] However, to gain access to this information the material

must have spin-orbit interaction, or relativistic motion of electrons in their orbit.

This emerges from a disproportionation of the orbital polarization, resulting from

the spin polarization.[518] The physical origin of this level of interaction is expressed

as the following:

~B =

(
1

c

)
~E × ~v. (3.134)
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Here, ~v is the velocity of an “observer”, in an electric field ~E, results in the presence

of a magnetic field ~B, and c is the speed of light. From the above equation we can

see that ~B is perpendicular to both ~v and ~E and in the atomic environment this is

ultimately parallel to ~L the orbital angular momentum.

Another important identity to address is conservation. It is well known that

energy, mass, and linear momentum must be conserved but angular momentum

should be included in this list. Electromagnetic waves have angular momentum, just

the same as particles. This arises in the photons from the right- and left-circular

polarizations having a projection of their angular momentum along the direction

of propagation, producing the helicity, equal to ±1, respectively, as shown in Fig.

3.20.[525, 526, 527, 429] These raising and lowering values are in units of ~. Linearly

polarized light is in a superposition of these two states. When decomposing informa-

tion presented by MCD, it is important to consider that the conservation of angular

momentum is the primary driving force behind the magnitude of response. Prin-

cipally this provides information about the changing angular momentum projected

along the magnetic field direction, as shown by Fig. 3.19.[528, 529] This results from

torque ~T acting on the magnetic dipole moment ~m from the external magnetic field

~B0 through the angular momentum ~P , via the gyromagnetic ratio γ

γ ~B0 × ~P = ~T . (3.135)

To clarify, the gyromagnetic ratio appears as γ = ~m/~P . Additionally, when spin-

orbit interaction is considerable the outcome corresponds direct information about

the nature of the spin angular momentum component that is parallel to the mag-
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netic field. Interestingly, when considering a microscopic model circularly polarized

transitions occur specifically between magnetically quantized electronic states such

that ∆mj = ±1 represents the RCP and LCP.[530, 531]

Incident circularly polarized photons each impart one quantum of orbital angular

momentum (∆ML = ±1).[72, 525, 526, 375] Thus ∆ML becomes the primary (or

minimum) selection rule used in MCD. Additionally, the The total angular momen-

tum remains conserved in both magnitude and direction when a photon is absorbed,

thus if spin-orbit interaction comes into play, the selection rule shifts to ∆MJ = ±1,

as shown in Fig. 3.21 (b). It is valuable to note that the transition is spin dependent

because the helicity, the projection of the angular momentum onto the linear mo-

mentum, couples to the parallel spin direction. A more visual explanation of helicity

is the resulting vector executes a clockwise or counterclockwise helical precession mo-

tion about the propagation direction with respect to time, as shown in Fig. 3.21 (f).

MCD data analysis and interpretation

As previously stated the budding quantum mechanical theory of the early 20th

century was a harbingering of MCD theory.[71, 532] So, that to say the roots of this

method require a firm understanding of many intricate parts of quantum mechanical

theory.[533, 534, 535] It is important to note that the foundations of this field are

from atomic/molecular chemistry, only on a ever so slightly more contemporary

front ca. late 1970s with the inception of dilute magnetic semiconductors did the

method start to move towards crystalline solids.[536, 537, 538, 539, 540, 541] The

investigation of single crystal thin-film materials is a forefront of its own in the field
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Figure 3.19: (a) Shown here is the resulting precession of a magnetic dipole ~m

around the external magnetic field direction B0 by angle ϕ with ~P being the angular
momentum. (b) Represents the resulting change in momentum when the helicity
momentum points antiparallel to the ~m (or the bulk magnetization), the precession
angle decreases. (c) Shows the change in momentum when the helicity momentum
points parallel to the ~m, causing an increase in the precession angle.

of MCD investigations because technologically, thin-film materials are emerging as

highly important. So, it is only logical that we take our journey along this path as
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Wavelength ( )

Electric vector (E)

(a)                                        (b)                                       (c)

(d)                                        (e)                                       (f)

Figure 3.20: (a) Shows the transverse intensity map of a beam of light with orbital
angular momentum and (b) displays the experiment results. In panel (c) it can be
seen that the beam phase twists helically about the central dark spot shown in (a-b).
This produces a spiral staircase style phase wavefront, where the center represents the
spin angular momentum. (d) Schematic of the spiraling phase wavefront, showing the
local orbital angular momentum appears with a velocity pattern akin to a tornado
or fluid vortex, hence the singular spots being named optical vortices. (e) Shows a
interference pattern that is expected for m = 1, the fork-like structure characterizes
this result. (f) The projection of the circular electric field vector, shown in (c), onto
the direction of propagation. This shows how circularly polarized photons impart
one quantum of orbital angular momentum, ∆ML = ±1. This figure was adapted
from Ref. [525].
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Figure 3.21: (a) Generic model of excitation with selection of RCP and LCP for
atomic/molecular transitions as described by (b) the selection rules and splitting
shown in (c). On the right side of the figure we see models for (d) an electric dipole
(polar), (e) magnetic dipole (axial), and (f) combined (chiral) transition moments. In
solids these are changed from atomic/ molecular transitions to interband transitions.
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well.

History

This technique derives from magnetic optical rotation. The two are related via

a Kramers-Kronig integral transform, strictly a Hilbert Transform,[542] and strictly

covering all frequencies.[543, 544, 545, 546] The Faraday effect can be expressed in

a concise manner by the following complex equation:

Φ̂ = φ− iθ = V̂

∫ l

0

H(l)dl. (3.136)

Here, Φ̂ is the complex rotation with φ being the real part akin to the rotation

of polarization for a linearly polarized beam after traversing the thickness of the

material l parallel to the magnetic field H. Where as θ depicts the corresponding

ellipticity, being strictly nonzero in regimes of absorption. The Verdet constant V̂ is

a frequency dependent characteristic of a given material.[546] φ and θ are related via

the Kramers-Kronig relationship that can be generalized to connect the dispersive

and absorptive components of any response function, as shown by the following:[357,

416]

η(φ) =
1

π
P

∫ ∞
−∞

η(φ)

ω′ − ω
(3.137)

η(θ) =− 1

π
P

∫ ∞
−∞

η(θ)

ω′ − ω
. (3.138)

To explain, in this representation φ is the magneto-optical rotation and θ is the MCD
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response.

The general model for MCD response across all forms of materials take the form

of the following:

∆α(E) = γµBB[
A1

h

∂g(E)

∂E
+

(
B +

C

kbT

)
g(E)]. (3.139)

Here, ∆α(E) is the difference between the absorption of RCP and LCP at energy

E, B is the magnetic field, A1, B, and C are the Faraday terms, g is the band shape

function, γ is a series of optical constants, and µB is the Bohr magneton. For a

derivation of this equation from the quantum mechanical roots look at Appendix C.1.

From an overarching perspective, Eq. 3.139 provides an approximation of the three

primary optical activity mechanisms taking place in MCD. The general expectation of

shape is shown in Fig. 3.22, in these plots the y-axis represents the central frequency

of an excitation. Here, Fig. 3.22 (a) corresponds to derivative response function

expressed by A1/h∂g(E)/∂E and (b) shows the response forms expected by B and

C, with the magnitude of response being altered by a dependence on temperature

for C as shown by C/kBT . This interdependence on temperature for the C-term

means that this will mainly show up in the “low”-temperature regime.

Thin-film MCD response

Now, we will explore a general thin-film MCD response and how to analyze it. So,

again since we are looking at a Faraday magneto-optical response the spectra gives

information in regards to the (complex) dieletric tensor. This provides a logical

determination of the necessarily complex refractive index n± = n′± + in′′± for the
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(a)                                       (b)

Figure 3.22: Diagram of MCD response (a) shows the derivative-like A-term re-
sponse function and (b) show the expected shape for B and C term response func-
tions.

circularly polarized light based upon Eq. 3.100

↔
ε =

∣∣∣∣∣∣∣∣∣∣
εxx iεxy 0

−iεxy εyy 0

0 0 εzz

∣∣∣∣∣∣∣∣∣∣
, (3.140)

ε± = εxx ± εxy, (3.141)

n± =
√
ε± ∼= n0 ±

εxy
2n0

, (3.142)

n0 =
√
εxx. (3.143)

in which case z is the magnetization direction.

To clarify, a thin film is one where it is necessary to consider contributions of

waves making multiple passes coherently through the sample. In contrast, a thick
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sample will have sufficient dephasing effects, thereby allowing direct addition of the

intensities from each contribution. Therefore, a thin sample will be represented by

λn1 ≈ d, whereas a thick sample will be represented by λn2 � L, d and L are the

respective thicknesses. λn1 and λn2 are the wavelengths in the film and substrate,

presented respectively by λn1 = 2πc(ωn1)−1 and λn2 = 2πc(ωn2)−1, where n1 and n2

are the refractive indices.[347, 547, 401, 402, 548, 399]

As with Glover-Tinkham analysis (Sec. 3.1.5), the composite systems, thin film

and substrate, transmission is calculated by first taking consideration of the bare

substrate. The energy transmitted through the front and back surfaces are TF and

TB, respectively, the same symmetry holds true with respect to the reflected light,

the coefficients are RF and RB.

We will follow the derivation presented in [547]. The transmission coefficient for

a slab of material with an attention factor of γ per pass is given by

Ttot =
TFTBe

γ

1−RFRBe=2γ
. (3.144)

In the case that the material slab is completely transparent (γ = 0)

TF = TB =
2s

(1 + s)2
; RF = RB =

(
s− 1

s+ 1

)2

. (3.145)

Here s is the refractive index for the substrate. This produces the common result of

Ttot =
2s

(s2 + 1)
. (3.146)
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Figure 3.23: Diagram of the a three-layer model consisting of only the substrate, of
course air can also be replaced by vacuum. The incident light impinges from above.

Now that we have established the framework for the transmission coefficient of a

three-layer model [Fig. 3.23] environment, we can incorporate the four-layer model

as shown in Fig. 3.24. If we assume that the thin film has a complex refractive

index N = nj + ik on the front surface with transmission and reflection coefficient

amplitudes at the film-air (film-substrate) interface of t1 and r1 (t2, r2). Then the

tractable forms of TF and RF become

TF =
χ|t1t2|2

s|1− χr1r2eiϕ|
; RF =

∣∣∣∣ r2 + χr1e
iϕ

1− χr1r2eiϕ

∣∣∣∣2 . (3.147)
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Here χ = exp(−αd), α = 2ωk/c is the attenuation through the film, and ϕ =

4πωnd/c is the phase change when the light passes through the film twice.[549, 550]

As we have already stated, and shown in Eq. 3.139, MCD is the result of the differen-

tial absorption (or transmission) of right- and left-circularly polarized light according

to the following:

MCD = T+
tot − T−tot; T±tot =

T±F TBe
−γ

1−R±FRBe−2γ
. (3.148)

Importantly, this method can be used to study a full suite of material includ-

ing, insulating, semiconducting, dilute magnetic semiconductors, and conducting

(metallic) systems on substrates.[551, 552] By using Eq. 3.144 along with the values

obtained for TF and RF one can obtain the transmission of a conducting sheet, as

per the following:

TF =

∣∣∣∣ 2

1 + s+ Z0σ

∣∣∣∣2 ; RF =

∣∣∣∣1− s− Z0σ

1 + s+ Z0σ

∣∣∣∣2 . (3.149)

Here Z0 is the impedance of free space and σ is the conductance of the sheet.[553] One

contemporary example is that of graphene, where the approximation that Z0σ± � 1

must be used.[491]

3.3.4 Photoconductivity setup

The photoconductivity data presented in this dissertation was measured on an in-

strument that was designed and built in house. This instrument covers the optical

(2000–280nm) region of the electromagnetic spectrum. The optical path is shown in
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Figure 3.24: Diagram of the a four-layer model consisting of a film on a substrate, of
course air can also be replaced by vacuum. The incident light impinges from above.

Fig. 3.25, in a minimized design.

The main components of this instrument are the light source (xenon arc lamp),

lenses, and bandpass filters, ls, ln, and bp, respectively. The bandpass filters details

are shown in Table 3.6.

This instrument has also been adapted to be able to measure photoconductivity
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Figure 3.25: Schematic layout of the photoconductivity instrument, currently min-
imized to include as few components as necessary. These components include a light
source, lenses (1 & 2), mirror box (with mirror inside), filter, sample space, and
ammeter. This is designed to measure steady-state photoconductivity.
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Table 3.6: Photoconductivity bandpass filters

Center λ (nm) Bandwidth (nm) Blocked range (nm) Tmax (%)

2000 500±100 200–12000 70
1500 12±2.4 200–1850 70
1250 10±2 200–3000 70
1000 10±2 200–3000 70
900 40±8 200–1150 70
800 40±8 200–1150 70
700 40±8 200–1150 70
650 40±8 200–1150 70
600 40±8 200–1150 70
550 40±8 200–1150 70
500 40±8 200–1150 70
400 40±8 200–1150 45
380 10±2 200–3000 25
360 10±2 200–3000 25
340 10±2 200–3000 25
313 10±2 200–10000 15
300 10±2 200–10000 15
280 10±2 200–10000 12
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in a magnetic field. For more detail about this instrument and the methodology see

the independent chapter about this topic, Ch. 4.

3.4 Spectra under Extreme Conditions:

Variable Temperature and High-Field Measure-

ments

3.4.1 Low-Temperature Techniques

The low-temperature measurements were carried out with an open-flow cryostat.

The low-temperature experiments with the Perkin-Elmer λ-900 are performed in

combination with an APD LT-3-10 Heli-Tran cryostat system with dual tempera-

ture sensors and a Lakeshore Model 330 temperature controller.(Fig. 3.26). The

variable-temperature experiments done at high temperature, above 300 K, are per-

formed in combination with an APD LT-3-12 Heli-Tran cryostat system with four

temperature sensors, this requires combined usage of the Lakeshore Model 330 and

the Lakeshore Model 340. The temperature sensors for the high-temperature cryo-

stat allow for one to presumably measure the full range, 4.2–800K. However, due to

helium consumption and time to cool, it is best to not maintain temperature below

30K for times longer than necessary.

The principles of operation are illustrated in Fig. 3.27. Cooling is accomplished

by a controlled liquid He transfer through a high efficient transfer line to a heat

exchanger adjacent to the sample interface. A needle valve at the end of the transfer
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(a)
(b)

Figure 3.26: (a) and (b) Close-up views of the cryostats mounted for optical mea-
surements in Bruker IFS 113v and Bruker Equinox 55, respectively.
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Figure 3.27: Set-up of LT-3-110 Heli-Tran liquid transfer line and cryostat.

line permits precise control of the flow rate. The cooling rate can be regulated by

changing the pressure of the supply dewar, adjusting the flow-meter, and optimizing

the position of the needle valve. It often takes about 25min to pre-cool the system,

and the lowest stable temperature obtained of∼ 4.2K takes on the order of 60-90min.

In the low-temperature experiments, the thermal contact is improved by applying

crycon grease or Indium foil between the cold stage of the cryostat and the sample

holder. A sample is mounted by applying GE Varnish, silver paste, and/or silver
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paint. There are two thermal sensors that are used in conjunction with the cryostat,

one is embedded in the cold stage/finger tip, the other hangs free until experimenter

attaches it to the sample holder. In this configuration, the temperatures provided

by the two sensors allow us to approximate the real sample temperature. As for

high-temperature experiments, the thermal contact is improved by applying silver

paint between the sample and sample holder, while also securing the sample to the

sampler holder. GE Varnish and silver paste have to be avoided because they will

melt, potentially covering the sample and thus changing the optical signal.

An issue that arises in the process of high-temperature investigations, paint and

other surface containments evaporate from the surface and deposit onto the sample,

windows, and cryostat housing. This gives rise to features appearing in the spectra

that are not related to the sample itself. Since the cryostat housing is pumped

continuously the pressure reaches a static point (steady-state pressure) and thus

the net flux of gas is negligible or resulting in an environment that does not have

a pressure gradient. So, when the contaminants eject from the surface they are

not directly pumped away, thus they continue on a collision course path with the

housing, windows, and sample. To overcome this, it is my experience that one should

purposely oxidize the surface of the sample holder because the process of cleaning

with solvents and scrubbing is not sufficient to remove the contaminants. The surface

oxidation should help to remove contaminants that are on the surface by evaporating

them. After oxidizing one should polish the areas of contact with the sample, mirror,

thermocouple, and cryostat.
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3.4.2 Experimental Set-up at the NHMFL

Various magnet forms that are taking shape and being built at NHFML including

superconducting, resistive, hybrid, and pulsed magnets (Fig. 3.28). The world record

magnets and magneto-optics facilities at NHMFL make it possible to investigate the

unusual nature of low-dimensional solids in very high magnetic fields.

0   18   35   45   B (T)   

superconducting 

resistivive 

hybrid 

pulsed magnet 

65   

Figure 3.28: A schematic energy scale of various magnets (superconducting, resistive,
hybrid, and pulsed magnets) at NHMFL.

Figure 3.29 displays a schematic of the optical set-up for magnetic circular dichro-

ism (MCD) measurements in the 10T Oxford superconducting magnetic (Spectro-

mag.) The MCD measurements were performed in transmission mode, using a 300W

Xe lamp, a 1/4m monochromator, and a 3He insert to reach 1.6K. The signal-to-

noise ratio was increased by chopping unmodulated light; dynamic separation of

right and left circularly polarized light (RCP & LCP) in time, δ(t) = λ/4 sin(ωt),

was achieved by passing linearly polarized light through a photoelastic modulator.

These signals were separated by standard lock-in amplifier methods. The probe has

to be carefully positioned in the magnet so that the sample is at the center of the

field. It is also important to keep the magnetic field vector ~B and light propagation
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Figure 3.29: A schematic and images of magnetic circular dichroism set-up in a
superconducting magnet at NHMFL.

vector ~k perpendicular to the plane of the film, perpendicular to the film surface.

A unique magnet that was designed, developed, and built at NHMFL is the Split-

Florida Helix magnet [Fig. 3.30]. Figure shows a cutaway schematic of the magnet

design. This magnet consists of two resistive coils with four wide optical ports. These

ports are used to shine light on the sample from the horizontal plane, giving access to

more intricate and complicated measurements. We used this magnet to do magnetic

circular dichroism (MCD). The MCD measurements were performed using a 300W

Xe lamp and a 1/4 meter monochromator. The signal-to-noise ratio was increased by

chopping unmodulated light; dynamic separation of right and left circularly polarized

light (RCP & LCP) in time, δ(t) = λ/4 sin(ω t), was achieved by passing linearly
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Figure 3.30: A cutaway schematic and images of resistive magnetic used for magnetic
circular dichroism set-up at NHMFL. Bottom displays a schematic of the optical path
layout, as viewed from above. Images available from http://nationalmaglab.org
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polarized light through a photoelastic modulator. These signals were separated by

standard lock-in amplifier methods. On this magnet the horizontal plane ports were

used to access the vertical axis of the magnet without the use of fiber-optics and

allowed light to be shined on the samples. For both investigative environments [Figs.

3.29 and 3.30] a plethora of directly controllable variable arise, i.e. photon energy

(E), temperature (T ), magnetic field (H), and helicity of the light (σ±); therefore,

the general MCD response takes the form of ∆α(E, T,H, σ±).[554, 555]

3.4.3 Experimental high voltage field

“High field” applies to more than high magnetic field, for this thesis it also applies

to high electric fields. The magnitude of the electric field in our setup can reach

levels as high as 2e6Vm−1, where the breakdown voltage of dry air is on the order

of 3e6kVm−1. We are able to reach this by having a separation of our electrodes of

250 µm. By sweeping across the voltage axis we are able to investigate the response

linearity, we check for linearity because this can provide insight into the transport

mechanisms. One of the many plans for continued development for this instrument

is to deposit the pads at a variety of spacings, primarily with the intent to decrease

the separation of electrodes.
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3.5 Materials of Interest:

Measurements and Calculations

3.5.1 NiFe2O4

NiFe2O4 is a superb research platform for exploring the interplay between charge

excitations and interpenetrating magnetic sublattices. This system crystallizes in an

inverse spinel structure (cubic space group Fd3̄m), where the Ni2+ cations occupy

interstitial octahedral sites and the Fe3+ cations are equally distributed between

octahedral and tetrahedral locations. [284, 285] Antiferromagnetic coupling of the

sublattices cancels the Fe moments, while the Ni2+ spins remain uncompensated,[277]

resulting in a theoretical net macroscopic magnetic moment of 2µB and TC = 850K.

[286] Magnetic field drives a reorientation of the Ni spins at a critical field Bc(Ni) of

0.3T. [286] The Fe spins presumably saturate at much higher fields (Bc(Fe)).

The density of state displays the well-known spin-split valence and conduction

bands. The latter arises naturally from coupling of the two independent sublattices

and suggests that NiFe2O4 may be able to support spin-polarized optical excitations.

[284, 307] Recent electronic structure calculations combined with linear optical spec-

troscopy revealed NiFe2O4 as an indirect gap material.[556] In fact, the 1.6 eV indirect

gap along with the 2.4 and 2.8 eV direct gaps overlap the solar spectrum.[556] That

said, questions have arisen [557] about the indirect nature of the 1.6 eV gap that

require deeper investigation. Additionally, experimental evidence verifying (or refut-

ing) key aspects of the predicted electronic structure[556, 284] is highly desirable.

In this work, we bring together magnetic circular dichroism (MCD), photo-
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conductivity, and first-principles calculations with prior optical absorption spec-

troscopy [556] to unravel the electronic structure of NiFe2O4. Analysis reveals a

large number of field-tunable states that can be attributed to minority channel exci-

tations, significant spectral differences across the metamagnetic transition that are

traced to coupling between the Ni spin orientation and the minority channel Ni →

Fe charge transfer excitations, exchange splittings of 0.2 to 0.3 eV depending on the

excitation, and enhanced photoconductivity between the two minority channel gaps

under applied field. Together these findings establish an energy window or “sweet

spot” in the electronic structure that can be used for generating spin-polarized carri-

ers with light and, at the same time, demonstrate how they can be manipulated with

magnetic field. These discoveries are important in the continuing race to generate,

manipulate, and detect spin polarized currents and highlight new opportunities in

the area of oxide electronics.[302, 558, 307, 4]

Thin film growth

Epitaxial NiFe2O4 thin films were grown by Arun Gupta’s team at University of

Alabama. A series of films grown at temperatures between 175–700 ◦C (448–973K)

with a thickness range of ≈50 - 250 nm were deposited on MgAl2O4 substrates by

pulsed laser deposition. The resulting space group was Fd3m.[286]

Transmittance and reflectance measurements

Near-infrared, visible, and near-ultraviolet transmittance and reflectance spectra

were collected using a Perkin-Elmer Lambda-900 spectrometer (3200 – 190 nm; 0.41

– 6.53 eV), spectral resolution was 1 nm in the whole range. Aluminum mirrors
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were used as references for reflectance measurements. We calculated the absorption

coefficient α(E) using Glover-Tinkham analysis from combined transmittance and

reflectance measurements.[347] Kramers-Kronig analysis was also used to calculate

α(E) of the pure reflectance in the region where transmittance falls to ≈0%. Variable

temperature measurements between 4.2 and 800 K were also carried out, using an

open-flow helium cryostat and temperature controller.

Band gap determination

The theory of energy gap determination in solids is well established. The absorp-

tion coefficient, α(E), consists of contributions from both the direct and the indirect

band gap transitions [559, 560], and is given by

α(E) =
A

E
(E − Eg,dir)

1
2 +

B

E
(E − Eg,indir ∓ Eph)2, (3.150)

where Eg,dir and Eg,ind are the magnitude of direct and indirect gaps, respectively,

Eph is the emitted (absorbed) phonon energy, and A and B are constants. The precise

profile assumes a simple band shape and may not be exactly followed in a material

with complex band structure. The direct energy gap can be extracted by plotting

(α · E)2 as a function of photon energy (E). And the indirect energy gap can be

extracted by plotting (α · E)0.5 as a function of photon energy (E).

Field dependent measurements - magnetic circular dichroism

The magneto-optical, MCD, properties were measured at the National High Mag-

netic Field Laboratory (NHMFL) in Tallahassee, FL, using 10 T Oxford supercon-
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ducting magnet in transmission mode, a 300 W Xe lamp, a 1/4 meter monochro-

mator, an optical chopper, optical lenses, a linear polarizer, and photoelastic mod-

ulator, the magnet produces magnetic fields up to 30T. The signal-to-noise ratio

was increased by chopping unmodulated light; dynamic separation of right and left

circularly polarized light (RCP & LCP) in time, δ(t) = λ/4 sin(ωt), was achieved by

passing linearly polarized light through a photoelastic modulator.[561] These signals

were separated by standard lock-in amplifier methods.[69, 517, 562]. The experi-

ments were carried out between 4.2 and 300 K in the spectral range of 0.8–3 eV

using InGaAs and Si diode detectors. Data were collected on both increasing and

decreasing magnetic field, in a loop-like pattern. The MCD response was calculated

as IMCD = Px−Py
Cx−Cy , here C is the chopper lock-in signal and P is the PEM lock-in

signal.

Photoconductivity measurements

Transport measurements were carried out in the presence of a dark background

and focused arc lamp beam, along with an external magnetic field. We used a series

of bandpass filters, covering the spectrum from 2000-300nm (0.62-4.13 eV), to obtain

information about how the electronic structure connects to the transport properties.

The external magnetic field, on the order of 1.5T, allows one to investigate correla-

tion between the electronic structure and the magnetic properties. To proceed with

these measurements we deposited gold “pads” on the surface of a cleaned sample by

negative images of the mask. The pads are 250 µm in diameter and their closest

edges are 250 µm apart, this allows us to establish an electric field, ~E = V/d, up

to 2 000 000Vm−1 with a high-voltage source. To establish the electric field we used
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tungsten needle tips to contact the pads. We were able to investigate the frequency

dependent magnetoresistance by measuring the current in a combination of environ-

ments. To extract valuable information out of the combined environments in this

measurement, we applied the following equation,

MRph = 100%
(ρH,hν − ρ0,hν)

ρ0,hν

(3.151)

Here, ρx,y is the resistance with the x, y representing the presence (or lack there of)

for a magnetic field (H) and photons (hν.) In this case we were able to establish a

frequency dependence to the magnetoresistance but not isolate the pure component

related to the light and field coupling to alter the magnetoresistance.

3.5.2 CoFe2O4

Multifunctional, high Curie temperature (TC) magnetic insulators are attracting

attention due to their suitability for application. They naturally provide a non-

zero magnetic moment along with spin-dependent band gaps that can be utilized in

spintronics[282] as well as in emerging areas such as spin-caloritronics.[563] Examples

include spin-filters[564, 283] and spin-transfer torque devices.[282] Among the various

candidate materials, the most noteworthy are strongly-correlated spinel oxides (gen-

eral formula AB2O4),[565] particularly the spinel ferrites (general formula AFe2O4).

While high quality single crystals are challenging to grow, thin film spinel ferrites

have allowed researchers to investigate structural [566], electronic [567, 290, 289], and

transport [568, 569, 570, 571] properties. Recent spectroscopic work on nickel ferrite
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(NiFe2O4) also revealed a hierarchy of band gaps,[314, 572] and a favorable overlap

with the solar spectrum. CoFe2O4 is another high TC material that presents an op-

portunity to quantify charge gaps and electronic structure trends within the spinel

ferrite family. Prior theoretical work focused primarily on magneto-elastic proper-

ties and cation-ordering [291, 290, 289, 288] due to challenges both in accounting for

electron correlation effects and the absence of reliable experimental gap values.

In this work, we bring together high quality film grown, optical properties work,

and first principles calculations to investigate the electronic structure of CoFe2O4.

This system displays an indirect gap at 1.2 eV and a direct gap at 2.7 eV. In addition

to resolving the long-standing band gap controversy in CoFe2O4 (with values between

0.11 and 2.6 eV quoted in the literature)[296, 573] and showing the robustness of the

2.7 eV gap on approach to TC , we reveal how the charge gaps, electronic structure,

and band dispersions change with chemical substitution. For instance, we find that

the minority channel X → Γ indirect gap is almost 0.5 eV lower than that in the

Ni analogue. The improved overlap with the solar spectrum, which offers electronic

and light harvesting functions, combined with the modest temperature dependence

of the 2.7 eV features establishes CoFe2O4 as a robust magnetic semiconductor and

a promising material for applications.

Thin film growth

Epitaxial CoFe2O4 thin films were grown by Arun Gupta’s team at University

of Alabama. A series of films grown at temperatures between 175–700 ◦ ◦C with a

thickness range of ≈50 - 250 nm were deposited on MgAl2O4 substrates by pulsed

laser deposition. The resulting cubic space group was Fd3m.[286]
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Transmittance and reflectance measurements

Near-infrared, visible, and near-ultraviolet transmittance and reflectance spec-

tra were collected using a Perkin-Elmer Lambda-900 spectrometer (3200 – 190 nm;

0.41 – 6.53 eV), spectral resolution was 1 nm in the whole range. Aluminum mir-

rors were used as references for reflectance measurements. In the regime where

both transmittance and reflectance measurements give valuable information, we used

Glover-Tinkham and Kramers-Kronig analysis methods to calculate the absorption

coefficient α(E) .[347, 346] Kramers-Kronig analysis was also used to calculate α(E)

of the pure reflectance in the region where transmittance falls to ≈0%. Variable

temperature measurements between 4.2 and 800 K were also carried out, using an

open-flow helium cryostat and temperature controller.

Band gap determination

The theory of energy gap determination in solids is well established, the energy

required to excite an electron from a valence band maximum to a conduction band

minimum. The absorption coefficient, α(E), consists of contributions from both the

direct and the indirect band gap transitions [559], and is given by

α(E) =
A

E
(E − Eg,dir)

1
2 +

B

E
(E − Eg,indir ∓ Eph)2, (3.152)

where Eg,dir and Eg,ind are the magnitude of direct and indirect gaps, respectively,

Eph is the emitted (absorbed) phonon energy, and A and B are constants. The

precise profile assumes a simple band shape and may not be exactly followed in a

material with complex band structure. The direct energy gap can be extracted by
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plotting (α×E)2 as a function of photon energy (E). The indirect energy gap can be

extracted by plotting (α×E)0.5 as a function of photon energy (E) and establishing

a linear extrapolation to y = 0 for both cases.

Magnetic field dependent measurements - magnetic circular dichroism

The magneto-optical properties were measured, via MCD, at the National High

Magnetic Field Laboratory (NHMFL) in Tallahassee, FL, using 10 T Oxford su-

perconducting magnet (Spectromag) in transmission mode, a 300 W Xe lamp, a

1/4 meter monochromator, a optical chopper, optical lenses, a linear polarizer, and

photoelastic modulator, the magnet produces magnetic fields up to 30 T. The signal-

to-noise ratio was increased by chopping unmodulated light; dynamic separation of

right and left circularly polarized light (RCP & LCP) in time, δ(t) = λ/4 sin(ωt),

was achieved by passing linearly polarized light through a photoelastic modulator.

These signals were separated by standard lock-in amplifier methods.[69, 517, 562].

The experiments were carried out between 4.2 and 300 K in the spectral range of 0.8

- 3 eV using InGaAs and Si diode detectors. Data were collected on both increasing

and decreasing magnetic field, in a loop-like pattern. The MCD response was cal-

culated as IMCD = Cx−Cy
Px−Py , here C is the chopper lock-in signal and P is the PEM

lock-in signal. The sample is placed so as to be in the center of the magnetic field,

with the field vector ~B pointing perpendicular to the surface plane of the film. The

light propagation direction ~k is either parallel or antiparallel to ~B, depending upon

the sign of the field.
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Photoconductivity measurements

Transport measurements were carried out in the presence of a dark background

and focused arc lamp beam, along with an external magnetic field. We used a series

of bandpass filters, covering the spectrum from 2000-300 nm (0.62-4.13 eV), to obtain

information about how the electronic structure connects to the transport properties.

The external magnetic field, on the order of 1.5 T, allows one to investigate correlation

between the electronic structure and the magnetic properties. To proceed with these

measurements we deposited gold “pads” on the surface of a cleaned sample by negative

images of the mask. The pads are 250 µm in diameter and their closest edges

are 250 µm apart, this allows us to establish an electric field, ~E = V/d, up to

2,000,000 V/m with a high-voltage source. We used two approaches to contact the

pads/sample, first we used tungsten needles with a tip diameter of either 5 or 25 µm

and then second we used 80 µm copper “magnet” wire along with silver epoxy to

establish a more solid/continuous contact.

MRph = 100%
(ρH,hν − ρH,0)− (ρ0,hν − ρ0,0)

(ρ0,hν − ρ0,0)
. (3.153)

Here, ρx,y is the resistance with the x, y representing the presence (or lack there

of) for a magnetic field (H) and photons (hν.) In this case we were able to isolate

the component of the magnetoresistance that corresponds purely to the light and

magnetic field being present, due to some steps taken to increase the sensitivity by

at least an order of magnitude. These two components couple together giving a final

result that is dependent upon them both being present. From this measurement we

are able to establish frequency dependence of the coupled output.
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First-principles investigation

Electronic band structure calculations were performed with the Vienna ab-initio

simulation package (VASP)[292, 293] on a relaxed 14-atom primitive CoFe2O4 cell

using LDA+U and GGA+U techniques (Ueff = 4.5 eV for Fe and 4.0 eV for Co)[115]

and projector augmented wave pseudopotentials.[295, 292, 293] Additional 28-atom

supercell calculations were performed to understand the effect of partial inversion

on the electronic properties. We employed a plane wave cutoff of 500 eV and a Γ-

centered 7 × 7 × 7 k mesh for the 14-atom density of states (DOS) and relaxation

calculations.

3.5.3 h-LuFeO3

High temperature multiferroics with strong magnetoelectric coupling are immensely

desirable for magnetic memory, tunable filtering, energy harvesting, and medical/bio-

technology applications [574]. Single phase materials have, however, proven elusive;

at least under a classical definition where they must be simultaneously ferroelec-

tric (d0) and ferromagnetic (d 6=0) [177, 181]. The more logical approach to obtain-

ing multiferroics from the classical definition using current technology and under-

standing involves multi-phase (composite and heterostructure) materials, such as

BaTiO3–CoFe2O4, BiFeO3–CoFe2O4, and La0.67Sr0.33MnO3–BaTiO3.[40, 575, 576,

577, 42, 39] These combinations result in a magnetoelectric phase via strain-driven

Once the description was broadened to include other forms of magnetism [212], viable

candidates including BiFeO3, LuFe2O4, and TbMnO3 emerged [224, 578, 579, 580,

196]. Another recent approach approach for obtaining multiferroism and an increased
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TC is by locating the contribution of order (ferroelectric or magnetism) on separate

ions, a prominent example is that of BiFeO3.[98] Further broadening to include field-

induced multiferroics led to the inclusion of CuO and hexaferrites [581, 582]. In

type I multiferroics it is possible to have an appreciably increased temperature range

of overlap[212] however the cross coupling of the magnetism and ferroelectricity is

typically weak[580, 583, 99]. What distinguishes these compounds is their ability

to overcome the contradictory requirements for ferroelectricity and magnetism, al-

beit by different mechanisms and with various degrees of cross-coupling. One of the

candidates, h-LuFeO3, was originally typed as a room temperature multiferroic [80].

Just like the relative material (LuFe2O4) this was dismantled.[584, 53] This system

has hexagonal symmetry with space group P63cm in epitaxially stabilized thin films.

It is ferroelectric below 1020 K and a non-collinear antiferromagnet below 147 K

[584]. This system is a derivative of LuFe2O4, which has a fascinating phase diagram

series of relatively high temperature charge, spin, and structural transitions [82, 331]

that emanates from the interplay between charge, structure, and magnetism.

Theorists investing their efforts into material initiatives have predicted many

“high” temperature multiferroic materials but due to complications in synthesis tech-

niques these materials have yet to be realized.[585] A number of new candidate mul-

tiferroic materials that have been successfully synthesized include CuO[581] and the

hexagonal rare-earth manganites and ferrites such as YMnO3 and LuFe2O4 respec-

tively. Composites (heterostructures) that separate the component of ferroelectricity

and ferromagnetism come in many flavors e.g. superlattice or rods and nanoparticles

in a matrix.[3, 586, 587]
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High quality epitaxial h-LuFeO3 films, of depth 50 nm, were grown at 800◦C on

(111)-orientated yttria-stabilized zirconia substrates using molecular-beam epitaxy

[584], and film quality was assessed by x-ray diffraction and susceptibility. Optical

measurements were carried out using a Perkin-Elmer λ-900 spectrometer (0.41-6.53

eV) in both transmittance and reflectance mode, and the absorption [α(E )] was de-

termined via combined Glover-Tinkham and Kramers-Kronig techniques [399]. Mag-

netic circular dichroism (MCD) was performed at the National High Magnetic Field

Laboratory, Tallahassee using the Split-Florida Helix magnet up to 30T [588]. The

beam path included a monochrometer, chopper, and photoelastic modulator con-

nected to individual lock-in amplifiers, this is thoroughly discussed previously Sub-

subsec. 3.3.3. The MCD signal was determined from the ratio of the photoelastic

modulator and beam chopper responses, respectively. These signals were separated

by standard lock-in amplifier methodology.[562] Photoconductivity was performed on

a custom-made setup that included a Xenon lamp, contact tips, picoammeter, and

power meter, along with a series of narrow bandpass filters and a sputtering system

for deposition of 250 µm Pt contacts. The narrow bandpass filters covered the range

of 0.62–3.65 eV allowing for capturing slices of the optical spectrum. The contacts

were First principles calculations were performed using the density functional the-

ory + U method including spin-orbit coupling, as implemented in the full-electron

WIEN2K package with U=4.5 eV and J=0.95 eV for Fe.

Thin film growth

Epitaxial h-LuFeO3 thin films were grown by Darrell G. Schlom’s team at Cornell

University. Films were grown ≈800 ◦C with thickness ≈50 nm were deposited on

173



Yttria-stabalized Zirconia substrates by molecular-beam epitaxy.[222]

Transmittance and reflectance measurements

The near-infrared, visible, and near-ultraviolet spectra were measured with a

modified Perkin-Elmer λ-900 spectrometer. Variable temperature spectroscopies

were carried out between 4.2 and 600 K using an open-flow helium cryostat and

temperature controller. Spectral resolution was 1 nm in the near-infrared, visible,

and near-ultraviolet. The absorption spectrum was calculated from the transmit-

tance and reflectance using Glover-Tinkham and Kramers-Kronig analysis.

Field dependent measurements - magnetic circular dichroism

The magneto-optical, MCD, properties were measured at the National High Mag-

netic Field Laboratory (NHMFL) in Tallahassee, FL, using the Split-Florida Magnet,

a 300 W Xe lamp, a 1/4 meter monochromator, a optical chopper, optical lenses,

a linear polarizer, and photoelastic modulator, the magnet produces magnetic fields

up to 30 T. The signal-to-noise ratio was increased by chopping unmodulated light;

dynamic separation of right and left circularly polarized light (RCP & LCP) in

time, δ(t) = λ/4 sin(ωt), was achieved by passing linearly polarized light through a

photoelastic modulator. These signals were separated by standard lock-in amplifier

methods.[69, 517, 562]. The experiments were carried out between 4.2 and 300 K

in the spectral range of 0.8 - 3 eV using InGaAs and Si diode detectors. Data were

collected on both increasing and decreasing magnetic field. The MCD response was

calculated as IMCD = Cx−Cy
Px−Py , here C is the chopper lock-in signal and P is the PEM

lock-in signal.
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MCD was used to measure a spectrally resolved picture of the magnetization

dependence on the underlying electronic structure and give understanding of their

coupling. MCD is fundamentally a detection of the difference in transmission of right-

and left-circularly polarized light (TR and TL, respectively), (TR− TL)/(TR + TL). If

a response is detected this can be first attributed to the existence of a time-reversal-

symmetry-breaking (time non-invariant) phenomena e.g. magnetization. MCD re-

sponse also arises due to spin-orbit interaction. These occur over specific wavelength

regimes and thus can elucidate the coupling of a magnetic specimen, such as mag-

netic semiconductors, to optical constants of the investigated material. Our MCD

measurements were carried out at the National High Magnetic Field Laboratory,

samples were mounted in a 10 T superconducting magnet with direct optical access,

in transmission mode at 1.6K. The optical path consisted of a 300W Xe lamp, and

a 1/4 meter monochromator, followed by lenses and a glan-cube to obtain linear po-

larized light. The signal-to-noise ratio was increased by chopping the light, followed

by dynamic separation of right and left circularly polarized light (RCP and LCP)

in time, δ(t) = λ/4 sin(ωt), was achieved by passing linearly polarized light through

a photoelastic modulator (PEM).[70, 64] The modulated light was detected by a

combination of detectors, Si and InGaAs diodes. These signals were separated by

standard lock-in amplifier methods, referenced to the chopper and PEM frequencies

with values equivalent to TR + TL and TR − TL, respectively.[562]
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3.5.4 LuFe2O4

Thin film growth

Epitaxial LuFe2O4 thin films were grown by Darrell G. Schlom’s team at Cornell

University. Films were grown ≈800 degC with thickness ≈75 nm were deposited on

MgAl2O4 substrates by molecular-beam epitaxy.[337]

Transmittance and reflectance measurements

The optical absorption coefficient was determined by measuring the transmittance

and reflectance over 0.5–6.5 eV. In the range below 3.0 eV we used pure transmittance

data to calculate the absorption coefficient. Above this regime, we implemented

Glover-Tinkham analysis in the range where transmittance and reflectance data were

both of vital importance to determine the optical properties of the film.[337] The data

were merged in the range of 2.5–3.0 eV due to significant overlap and shape trends.
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Chapter 4

Magnetic field tunability of

spin-polarized excitations in a

high-temperature magnet

Magnetic atoms, such as Iron, keep

Unpaired Electrons in their middle shell,

Each one a spinning Magnet that would leap

. . . In Units growing visible, the World we wield!

John Updike

Midpoint - THE DANCE OF THE SOLIDS

In order to comprehend the spin-charge interactions in NiFe2O4, we employed

MCD, (magneto-)photoconductivity, and complementary first principle calculations

along with prior optical absorption to unravel the intricacies of electronic structure
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in this system. Analysis of the MCD elucidated a large number of spin down states

that are well isolated; additionally, photoconductivity that depends on magnetic

field, helps reveal a metamagnetic transition involving spin on the Ni center that

switches the electronic structure of this system. These findings open the door for

the creation and control of spin polarized excitations from minority channel charge

transfer in spinel ferrites.[127, 302, 558, 307, 4]

4.1 Exploring the metamagnetic transition involv-

ing the Ni spin flip

Magnetic field drives a reorientation of the Ni spins at a critical field Bc(Ni) of 0.3T

[Fig. 4.1 (b)].[286] The Fe spins presumably saturate at much higher fields (Bc(Fe)).

Figure 4.1(c) displays the calculated density of states with well-known spin-split va-

lence and conduction bands. The latter arises naturally from coupling of the two inde-

pendent sublattices and suggests that NiFe2O4 may be able to support spin-polarized

optical excitations.[284, 307, 589] Recent electronic structure calculations combined

with linear optical spectroscopy revealed NiFe2O4 as an indirect gap material.[556] In

fact, the 1.6 eV indirect gap along with the 2.4 and 2.8 eV direct gaps overlap the so-

lar spectrum.[556] That said, questions have arisen [557] about the indirect nature of

the 1.6 eV gap that require deeper investigation. Additionally, experimental evidence

verifying (or refuting) key aspects of the predicted electronic structure[556, 284] is

highly desirable. Strikingly, we find - via the combination of a carefully coordinated

series of advanced experiments and calculations - that NiFe2O4 supports magnetic
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Figure 4.1: (a, b) Crystal structure of NiFe2O4 showing the spin configuration at
zero field and above Bc(Ni) where the Ni spin is flipped to align with the field. (c, d)
Projected density of states (DOS) from hybrid functional calculations[556] depicting
Ni (Oh) to Fe (Td and Oh) charge transfer excitations in the minority and majority
channels in the two spin configurations of interest.
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field tunable spin-polarized excitations.

4.2 Experimental evidence for tunability and con-

trol of spin-polarized excitations

4.2.1 Optical signatures of spin-polarized excitations

Figure 4.2(a) displays the MCD spectrum of NiFe2O4 in an applied field of ±10T at

1.6K. The linear absorption spectrum (α(E)) is included for comparison, and the

1.6, 2.4, and 2.8 eV band gaps are indicated on the energy axis.[556] Examination

of the spectra in Fig. 4.2(a) immediately reveals a large number of states below the

majority channel gap. The local maxima in the dichroic response also coincide with

inflection points in the absorption. This correspondence demonstrates an important

derivative relationship that we discuss in detail below.

MCD is a powerful tool for unveiling spin-dependent electronic structure be-

cause it probes the field-induced difference in the absorption between right- and left-

circularly polarized light (RCP and LCP, often denoted as + and -).[547, 590, 591]

The magnitude of the dichroic response, IMCD, can be expressed as: [590, 591]

IMCD ≈
(α+(E)− α−(E))d

2
≈ ∆E

2

1

α(E)

dα(E)

dE
. (4.1)

Here, α(E) is the linear absorption, α+(E) − α−(E) represents the differential ab-

sorption between RCP and LCP light, dα(E)/dE is the derivative of absorption
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Figure 4.2: (a) MCD spectra of NiFe2O4 at ±10T along with the linear absorption.
The points on the energy axis define the band gaps,[556] and the shaded regions
emphasize the character of the excitations in each energy window. The schematic in
upper left show correlation between geometry of the transitions and optical path in
the Faraday geometry. Here, α± and σ± are the absorption coefficient and helicity
intensities, respectively. ~k and ~B are the propagation and magnetic field directions,
respectively. (b) Derivative of IMCD, along with inset emphasizing the spectral asym-
metry near 1.57 eV and 100meV splitting. (c) Comparison of experimental and the-
oretical MCD spectra (with a rigid shift of -0.6 eV). (d) MCD intensity at constant
energies vs. field. The dashed lines guide the eye. (e) Residual MCD signal obtained
from the difference of IMCD in the positive and negative field directions along with
the corresponding theoretical difference between the calculated MCD response when
Ni spin is parallel to Fe (Oh) vs. Fe (Td) moments.
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with respect to energy, ∆E is the change in energy of the peak position, and d is the

thickness of the film. Further, the resulting contrast in α±(E) correlates with σ±,

the helicity.[590] This relationship shows a direct proportionality between IMCD and

dα(E)/dE. Recalling that absorption is a joint density of states effect, the dichroic

response will be related to critical points in the band structure, highlighting the

link with the electronic structure. Complementary modeling of the dichroic response

implemented the previously calculated matrix elements of the optical conductivity

tensor [556] and the following expression for the MCD intensity:[592]

IMCD ≈
dω

2c
Im(n+ − n−) ≈ 2πd

c
Im[

σxy
(1 + ı4π

ω
σxx)1/2

]. (4.2)

Here, n± = (εxx ± εxy)1/2 is the refractive index of RCP (or LCP) light arising from

the dielectric function ε, d is film thickness, and c is the speed of light.

Returning to the spectra in Fig. 4.2(a), we see that the derivative-like features

in the dichroic response of NiFe2O4 can be assigned based upon an understanding

of the band structure and projected density of states.[556] Importantly, there are a

large number of features in the 1.5 to 2.8 eV energy window - where only minority

channel charge transfer excitations are active. This is strong evidence for spin-

polarized excitations.[547, 551, 552] Spectral features emanating from on-site d-to-d

excitations are also apparent.[593] In addition to being a sensitive technique for

locating important features in the density of states, dispersions in the MCD spectra

give reliable estimates of the spin splitting between majority and minority bands. We

find exchange splittings in the range of 0.2 to 0.3 eV depending upon the excitation,

in reasonable agreement with theoretical predictions.[284, 285]
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Figure 4.2(b) displays the derivative of the MCD spectrum as a function of energy.

This rendering shows how gap energies correspond to local extrema in dIMCD/dE at

1.6, 2.4, and 2.8 eV. Another important energy scale, missed previously, appears at

≈1.8 eV. dIMCD/dE in the region near the indirect gap is especially interesting.[594]

A doublet structure centered at 1.57 eV, emphasized by the black line, is clearly ob-

served in the data taken at +10T, whereas in the opposite (-10T) field direction,

the doublet is absent. The total splitting of this doublet in the spin down channel

is 100meV. Dividing by two yields the mediating phonon energy of 50meV - match-

ing nicely with the O-Fe-O bending mode.[556] Furthermore, this doublet does not

have a node. Since a single angular momentum of light is being absorbed in the

relevant energy window, we conclude that the fundamental gap excitation is spin

polarized. We attribute this finding to the spin-split band structure and the two

distinct symmetry environments of the Fe centers.

Figure 4.2(c) compares the experimental MCD spectrum of NiFe2O4 with that

calculated using Eqn. 4.2. In this panel, the theoretical curve has been rigidly

shifted to account for over-estimation of the band gap within the hybrid functional

method.[556] The excellent overall agreement between the measured and calculated

spectra immediately verifies that the theoretical MCD response captures the essen-

tial aspects of the electronic structure. This is emphasized by critical points in the

band structure.

Figure 4.2(d) displays constant energy cuts of the dichroic response vs. magnetic

field. The resulting curves reveal a non-linear progression akin to magnetization,[286,

595] although saturation occurs much more slowly due to the local nature of this
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probe [596] and with some asymmetry compared with M(B) that is accounted for

by the metamagnetic transition (discussed below). Optical tracking of M(B) is ex-

tremely important for optical data storage and advanced sensing.[130] It is therefore

striking that constant energy cuts of the dichroic response reveal such a correlation -

even as new types of excitations are accessed under magnetic field. Figure 4.2(e) dis-

plays the difference in IMCD for the two different field directions (±B). The contrast

grows with increasing energy and applied field reaching values of -2.5×10−3 cm−1 at

2.75 eV and 10T.

The electronic structure of NiFe2O4, as probed by MCD spectroscopy, depends

intimately on the spin state of the transition metal cations. Detailed analysis of the

electronic structure under different spin configurations provides a striking account of

∆IMCD. Recall that the excitation spectrum in ordinary ferromagnets, e.g. iron, does

not depend on field direction: all states “flip” (invert) their spin under applied field,

giving equal access to transitions. Introducing a second magnetic sublattice does

not in itself change this picture. However, in NiFe2O4, and indeed in other inverted

spinels, two transition metal centers comprise one sublattice, and the spins associated

with the Ni ions change polarization (i.e. switch magnetic sublattices) across Bc(Ni).

Comparison of the predicted partial densities of states [Fig. 4.1 (c,d)] reveals precisely

how the metamagnetic transition modifies the electronic structure. While the density

of states associated with the Fe centers remains fairly rigid and relatively insensitive

to changes in the microscopic spin arrangement, that associated with the Ni2+ ions

is modified significantly. In fact, these bands move from the majority (minority) to

minority (majority) channel as the Ni spin flips, providing carriers in the Ni states
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access to a completely different set of spin-allowed charge transfer excitations.[4] As

a result, the MCD spectrum of NiFe2O4 is altered dramatically across Bc(Ni).

4.2.2 Exciting higher magnetic field investigations via first-

principle electronic structure calculations

Naturally, we sought to predict how the metamagnetic transition affects the electronic

structure. MCD spectra computed for the field-induced state (B > ±Bc(Ni)) show

two primary differences when compared to the ground state (B = 0). First, all

features shift to higher energies (e.g. 70meV for the 2.7 eV excitation); and second,

the intensity is lost below ≈3.3 eV, at which point the spectra begin to develop

qualitative differences, as shown by Fig. 4.2(e). Close inspection of the spectra in

Fig. 4.2(a) reveals peak position offsets of about 50meV, in excellent agreement with

these predictions.

Figure 4.3 summarizes how the DOS evolves with the microscopic spin arrange-

ment on the Ni and Fe sites. The left-hand side shows the ferrimagnetic ground state

in the absence of an external magnetic field, with the spins on the octahedral Ni2+

sites aligned with those on the octahedral Fe3+ sites and opposed to those on the

tetrahedral sites. Above the first critical field Bc(Ni), the Ni spins flip into alignment

with the tetrahedral Fe spins, giving an excited state that is 248meV/f.u. above that

of the ground state. This situation is shown in the middle panel and is discussed

extensively in the main text. At a second much higher critical field Bc(Fe), all spins

are forced into alignment, giving the fully ferromagnetic state seen in the right-hand

side of this figure. Here, ∆E/f.u. = 613meV. The fully polarized state of NiFe2O4
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has not been experimentally realized.
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Figure 4.3: (top) Diagram showing typical spin orientations and (bottom) projected
DOS at (left to right) B = 0T, B > Bc(Ni), and B > Bc(Fe). In this work, we focus
on Bc(Ni).

Figure 4.4 summarizes the calculated MCD spectra of NiFe2O4 for the three dif-

ferent spin configurations. As discussed in the main text, flipping the Ni2+ spin

across BC(Ni) alters the spectrum significantly (dark blue to light blue). Close in-

spection of Fig. 4.4 (a) reveals that increasing the field above B > Bc(Ni) reduces

the fine structure slightly and shifts the main peak (at ≈2.6 eV) to higher energies.

As discussed in the main text, these predictions are in excellent agreement with our

measurements. Even larger contrast is predicted to occur near 4 and 6.5 eV. This is

beyond the range of our experiments.
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states over a wider energy range. In both panels, the energy scale has been shifted
by −0.6 eV.

The calculated MCD response of the fully polarized state (B > Bc(Fe)) is indicated

by the red lines in Fig. 4.4. This type of magnetic quantum phase transition occurs

when the effective applied field overpowers the internal field to fully saturate the spin.

Comparison reveals that the predicted MCD response level is overall lower. New

features also emerge in previously flat portions of the spectrum - for instance, between

15 and 20 eV. We anticipate that these predictions will motivate measurements of

NiFe2O4 and other spinel ferrites at even higher magnetic fields.

4.2.3 Probing the spin-charge interaction and establishing en-

ergy window

To provide additional information on the interplay between charge and spin, we

measured the photoconductivity of NiFe2O4 [Fig. 4.5(a)]. This property derives
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from the creation of electron-hole pairs with light: σPC ∝ η α(E) τ . Here, σPC

represents the photoconductance, η is the probability of creating a carrier, α(E) is the

absorption coefficient, and τ is the carrier lifetime. Comparison with the absorption

spectrum reveals that photoconductivity begins to develop near the fundamental gap

- evidence that there are indeed important electronic states in the energy window

below 2.8 eV deriving from the two discrete symmetry environments of the Fe centers.

Figure 4.5(b) displays typical current vs. voltage (I-V ) curves with white light on and

off. The data in panel (a) were obtained from similar I-V curves collected at specific

illumination energies. Application of a magnetic field provides an opportunity to

further explore the photo-excited minority channel carriers. Figure 4.5(c) displays a

typical set of I-V curves taken at 2.0 eV. As a reminder, light at this energy excites

the Ni Oh → Fe Oh charge transfer in the minority channel. The illumination and

magnetic field conditions are indicated as (hν, B). Using I-V curves like those in

Fig. 4.5(c), we determined field-induced changes in photoconductivity. Figure 4.5(d)

summarizes these findings by plotting them as magnetoresistances. It is immediately

apparent that NiFe2O4 exhibits strong field effects (-6.5%) in the range where only

minority carriers are active. Furthermore, this response is well above the standard

magnetoresistance (on the order of -1%).[73] We conclude that light and field together

are more effective than field alone - at least in the energy window between the

minority channel indirect and direct gaps. Another key point that emerges from this

work is that the negative tunnel magnetoresistance observed in spin-filter devices

with ultra-thin NiFe2O4 barriers[285] extends beyond the static limit.
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189



4.3 Where does this put NiFe2O4?

The effects discussed here are quite different from those that arise in dilute mag-

netic semiconductors and many of the chalcogenides. The unusual electronic prop-

erties of the former are generally attributed to impurity band interactions,[595, 590]

whereas the latter emanate from strong spin-orbit coupling and include spin-split

bands, Rashba splitting, and topologically-protected surface states. [597, 598] The

spin-polarized character of the excitations in NiFe2O4 instead emerges from the two

independent magnetic sublattices - an aspect of the crystal, chemical, and electronic

structure that will be replicated (in some form) in other spinel ferrites. These ma-

terials, already well known for their high Curie temperatures and robust moments,

should be explored for enhanced effects, with additional advantages if the active

energy window has a healthy overlap with the solar spectrum.
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Chapter 5

Chemical tuning of the optical band

gap in spinel ferrites: NiFe2O4 vs

CoFe2O4

Since nothing probably is a greater drawback to

the successful development of a new hypothesis

than overstepping its boundaries, I have always

stood for making as close a connection between

the hypothesis of quanta and the classical

dynamics as possible, and for not stepping

outside of the boundaries of the latter until the

experimental facts leave no other course open.

Max Planck

Theory of Heat Radiation 2nd ed.
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We employed optical spectroscopy, high-quality epitaxial thin film growth, and

first-principles calculations to investigate the electronic structure of CoFe2O4. The

spectroscopic analysis was compared with NiFe2O4 to assemble a deeper understand-

ing of the size and covalency effects of the second metal ion in spinel ferrites. Our

work reveals CoFe2O4 to be fundamentally an indirect band gap material (1.2 eV, X

→ Γ in the spin-down channel) with a direct gap at 2.7 eV. We also used temper-

ature dependence to investigate the robustness of the direct band gap, ≈2.8 eV at

low temperature. This feature remains virtually constant up to the TC , softening by

≈0.13 eV. These results, along with the magnetic properties, show that the stability

of the electronic structure can be valuable for usage in the spintronics world.

5.1 Optical properties of CoFe2O4

Figure 5.1 displays the 300 K absorption spectrum of the CoFe2O4 film grown at

690 ◦C (red) along with similar data on the Ni-analog (blue, from Ref. [314]) for

comparison. While there are many similarities in the response, there are important

differences as well. One such difference is the absorption onset. α(E) for CoFe2O4

begins to rise much sooner than that of NiFe2O4, a response that can be anticipated

by examining the relative appearance of the two films (insets, Fig. 5.1). CoFe2O4

is overall darker when photographed in both transmittance and reflectance. For

traditional semiconductors like silicon,[559] it is well established that plots of (αE)2

and (αE)0.5 vs energy reveal direct and indirect band gaps as 5.1

α(E) =
A

E
(E − Eg,dir)0.5 +

B

E
(E − Eg,ind ∓ Eph)2. (5.1)
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Despite their more complicated band structures, this approach is commonly extended

to allow analysis of oxides. [599, 600] In CoFe2O4, linear fits were obtained for both

cases.

As shown in Fig. 5.1(b), a plot of (αE)0.5 vs. energy reveals an indirect band gap in

CoFe2O4 at 1.17±0.08 eV. This gap value is significantly smaller than that of NiFe2O4

(1.64 eV),[314] as anticipated from the absorption spectrum and examination of the

films themselves. We extract a coupling phonon energy[559] on the order of 50meV

that corresponds to a O-Fe-O bending mode, similar to NiFe2O4.[296, 314] The direct

gap analysis (Fig. 5.1(b)) makes use of an (αE)2 vs. energy plot as well. It reveals

a direct charge gap at 2.74±0.10 eV. Comparing the indirect and direct gap values

clearly reveals that CoFe2O4 displays a fundamental indirect energy gap, similar to

the situation in NiFe2O4. Prior optical work[300, 573] did not uncover the indirect

gap excitation, so our findings are in sharp contrast with the reports that CoFe2O4

is a direct gap material. Notable also is the large difference between the indirect and

direct gap in CoFe2O4 (see Table 5.1).

We can assign the excitations in Fig. 5.1(a) using the results from our first prin-

ciples electronic structure calculations (Fig. 5.2). The strongly hybridized Co + O

valence edge permits both Op → transition metal d charge transfer and intersite

metal d → metal d, d-d, charge-transfer-like transitions. Interestingly, the localized

Co states near the valence band edge could make intersite d → d excitations com-

parable in strength to those of p → d origin. Clearly, transitions in the minority

channel (Co + O → Fe(Oh)) define the absorption edge and the fundamental indi-

rect gap, similar to the situation in NiFe2O4. The strong band above 3 eV is due to a
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Figure 5.1: 300 K absorption spectrum of CoFe2O4 and NiFe2O4 grown at 690 ◦C.
Insets: photos comparing transmittance and reflectance of CoFe2O4 and NiFe2O4 in a
microscope with standard lamp. (b) Optical band gap analysis for the CoFe2O4 film.
(c) dependence of the direct band gap on measurement temperature upon approach
to TC at 795 K.

combination of majority and minority channel excitations. In the majority channel,

Co d→ Fe(Td) d and O p→ Fe(Td) d dominate, whereas in the minority channel, O

p→ Fe(Oh) + Co d and Co d→ Fe(Oh) + Co d excitations are allowed in addition to

the fundamental transitions. This band edge determines the character of the direct

gap. The latter could be in either spin channel. The most likely candidates are listed

in Table 5.1.

Interestingly, the optical absorption spectra of films grown at 520 and 365 ◦C

are virtually identical to that of films grown at 690 ◦C (Fig. 5.1). This is different

than what is found in NiFe2O4 thin films.[314] While surprising on first inspection,

this finding can be understood by recalling the dissimilar evolution of the unit cell

structure with growth temperature in the two materials.[286] X-ray diffraction mea-

surements show that NiFe2O4 films become progressively strained due to an increase

in the out-of-plane lattice parameter at lower growth temperatures. By contrast,
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Table 5.1: Experimental and theoretical optical band gap values of CoFe2O4 (in
eV).

Gap form Experimental gaps Band gap LSDA+U GGA+U

Indirect 1.2 (from (αE)0.5 V E plot) Eg,min(X → Γ) 0.9 1.5

Direct 2.7 (from (αE)2 V E plot)
Eg,min(X → X) 1.0 1.6
Eg,min(Γ→ Γ) 1.4 2.0
Eg,min(W →W) 1.9 2.3
Eg,maj(Γ→ Γ) 1.9 2.1

CoFe2O4 films grow almost strain-free between 300 and 700 ◦C.[286] We conclude

that the optical properties of spinel ferrites are more sensitive to unit cell parameter

changes than film epitaxy. The insensitivity of the band gap to growth temperature

also supports this supposition.
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We also carried out variable temperature optical measurements between 4 and

800 K. The latter is very close to TC. The temperature dependence of the direct gap

in CoFe2O4 is shown in Fig. 5.1(c). It displays a systematic quasi-linear decrease

from 2.80 eV at 4.2K 2.67 eV at 800K. Overall, the direct gap softens by only 0.13

eV over the temperature range investigated and remains robust on approach to TC =

795 K. This insensitivity to temperature and robustness on approach to TC implies

relatively weak charge-spin coupling in CoFe2O4 compared to other multifunctional

oxides like BiFeO3.[601, 602, 603] The modest temperature dependence can probably

be understood in terms of thermal broadening effects, which creates virtual states

between the valence band maximum and conduction band minimum, reducing the

average gap value. That the semiconducting character of this spinel ferrite remains

robust up to very high temperature certainly broadens the utility of this material.

Figure 5.2(a) displays the density of states as obtained with LSDA+U . Compar-

ison with GGA+U is reported in Table 5.1. Due to the agreement between these

methods (mainly a rigid shift that changes the gap values), we shall only discuss

LSDA+U results here. Our calculations correctly capture the semiconducting na-

ture of CoFe2O4. The majority and minority channels are spin-split both in the

valence and conduction bands, and the gap is found to be much larger in the major-

ity channel (1.8 eV) than in the minority channel (0.9 eV). We also verified that the

octahedral sites strongly prefer antiferromagetic alignment with the tetrahedral sites,

consistent with the super-exchange picture and irrespective of the inversion factor. In

the fully inverted structure, the Fe3+ moments are completely compensated, and the

net moment arises only from Co2+ (3µ B/f.u.), consistent with previous reports.[288]
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Both Co2+ and Fe3+ are in the high-spin configuration. The density of states is qual-

itatively similar to that of the Ni-analogue [314] except for the difference in band

gap values (Fig. 5.2(a)). Like NiFe2O4, we see narrow conduction band states be-

longing to minority octahedral Fe and Co d states and majority tetrahedral Fe d

states. The valence band can be separated into strongly localized Fe states 7-8 eV

below the Fermi level (not shown in figure) and a broad hybridized band of Co and

O states near EF . The most perceptible difference between CoFe2O4 and NiFe2O4

is the stronger presence of localized Co states at the valence band edge, whereas in

NiFe2O4, the Ni states are more hybridized. The projected DOS is provided in Fig.

5.3. From these plots it is most evident that the Co d band dominates the valence

band edge at the Fermi energy EF with a finite level of exchange splitting, presenting

the spin-down (minority) channel nearest the surface. Additionally, the Feoct d band

is primarily responsible for creating the minimum energy conduction band edge.

To analyze the nature of the gap, we plot the LSDA+U bands along the lines

Γ – X – W for the minority and majority channels (Fig. 5.2(b) and (c)). The

majority channel conduction band is practically dispersionless, whereas the valence

band maximum is clearly at the Γ point. This difference yields a direct gap at

1.9 eV. There are additional indirect gaps very close to this energy, notably from

Γ to between X and W point (1.8 eV). We find more dispersive valence bands in

the minority channel of CoFe2O4 compared to NiFe2O4, with a clear indirect gap

candidate between X (k = 2π
a
[100]) and Γ, the difference in energy being 0.9 eV. This

result agrees quite well with recent literature reports. [284] There are also direct

gaps very close to this indirect gap. Notable ones are at X (1.0 eV), Γ (1.4 eV) and
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Figure 5.3: Total and partial density of states of CoFe2O4 calculated via local density
approximation and incorporating the Hubbard U values for Fe and Co (LDA+ U .)
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W (1.9 eV) (Table 5.1). Overall there is reasonable agreement with the experimental

result that the fundamental gap is indirect, which theory assigns to the minority

channel.[604]

Motivated by experimental reports of 70-80% partial inversion in CoFe2O4 powder

samples and nanoparticles,[308, 605] we performed additional relaxation and density-

of-states calculations on a 75% inverted structure by swapping an octahedral Co with

a tetrahedral Fe site while preserving the antiferromagnetic tetrahedral-octahedral

spin alignment. Our main findings are as follows. Energetically, we find that this

partially inverted configuration has higher energy compared to the fully inverted case

(∼70 meV/f.u) implying that these are metastable states. Secondly, the magnetic

moment is higher (4.0 µB/f.u) as the extra moment from the uncompensated Fe

lattice outweighs the loss in moment at the Co site. Enhanced magnetization values,

sometimes observed in thin films,[286, 567] can thus be rationalized by invoking the

presence of these metastable, partially inverted configurations. Electronically, we

find that partial inversion introduces tetrahedral Co states at the majority channel

valence band-edge which reduces the gap to 1.3 eV. The minority valence band-edge,

however, remains largely unchanged, i.e. octahedral Co states occupy the band-

edge, just like the fully inverted configuration, and the tetrahedral Co states are

deeper. The conduction band-edge character in both channels is also similar to the

fully inverted case, i.e. tetrahedral and octahedral Fe states define the majority and

minority band-edges, respectively. As a result, the minority channel gap is largely

unaffected and widens slightly to 1.0 eV; however, it is also clearly evident that by

dispersing the Co amongst the Oh and Td interstitial cites the majority channel gap
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narrows significantly, on the order of 0.5 eV. Taken together, our calculations show

that partial inversion has limited effect on the fundamental minority channel gap and

mainly changes the band-edge character of the majority channel via appearance of

tetrahedral Co states. The band edges in the two different configurations are shown

in Fig. 5.4 (b).

The difference in the optical and electronic properties between CoFe2O4 and

NiFe2O4 is quite analogous to the trend observed between CoO and NiO. It is well
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known that NiO has a larger band gap than CoO (4.0 vs 2.4 eV)[606], increased

hybridization[607], and a higher magnetic ordering temperature (530 vs 291 K).

A similar mechanism is likely at work in the spinel ferrites since the occupied Fe

states are deeper and well localized in both systems and do not affect the interaction

between Ni(Co) and oxygen. The smaller NiFe2O4 unit cell compared to that of

CoFe2O4 (8.34 vs 8.39 Å) results in a shorter Ni-O bond length which promotes

covalency and, in turn, greater hybridization and super-exchange interaction, which

manifest in a higher Curie temperature. The band gap trend can probably be traced

to the fact that the Ni2+ (3d8) ion is smaller than the Co2+ ion (3d7)[608] which

creates deeper Ni2+ states due to stronger electrostatic interaction. Therefore the

energy gap between occupied and unoccupied levels widens going from CoFe2O4 to

NiFe2O4, other factors being equal.

Finally, our work reveals that the band gap hierarchy of CoFe2O4 is quite similar

to that of Si, the most investigated indirect band gap material.[609] It also has

a strong overlap with the solar spectrum. CoFe2O4 and other spinel oxides have

much lower band gaps than many other complex oxides, such as room temperature

ferroelectric perovskites (BaTiO3 or PbTiO3 for example) where the charge gaps are

typically over 3 eV.[610] Extension to other members of the spinel ferrite family will

be a subject of further investigation.
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5.2 Fancy a Spin on a High-Temperature Magnet?

5.2.1 Deeper spectroscopic investigation of novel electronic

and magnetic material CoFe2O4

Multifunctional, high Curie temperature magnetic semiconductors are tailor-made

for modern device applications. They naturally provide sizable magnetic moments,

switchable spin states, and spin dependent band gaps for use in spintronics, spin-

caloritronics, and straintronics.[611, 282, 612, 613] Moreover, the use of spin rather

than charge is crucial for the development of ultra-low power devices because there

is less heat to dissipate. Among the various candidate materials, iron oxides are well

studied, sustainable, and earth-abundant. The spinel ferrites, with general formula

AFe2O4, are particularly attractive with CoFe2O4 and NiFe2O4 as flagship examples.

CoFe2O4 is well-known as a magnetic semiconductor [Fig. 5.5]. The Curie tem-

perature, TC, is 795K,[569] and the coercivity and saturation magnetization are

1.1T and 450 emu/cm3, respectively.[286] Saturation of the Co moments occurs at

Bs,Co ≈ 3T.[286] Thus, a small applied field drives the system from a ↓↑↑ to ↓↓↑

configuration and vice versa, upon field reversal. Field therefore allows selection of

one magnetic state over another. Presumably, the iron moments saturate at even

higher magnetic fields (giving the ↑↑↑ configuration), although the exact value of

Bs,Fe has not yet been measured. Confinement and strain provide additional con-

trol of the magnetic state.[614] The magnetocrystalline anisotropy of CoFe2O4 is

2× 106 ergs/cm3,[615] and the magnetostrictive coefficient along the [100] direc-

tion is large: −5.90× 10−4.[616, 617, 618] Together, these properties have led to
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contemporary usage in spin-filtering heterostructures, composite multiferroics, and

embedded nano-structures. [286, 619, 620, 621, 622]

Recent work uncovers fascinating electronic properties as well.[569, 616, 116, 284]

Analysis of the spectral functions and partial densities of states [Fig. 5.5(b, c)] reveals

sizable exchange splittings, a fundamental indirect band gap, and the possibility

of spin-polarized current emanating from low energy minority channel excitations.

Importantly, CoFe2O4 has an overall low electronic energy scale compared to similar

materials like NiFe2O4 and Co:ZnO.[116, 623, 624] Our recent spectroscopic work

on epitaxial thin films of CoFe2O4 uncovers a 1.2 eV indirect gap, a hierarchy of

higher energy direct gaps, and favorable overlap with the solar spectrum.[116] These

findings raise questions about broader aspects of the electronic structure in CoFe2O4

and the Ni analog. For instance, what are the band polarizations that contribute to

magnetism, and how does the I-V curve respond to light? These issues are central to

advancing the microscopic understanding of high TC magnetic oxides and their many

applications. Spinel ferrites are also well-suited to the development of structure-

property relations.[625, 566, 626] Just as in perovskites, transition metal centers

bring in electron correlation, anisotropy, and control charge, spin, and local lattice

environment. To first order, the charge, spin, orbital, and lattice channels operate

independently, although their entanglement leads to compelling interactions along

with opportunities for property control under external stimuli.[12, 627, 628, 629] At

the same time, spinel ferrites sport degrees of freedom that reach beyond those in

perovskites, e.g. the cation inversion parameter λ.[308, 630, 631] This provides a

framework for the development of new and useful properties as well as novel physics.
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In this work, we bring together magnetic circular dichroism (MCD) and pho-

toconductivity to investigate entangled electronic and magnetic degrees of freedom

in the spinel ferrite CoFe2O4. Our objective is to determine the spin polarization

and the rotation (which is proportional to magnetization), and by so doing un-

cover the bands and charges that are responsible for the unique magnetic properties.

Even though there has been other magneto-spectroscopy of spinels,[635, 636] to our

knowledge, there has been no work on these issues - an important oversight consid-

ering the very real application potential of these compounds. Analysis reveals (i) a

broad energy window of purely minority channel excitations that overlaps well with

the solar spectrum, (ii) magnetic field tunability of these states that derives from

field-induced switching of the spin state and the spin-charge coupling in this system,

and (iii) enhanced photoconductivity under applied magnetic field. Comparison with

the Ni analog [116, 301] also allows the development of several important structure-

property relations particularly with regard to the role of the inversion fraction. Taken

together, we uncover an energy window in the electronic structure where light gen-

erates spin-polarized carriers and where magnetic field influences the relevant charge

excitations. We discuss how high temperature magnets like CoFe2O4 and NiFe2O4

offer new opportunities for light harvesting and oxide electronics.[4, 302]

5.2.2 Uncovering the spin-dependent excitations and coerciv-

ity as a function of energy in spinel ferrites

Figure 5.6(a) displays the MCD spectrum of CoFe2O4 in applied fields up to ±10T

at 1.6K. The trends are overall systematic with increasing and decreasing field, as
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expected. For comparison, we include the linear absorption spectrum (α(E)), with

the 1.2 and 2.7 eV band gaps indicated on the energy axis.[116] Examination of the

spectra in Fig. 5.6(a) immediately reveals a large number of states below the majority

channel direct gap (2.7 eV). Moreover, local maxima in the dichroic response coincide

with inflection points in the absorption spectra. This demonstrates an important

derivative relationship between IMCD and α(E). The magnitude of the dichroic

response is often expressed as: [590]

IMCD ≈
(α+(E)− α−(E))d

2
≈ ∆E

2

1

α(E)

dα(E)

dE
. (5.2)

Here, α+(E) − α−(E) is the absorption difference between right and left circularly

polarized light, dα(E)/dE is the energy-dependent derivative of absorption, ∆E is

the change in energy of the peak position, and d is the film thickness. Further, the

resulting contrast in α±(E) correlates with σ±, the helicity.[590] Note that there is

a direct proportionality between IMCD and dα(E)/dE. Absorption is a joint density

of states effect, so IMCD highlights critical points in the band structure.

Direct assignment of the spectral features of CoFe2O4 comes from an understand-

ing of the band structure and projected density of states [Fig. 5.5 (b) and (c)].[116]

Minority-channel transitions involving hybridized Co + O → Fe(Oh) are responsible

for the absorption edge and the fundamental indirect gap. These transitions are cat-

egorized as intersublattice charge transfer [Fig. 5.5(f)]. They also give a direct gap

excitation in the spin-down channel due to the substantial oscillator strength and

magnitude of the absorption (1× 105 cm−1). The direct gap arising from majority-

channel transitions consists of Co(Oh) + O → Fe(Td) excitations. Of course, when
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λ = 0.75, this becomes Co(Oh) + Co(Td) + O → Fe(Td).

Returning to Fig. 5.6(a), there are several features in the 1.5 to 2.5 eV energy

window - where only minority channel charge transfer excitations are expected -

indicating that there are excitations that exist solely in the spin-down channel. The

lowest energy excitation, centered at 1.8 eV, presents considerable asymmetry on the

low energy tail, suggesting that the nearby indirect gap excitation may be affecting

the lineshape. By comparison, the excitation centered at ≈2.2 eV has the expected

Lorentzian lineshape. Beyond the exquisite sensitivity for locating important features

in the density of states, dispersion in MCD spectra gives reliable estimates of the

spin splitting between majority and minority bands. We find exchange splittings of

0.15 eV, in reasonable agreement with theoretical predictions.[284, 116]

Figure 5.6(b) displays the derivative of the MCD spectrum dIMCD/dE as a func-

tion of energy at ±10T. There are several intriguing features that give rise to

zero-crossings near 1.2, 1.8, 2.15, and 2.7 eV. As a reminder, the indirect gap in the

minority channel is at 1.2 eV, and the direct gap in the majority channel is at 2.7 eV.

The energy scale at ≈1.8 eV - indicated by the node in dIMCD/dE - is also impor-

tant, although it was overlooked in our prior analysis of the absorption spectrum.

We assign this feature as a Co (eg) → Fe (t2g) excitation. By comparison, the zero

crossing in dIMCD/dE near 2.2 eV seems to be a density of states effect. The full

band gap hierarchy in CoFe2O4 is thus 1.2 eV (indirect, minority channel), 1.8 eV

(direct, minority channel), and 2.7 eV (direct, majority channel).

The MCD spectrum of CoFe2O4 is similar in magnitude to that of NiFe2O4,[301]

although, in the Ni analog oscillator strength and the series of band gaps are pushed
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to higher energies. The excitations in CoFe2O4 thus have a much better overlap with

the solar spectrum from both a band gap and density of states perspective. The fact

that λ ≈ 0.75 in CoFe2O4 is not readily apparent from the MCD data, although as

discussed above, it does affect the assignments. The complexity of the charge transfer

excitations below 2.5 eV may be responsible for the additional oscillator strength.

From the preceding discussion and Eqn. 5.2, we see that the electronic aspects

of the dichroic response of CoFe2O4 are fairly straightforward. But what about the

magnetic response, and what effect will a change in spin state have on IMCD? In

other words, we know that applied field flips spin on the Co sites and drives a ↓↑↑

to ↓↓↑ transition at Bc,Co [Fig. 5.5(b)]. We do not, however, yet know the electronic

signatures of this entanglement.

The connection between magnetic circular dichroism and the spin state can be

understood in a straightforward manner by recalling that time reversal symmetry

is broken in magnetic materials. This means that separate wave vectors ~k+ and

~k− must be used to define the propagation of right and left circularly polarized light

[Fig. 5.5(e)], which results in the development of off-diagonal elements in the complex

dielectric tensor ↔
ε(E).[637] In addition to separate wave vectors being required to

describe the propagation of right and left circularly polarized light, all of the optical

constants are energy dependent and tensorial in nature. For example, the complex

refractive index is ↔
n(E) =

↔
n
′
(E) +

↔
n
′′
(E) =

√
↔
ε(E)

↔
µ(E). Moreover, the extinc-

tion coefficient ↔
n
′′
(E) is proportional to absorption ↔

α(E). Therefore, off-diagonal

components of the dielectric tensor (or the fact that the magnetic permeability of

a magnetic material ↔
µ is not 1.0) are directly connected to the absorption (and in
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turn the absorption difference between right and left circularly polarized light). More

precisely, the information derived from the dielectric tensor, and hence the refractive

indices (↔n± = n′± + in′′±) for right and left circularly polarized light, is expressed in

the relationships in Eqns. 5.3 – 5.6.[547] Taking the z direction as being parallel to

the magnetization ~m, the dielectric tensor appears as the following:

↔
ε =

∣∣∣∣∣∣∣∣∣∣
εxx iεxy 0

−iεxy εyy 0

0 0 εzz

∣∣∣∣∣∣∣∣∣∣
, (5.3)

≈ ↔
n

2

∣∣∣∣∣∣∣∣∣∣
1 iQ~mz 0

−iQ~mz 1 0

0 0 1

∣∣∣∣∣∣∣∣∣∣
, (5.3a)

↔
ε± =

↔
ε xx ±

↔
ε xy, (5.4)

↔
n± =

√
↔
ε± ≈

↔
n0 ±

↔
ε xy

2
↔
n0

, (5.5)

↔
n0 =

√
↔
ε xx

↔
µxx. (5.6)

These relationships demonstrate the attenuation of circularly polarized light as it

evolves across a medium. Here, ↔
n± = (εxx ± εxy)

1/2 is the refractive index, as ex-

pressed by Eqns. 5.3 – 5.6, for right and left circularly polarized light arising from

the dielectric function ↔
ε . It is also customary to define ~m as the magnetization

and Q as a material-specific magneto-optic constant. The correlation between the

imaginary component of the refractive index n′′± and absorption provides a direct
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correspondence between the magnetic polarization underlying the transition and the

dichroic response. Therefore, an assignment of the magnetic nature of the electronic

structure underpinning specific spectroscopic transitions follows logically. An impor-

tant caveat to these relationships is that the nature of the excitation precludes ↔
µ = 1

and thus the refractive index includes this salient component as shown in Eqn. 5.6.

This makes magnetic circular dichroism a sensitive tool for probing both electronic

and magnetic properties.

Figure 5.6(c) shows the residual MCD signal. This quantity is defined as the

difference in the MCD spectra taken in the positive and negative field directions:

∆IMCD = IMCD(E,B)− IMCD(E,−B). Physically, ∆IMCD represents the difference

in the dichroic response between the ↓↑↑ and ↓↓↑ states. In other words, field selects

the magnetic state, and ∆IMCD represents the asymmetry in the number of spin-

dependent states present in the excitation upon reversing the applied magnetic field.

In NiFe2O4, electronic structure calculations reveal that the Ni states reside in either

the minority or majority channel depending on whether spins are in the ↓↑↑ or ↓↓↑

state.[301] A similar swap of the Co density of states is anticipated here as magnetic

field is swept across Bc,Co. [116] Just as IMCD quantifies the number of states involved

in Co→ hybridized Fe(Oh)+Co excitations (with Co charge accessing a different set

of states above the Fermi level depending on the field direction), ∆IMCD reveals

the small fraction of excitations that are spin independent and insensitive to field

reversal. They probably involve ions other than Co, e.g. Fe and O. The overall size

of the residual signal represented by ∆IMCD is small. It is on the order of 10−5

near Bc,Co, increasing to 10−4 at full field. Overall, the MCD spectrum of CoFe2O4
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is controlled by the underlying spin state (↓↑↑ or ↓↓↑) and spin-charge interactions.

Use of a small (rather than large) field to flip the Co spins obviously assures a modest

residual signal.

To further explore the energy and magnetic field dependence of the dichroic re-

sponse of CoFe2O4, we created contour plots of these spectra. The data in Fig.

5.6(a) are thus a set of constant field cuts through the contour plot of Fig. 5.6(d).

Examination of IMCD in the contour format reveals that the slope increases near 2.5

– 3T depending upon the energy. This suggests that a more detailed analysis of this

edge may provide useful information about how the electronic excitations depend

upon the spin state (and how they change across the coercive field). Figure 5.6(e)

displays the change in separation of the contour lines, dIMCD/dB, as a function of

energy and magnetic field. The largest changes are between 1.7 and 2.1 eV. This

indicates that low energy charge transfer excitations are most strongly correlated

with the spin state as well as with spin-polarized absorption. Figure 5.6(f) cuts the

dIMCD/dB data in the contour plot at selected energies. Again, we see that changes

are most pronounced between 1.7 and 2.1 eV (where the mixed state transitions in the

minority channel reside) and that the high energy regime (E >2.25 eV) is effectively

flat. We conclude that applied field controls these states and excitations through the

spin-charge interaction.

In order to provide additional information on how these light-generated spin-

polarized carriers can be controlled, we carried out a series of magnetic field sweeps

of the dichroic response and compared the results to the magnetization of CoFe2O4

[Fig. 5.5(d)] which we already know is hysteretic. The latter is expected because
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spinel ferrites are well known ferrimagnets, although it is not entirely obvious that

the hysteretic nature of the ↓↑↑ to ↓↓↑ transition in CoFe2O4 will be reflected in the

magneto-optical properties. Examination of Fig. 5.7(a) reveals that there is little

effect near the fundamental indirect gap - mainly because there are so few Co states

with which to work. Higher energies are different. Here, a clear hysteresis develops

in the MCD response [Fig. 5.7(b)]. This is important and interesting because optical

tracking of a magnetic hysteresis loop has a number of applications. That the size

of the loop depends upon energy is, however, an unexpected surprise. Figure 5.7(c)

displays the coercive field as a function of energy. Interestingly, this data tracks a

Brillouin-like function, which is akin to following the number of Co-related magnetic

states. Overall, the field sweeps of the dichroic response in CoFe2O4 show that there

is a large energy window with promise for ultra-low power devices because of the

magnetically-switchable optical response.

5.2.2.1 Conservation of electromagnetic angular momentum

A well known concept in physical systems is that energy, mass, and linear momen-

tum must be conserved; however, angular momentum should be included in this list.

Electromagnetic waves have angular momentum, just the same as particles. The

separation of this angular momentum into constituents, e.g. orbital and spin, has

proven to be quite controversial but we will refrain from introducing this argument.

This arises in photons from the right- and left-circular polarizations having a projec-

tion of their angular momentum along the direction of propagation, helicity, equal

to ±1, respectively. These raising and lowering operators taking values in units of ~.
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Linearly polarized light is in a superposition of these two states. When decomposing

information presented by MCD, it is important to consider that the conservation of

angular momentum is the primary driving force behind the magnitude of response.

Principally this provides information about the changing angular momentum pro-

jected along the magnetic field direction,

~L = m~vr, (5.7)

becomes

~L = rp sin θ, (5.8)

as shown by Fig. 3.19. In the above equations, ~L is the orbital angular momentum,

m is the mass of the particle, ~v is the velocity, r is the radius or rotation and sin θ

represents the angle of ~L with respect to the magnetic field direction. A similar

structure appears when considering the spin angular momentum ~S. This suggests

that as the planar radius gets larger (smaller) the effective number of magnetic

moments invoked grows (shrinks) systematically. This results from torque ~T acting

on the magnetic dipole moment ~m from the external magnetic field ~B0 through the

angular momentum ~P , via the gyromagnetic ratio γ

γ ~B0 × ~P = ~T . (5.9)

To clarify, the gyromagnetic ratio appears as γ = ~m/~P . Additionally, when spin-

orbit interaction is significant the outcome communicates direct information about

the nature of the spin angular momentum component that is parallel to the magnetic
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field. Interestingly, when considering a microscopic model of circularly polarized

transitions occurring specifically between magnetically differentiated electronic bands

the RCP and LCP give access to the dispersion.[530, 531]

Incident circularly polarized photons each impart one quantum of orbital angu-

lar momentum (∆ML = ±1).[72, 525, 526, 375] Thus ∆ML becomes the primary

(or minimum) selection rule used in MCD. Additionally, the total angular ∆MJ

momentum remains conserved in both magnitude and direction when a photon is

absorbed, thus if spin-orbit interaction comes into play, the selection rule shifts to

∆MJ = ±1 On an important note, the transition is spin dependent because the he-

licity, the projection of the angular momentum onto the linear momentum, couples

to the parallel spin direction. A more visual explanation of helicity is the resulting

vector executes a clockwise or counterclockwise helical precession motion about the

propagation direction with respect to time.

Upon consideration of the tensors in the main text, the tensor can be broken

into two regions, (i) symmetric and (ii) antisymmetric. The former can be diagonal-

ized by a proper rotation of the coordinate system, this means that the symmetric

components i = j do not contribute to the magneto-optical effects, such as MCD.

However, the antisymmetric (off-diagonal) components do contribute to the MCD

response and can be considered to first order as having a direct dependence upon the

magnetization and/or magnetic field. We can understand the connection between

magnetization, coercive field, and energy by reexamining Eqns. 5.3 and 5.3a. In

cubic materials such as CoFe2O4, the dielectric tensor ↔
ε correlates directly with the

magnetization ~m and the Q’s which are material-specific magneto-optic constants.

213



We also know from the calculated density of states and experimental magnetization

[Fig. 5.5(b,c,d)] that excitations in this range emanate mainly from valence band Co

states and that the coercive field pertains only to the spin response of Co centers.

We can understand the connection between magnetization, coercive field, and

energy by reexamining Eqns. 5.3 and 5.3a. In cubic materials such as CoFe2O4, the

dielectric tensor ↔
ε correlates directly with the magnetization ~m and the Q’s which

are material-specific magneto-optic constants. We also know from the calculated

density of states and experimental magnetization [Fig. 5.5(b,c)] that excitations in

this range emanate mainly from valence band Co states and that the coercive field

pertains only to the spin response of Co centers.

5.2.2.2 Tools for probing electronic and magnetic properties

When considering the application of an optical probe, a critical component emerges

by the description from the interaction of light and matter. The optical properties of

a given medium are determined by the dielectric tensor which derives its constituents

from the motion of the electrons within the material. In the presence of an external

magnetic field ~B, a charge q moving with velocity ~v will experience a Lorentz force ~F ,

shown here by the vector cross product ~F = q(~v× ~B). This can naturally be extended

to oscillating dipoles, i.e. ~F = d~p/dt× ~B. The applied magnetic field will exert torque

on the dipole when the magnetic field is perpendicular to it; moreover, this suggests

that materials experience a Lorentz force when exposed to light. The force points

toward (away from) the center of the circle for RCP (LCP). Accordingly, we invoke

these principles to investigate the response of the electronic and magnetic properties

214



spectroscopically, in the form of magnetic circular dichroism. MCD powerfully, yet

delicately, unmasks spin-dependent electronic structure components via field-induced

differences in the absorption of right and left circularly polarized light (RCP/+ and

LCP/-), IMCD.[547, 590, 591]

In the framework of magneto-optical experiments two processes are taking place,

the phase and amplitude of the transmitted wave being recorded are altered and

attenuated as exp
{

(iEn′±z/c)
}

and exp
{

(−En′′±z/c)
}
, respectively. Here E is the

energy and z is the direction of propagation. The differing propagation velocities

produce a rotation of the effective polarization via the phase shifts, this corresponds

to the conventional Faraday rotation. When considering the polarization dependent

absorption rate of the two circularly polarized modes, the ellipticity is affected.

5.2.2.3 Substrate response

The substrate used for epitaxial growth of CoFe2O4 was spinel MgAl2O4. It has been

assumed that this spinel would be magneto-optically silent[638] but this assumption

was made without conclusive evidence to rationalize the statement. Fig. 5.9(a) shows

how the MCD response of the 100 µm substrate varies across the energy spectrum

at ±10T. The data are obtained by measuring the spectra at 10T, 0T going down,

−10T, and finally at 0T going up. Once each spectrum is measured the average of

the 0T spectra is calculated and substrated from the ±10T spectra. Importantly,

the result averages near 0 response, so that the response of the substrate does not

impinge upon the MCD response of CoFe2O4.

Fig. 5.9(b) displays a similar style of spectrum but with the average of the 0T
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spectra substracted from the individual 0T spectra, red and blue lines. The green

line shows the result of adding these values together. This shows that the disparity

of these spectra averages to 0 response.

5.2.2.4 Data interpretation

In Fig. 3.21 (a) we show a process that is most easily aligned with atomic and

molecular measurements but can be extrapolated to solids. The primary difference

between individual particle and solid based measurements is the bandwidth of the

excitation. For the atomic case, the bandwidth reduces to its narrowest with a lower

limit based upon the natural linewidth, governed by the following relationships:

∆ν =
1

2π∆t
, (5.10)

φ(ν) =
∆ν
2π

(ν − ν0)2 + (∆ν
2π

)2
, (5.11)

1

∆t
≈ Ann′ . (5.12)

The natural linewidth for a classic example, n = 2–n = 1 hydrogen excitation, with

a frequency of ν =2.5× 1015 Hz and a lifetime ∆t of 10−9s is 108 Hz. When con-

sidering solids, the bandwidth can become many orders of magnitude large than the

natural linewidth due to formation of bands. The work presented in this ESI and

the accompanying paper corresponds to the latter, solid case. The model presented

by Fig. 3.21 (a) suggests the aforementioned selection rule ∆MJ = ±1 shown in

Fig. 3.21 (b). The traditional model, derived from Kubo dielectric susceptibility

formalism,[69] presented for MCD two structures appear in spectra, including: (i)
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absorption and (ii) derivative shaped features. These are shown by Fig. 3.21 (c),

top and bottom, respectively. The derivative-like is the predominant feature ex-

pressed in MCD spectra. However, the model does breakdown when the separation

of the two extrema becomes comparable to the excitonic bandwidth of the parent

excitation.[503, 639]

5.2.2.5 Dispersion expressing exchange driven spin splitting

In Fig. 5.10 (a) we show how the energetic separation of the helicity-dependent ab-

sorptions is presented as rigid shifts of the band edge. The total splitting ∆E is

equivalent to two times the exchange splitting because each helicity-dependent ab-

sorption will shift accordingly based on the exchange splitting. Of course, what is

being shown here is a schematic and exaggerates any changes over that which is

experimentally observed. However, the important point is that the exchange split-

ting drives the helicity-dependent absorption and therefore presents spin-dependent

excitations that are in line with the α(E) edge.

5.2.3 Photoconductivity reveals electronic structure of CoFe2O4

Motivated by recent work in which iron oxides like BiFeO3 are used as active elements

of a solar cell,[601] we decided to take a step toward evaluating CoFe2O4 for light

harvesting applications. Photoconductivity is well-suited for this purpose, and it is

naturally connected to the series of band gaps, the spin split electronic structure in

spinel ferrites, and the entanglement of charge and spin. These measurements also

provide another opportunity to compare the electronic properties of CoFe2O4 with
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those of the Ni analog.[116]

Figure 5.8 summarizes the photoconductivity of CoFe2O4. This property derives

from the creation of electron-hole pairs with light: σPC ∝ η α(E) τ .[640] Here,

σPC is the photoconductance, η is the probability of creating a carrier, α(E) is the

absorption coefficient, and τ is the carrier lifetime. Figure 5.8(a) displays typical

current vs. voltage (I-V ) curves with white light on and off. The open-circuit

voltage of VOC = 100mV at an intensity of ≈50 kWm−2. The data in panel (b)

were obtained from similar I-V curves collected at specific illumination energies.

Comparison reveals that photoconductivity tracks the absorption spectrum (shown

here on a log scale) reasonably well. Closer examination of Fig. 5.8(b) reveals three

regions of particular interest. That centered near 1.0 eV is connected with charge

transfer excitations across the fundamental indirect band gap. There is also a d-to-d

excitation in the vicinity, but a localized excitation will not carry current. However,

the d-to-d excitation does perturb the electronic distribution and therefore provide

a route for increased current. This works to effectively decrease local electronic

correlations, both spatially and temporally. σPC is largest near 2.0 eV - just above the

direct gap in the minority channel. σPC continues to rise at energies above the direct

gap in the majority channel, with a feature near 3.5 eV that is most likely related to

additional structure in the joint density of states. The non-zero photoconductance

below the majority channel direct gap is particularly important. It provides evidence

that there are indeed important electronic states in the energy window below 2.8 eV

arising from the two discrete symmetry environments of the Fe centers. We therefore

see that the minority channel states can carry current and that this current can be
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created with light. A similar situation occurs in NiFe2O4 - although the overall energy

scale is higher. The Ni compound also has less structure in σPC .[301] Exchange

splitting is the origin of spin-dependent excitations in the ferromagnetic insulator

Y3Fe5O12 as well.[301, 641]

Application of a magnetic field provides an opportunity to further explore the

photo-excited minority channel carriers. This is because applied field drives a ↓↑↑

to ↓↓↑ transition on the Co sites.[286] Figure 5.8(a) displays a typical set of I-

V curves taken at under white light. As a reminder, light at this energy excites

the Co Oh → Fe Oh charge transfer in the minority channel. The illumination and

magnetic field conditions are indicated as (hν, B). Using I-V curves like those in Fig.

5.8(a), we determined field-induced changes in photoconductivity at various energies.

Figure 5.8(c) summarizes these findings by plotting them as magnetoresistances. It is

immediately apparent that CoFe2O4 exhibits strong field effects (-8%) in the range

where only minority carriers are active. The strongest effect is near 1.8 eV. This

response is well above the standard magnetoresistance (on the order of -1%).[73, 467]

We conclude that light and field together are more effective than field alone - at

least in the energy window between the minority channel indirect and the majority

channel direct gaps. Moreover, magnetoresistance in CoFe2O4 (-8%) is significantly

larger than that in NiFe2O4 (-6.5%) - even though the 1.5T field applied here is

not enough to fully saturate the Co moments. Spin-dependent excitations can be

manipulated with external electric and/or magnetic fields in Y3Fe5O12 as well. [16]
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5.2.3.1 Response of electrons in strongly correlated systems

The many-body interactions existing naturally within the ground state of a material

can be categorized as Coulomb (charge) and/or Fermi (spin) correlations. Coulombic

correlation develops from the electrostatic interactions of charge carriers; whereas,

Fermionic correlation evolves from the spin interaction of the charge carriers, i.e.

the Pauli exclusion principle. [642] These interactions offer a wealth of potential

applications, e.g. nanoelectronics and spintronics. For an example of these correla-

tions, the d -orbital electrons tend to dominate the electric and magnetic properties

of transition metal oxides, e.g. spinel ferrites.

5.2.4 Conclusion

In summary, we measured the magneto-optical properties of CoFe2O4 and compared

them with prior optical absorption and first principles electronic structure calcu-

lations. Careful analysis of the dichroic response reveals that the full band gap

hierarchy is 1.2 eV (indirect, minority channel), 1.8 eV (direct, minority channel),

and 2.7 eV (direct, majority channel). The energy scale is overall lower than that

of the Ni analog, and this series of band gaps has a strong overlap with the solar

spectrum. Photoconductivity shows that the minority channel states can carry cur-

rent, that this current can be created with light, and that it depends upon magnetic

field. Moreover, we show that applied magnetic field switches the spin state, and by

so doing, modifies the electronic properties. Spin-charge coupling, while dramatic in

NiFe2O4, seems to be even more important in the Co compound, probably because

the inversion fraction makes a combination of charge transfer excitations more promi-
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nent. This work opens the door to new applications of spinel ferrites that exploit

magnetic field control of electronic properties.
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version fraction λ of ≈ 0.75, so an explicit rendering can be written as
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spinel.[60, 291] (b, c) Calculated electronic structures of CoFe2O4 from Ref. [116]
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fully inverse and λ = 0.75 cases, respectively. The band gaps in the minority and
majority channel are labeled. (d) Magnetization data from Ref. [286] shows the hys-
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(e) Four wave schematic of our magneto-optical experiments. In general, the wave
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to the difference between the ↓↓↑ and ↓↑↑ states. (d) Contour plot of the MCD
spectrum (IMCD) in the energy-magnetic field plane. The data in panel (a) is a set
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field plot.
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Figure 5.7: (Color online) (a, b) Representative field sweeps of CoFe2O4 showing the
development of the optical hysteresis loop with energy. (c) Phase diagram displaying
the energy dependence of the coercive field at 1.6K. The minority channel indirect
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(a)                              (b)                             (c)                       (d)

(e)                                        (f)                                   (g)

Figure 5.11: (a) The environment induced by correlated electrons motivates elec-
tronic phase emergence via entanglement, rather than mere co-existence, of spin,
charge, orbital, and lattice degrees of freedom. The phases include (b) solid, (c)
liquid, (d) gas, (e) superfluid, (f) liquid crystal, and (g) orbital liquid.
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Chapter 6

Optical response of h-LuFeO3 and

LuFe2O4

Always a fascination for the human mind,

symmetry plays a fundamental role in modern

physics.

Surin Bangu

The Oxford Handbook of Philosophy of Physics

Symmetry

We brought together optical absorption spectroscopy, magnetic circular dichro-

ism, photoconductivity, and first principles calculations to reveal intricacies in the

electronic structure of h-LuFeO3. Surprisingly, we uncover direct gaps at both 1.1

and 2.0 eV, different than previously supposed [643]. The 1.1 eV feature, which we

assign as hybridized Fe 3dz2 + O 2pz → Fe d excitations, is challenging to identify
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due to its modest intensity which derives from the low density of states. The 2.0 eV

direct gap is stronger and arises from p− d charge-transfer excitations. It displays a

10meV jump through the Néel temperature due to spin-charge coupling. That said,

the overall absorption coefficient in h-LuFeO3 is lower than that in many other com-

plex oxides like LuFe2O4 and BiFeO3. This difference emanates from the fact that

the valence states are primarily in the spin-up channel whereas the conduction states

are mostly in the spin-down channel. As a result of the gap hierarchies and relatively

high magnetic ordering temperature, h-LuFeO3 may find applications beyond light

harvesting in sensing and flash memory devices.

6.1 Direct band gaps in multiferroic

h-LuFeO3

Figure 6.1(a) displays the absorption spectrum of h-LuFeO3 at 4 and 300 K. The

response is typical of a semiconductor. Plots of (αE)2 and (αE)0.5 vs. energy [559]

reveal direct and indirect band gaps as

α(E) =
A

E
(E − Eg,dir)0.5 +

B

E
(E − Eg,ind ∓ Eph)2. (6.1)

Here, α(E) is the absorption coefficient, Eg,dir is the direct gap energy, Eg,indir is the

indirect gap energy, Eph is the phonon energy mediating any indirect gap component,

E is the photon energy, and A and B are coefficients. This approach was developed for

traditional semiconductors with single strictly parabolic bands and has been extended
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to analyze oxides, despite their more complicated band structures [599, 600, 314]. Our

analysis reveals the presence of at least two direct gaps [Fig. 6.1(b, c)]. Consistent

with prior work, we easily identify the 2.0 eV direct gap [643]. The spectrum also

displays a lower energy structure on top of a long near infrared tail. These features

were previously assigned as impurities and multiple reflections [643]. However, in our

analysis, we find evidence for a direct gap at 1.1 eV [Fig. 6.1(c)], which we assign as

the fundamental gap of LuFeO3. This structure also has a minor contribution from

indirect character. As discussed below, a 1.1 eV gap is strikingly consistent with

predictions from first principles calculations [328]. Interestingly, the 1.1 eV direct gap

in h-LuFeO3 is smaller than that of several other iron-containing oxides including

CoFe2O4 (1.2 eV), NiFe2O4 (1.6 eV), and BiFeO3 (2.7 eV) [601, 314, 337, 116, 644].

LuFe2O4 is different in that it is an indirect gap material [82, 337].

The left panel of Fig. 6.2 shows h-LuFeO3’s density of states, calculated in the

GGA + U + SOC framework. The data is for the weakly ferromagnetic A2 mag-

netic state which is the zero temperature ground state from theory [328]. Neutron

diffraction data [80] have indicated a low temperature A′ configuration which is

nearly degenerate in energy to A2 [328]. In this respect, the optical properties are

expected to be similar. Our calculations show h-LuFeO3 to be an insulator with a

band gap of 1.0 eV, consistent with the aforementioned optical absorption analysis.

The valence band edge is dominated by Fe 3d and O p states, mainly in the spin-up

channel. There is a natural node in the density of states near −1.6 eV that will be

important in later discussion. Strongly hybridized O + Fe states are deeper, around
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Figure 6.1: (a) Absorption spectra of h-LuFeO3 at 300 and 4 K. (b, c) Direct gap
analysis of the 4 K data. (d) Magnetic circular dichroism in the high temperature
paramagnetic phase (230 K) compared to the room temperature optical absorption.
(e) Photocurrent of h-LuFeO3 (blue squares) compared with the 300 K absorption
spectrum. The green line guides the eye. The inset shows I–V curves taken with a
broadband xenon source with on:off given as red:black. (f) Temperature dependence
of the 2.0 eV direct gap.

2.0 eV below the Fermi level, and they are equally populated in either channel. The

conduction band edge consists of spin-down Fe 3d states (dxz, dyz, dxy, and dx2−y2

orbitals) with higher Fe 3dz2 states about 2.0 eV above the Fermi level. Even though

crystal field theory assigns Fe3+ to the high-spin d5 state, our calculations indicate
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substantial down-spin Fe DOS up to the valence band edge. This allows on-site Fe

d−d transitions and p−d charge transfer excitations. We identity the latter of these

excitations as candidates for the fundamental gap. The 2.0 eV direct gap is primarily

due to charge-transfer p−d excitations from deeper O p to empty Fe 3d. The overall

low oscillator strength of the experimental absorption spectrum emanates from the

fact that the valence states are mostly in the spin-up channel whereas the conduction

states are principally in the spin-down channel. Even above 2.0 eV, the absorption

coefficient doesn’t rise into the charge-transfer usual 105 cm−1 range. This is because

there are very few unoccupied spin-up Fe states, which prohibits any substantial op-

tical absorption in the spin-up channel. Due to the spin selection rule, spin-up to

spin-down transitions are formally spin-forbidden, and although spin-orbit coupling

relaxes this selection rule, the probability of carrier excitation by this mechanism is

relatively low.

To analyze the nature of the fundamental and higher energy gaps, we plot the

GGA + U bands along certain high symmetry points, as shown in the right panel

of Fig. 6.2. Both the valence band maximum and the conduction band minimum

are flat from Γ to the A point of the Brillouin zone. That both bands are nearly

dispersionless means that h-LuFeO3 is essentially a direct gap system with a primary

band gap of ≈1.0 eV. The valence band- maximum is a combination of Fe 3d3z2 and

apical O-2pz states. Numerous nearly-degenerate indirect gaps are also close to the

direct gap. This observation is consistent with the partial indirect character observed

for the lower gap in our optical analysis. The 2.0 eV direct gap can be assigned to

p − d charge-transfer excitations as well. Again, the optical absorption coefficient
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Figure 6.2: Left: density of states of h-LuFeO3 calculated using the GGA + U +
SOC method. Right: energy bands of h-LuFeO3 at high symmetry points in the
Brillouin zone. A direct gap at Γ, A, and points between is predicted.

is low, even above 2.0 eV, because the valence states are primarily in the spin-up

channel whereas the conduction states are mainly in the spin-down channel.

Additional evidence for a lower energy band gap in h-LuFeO3 comes from mag-

netic circular dichroism spectra. We focussed our efforts between 1.0 and 2.75 eV,

searching for evidence of electronic excitations in this region, with the expectation

that any dichroic response will provide insight into the nature of the important states,

both in the paramagnetic and non-collinear antiferromagnetic phases. Figure 6.1(d)

displays the dichroic response of h-LuFeO3 in the paramagnetic phase at -30 to 30T

(H ‖ ~k) along with the room temperature optical absorption for comparison. We

find a strong dichroic response throughout the investigated spectral range. One lobe
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peaks (dips) near 1.8 eV and is more than 1.0 eV wide. After a zero-crossing near

2.1 eV, a second lobe starts to take shape. Much of this structure is well below the

larger (2.0 eV) direct gap of h-LuFeO3. The presence of dichroically-active features

down to almost 1.0 eV supports our proposal for important electronic states in this

region. Density of states data reveals that the dichroically active excitations involve

both Fe d and Fe 3dz2 + O 2pz hybridized states. As we discuss below, band structure

effects are largely responsible for the shape of the dichroic response.

One prominent model for describing the dichroic characteristics of materials in

their paramagnetic state [535] can be written as

∆αr−l(E) =
−16π3EN

3hc
H

[
A

h

∂g(E)

∂E
+

(
B +

C

kbT

)
g(E)

]
. (6.2)

Here, differential optical absorption ∆αr−l(E) depends upon A , B, and C , param-

eters that represent excited state Zeeman effects, mixing of zero-field states, and the

ground state population distribution, respectively [71, 535]. In addition, E is the

energy of the photon, N is the number of unit cells/cm3, and g(E) is the band shape

function (related to density of states), h is Planck’s constant, kB is Boltzmann’s

constant, c is the speed of light, and T is the temperature. But what accounts for

the characteristic shape of the dichroic response in Fig. 6.1(d)? A careful look at

the valence band density of states immediately reveals a mechanism. The natural

node in the density of states near −1.6 eV will cause g(E) to approach zero, effec-

tively eliminating any contribution of the B and C terms to the dichroic response

at 1.8 eV where the maxima and minima occur. At the same time, the shape of the

response is driven by the derivative, ∂g(E)/∂E. This amplifies the A term and is
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most likely responsible for the large peak (dip) structure in the dichroic response. In

fact, it drives all three of the features in the spectrum. Therefore, we find that band

structure effects (both the density of states itself and the energy derivative of this

quantity) are responsible for the shape of the dichroic spectrum [645].

Photoconductivity measurements provide some support for the presence of elec-

tronic states below 2.0 eV, although the evidence is not as conclusive as that from the

magnetic circular dichrosim. Figure 6.1(e) displays the photocurrent of h-LuFeO3

taken at different energies compared with the linear absorption spectrum. I–V curves

in the dark and under illumination with a broadband xenon source are also included.

The photocurrent shows a small peak near 1.65 eV, in line with expectations from

the optical response. This makes sense because σPC ' η·α(E)·τ , where σPC is the

photo-induced conductivity, η is the quantum efficiency or probability of making

photocarriers, α(E) is the absorption coefficient, and τ is the photo-carrier lifetime

[646]. The increased photocurrent between 1 and 2.0 eV correlates well with evidence

for a lower band gap. It is also in line with the aforementioned magnetic circular

dichroism work, which reveals important electronic states in this region. The pho-

tocurrent and absorption coefficient both track to significantly higher values with

increasing photon energy, evidence that the most important band gap is at 2.0 eV.

Finally, we carried out variable-temperature spectroscopic measurements between

4 and 600K, searching for optical signatures of the Neél transition. This also reveals

information about the spin-charge coupling. There are two candidates for the mag-

netic phase transition: 140 and 440 K [80]. Figure 6.1(d) displays the temperature

dependence of the 2.0 eV direct gap. We found that at low temperature the depen-
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dance was rigid and drops by ≈10meV through the 140K Néel temperature. This

drop is the same order of magnitude as theexchange constant (J ) [584, 324]. Although

the band gap in h-LuFeO3 is only weakly sensitive to the magnetic transition, the

small but distinct 10 meV contraction is a signature of spin-charge coupling. Similar

interactions are present in other multifunctional oxides like BiFeO3 and Ni3V2O8.

[601] The gap softens above 300K, reaching a value of 1.85 eV at 600K. We find no

evidence for spin-charge interactions near 440K,[80] consistent with recent neutron

diffraction.[222] The sensitivity of the 2.0 eV gap in h-LuFeO3 to TN has interesting

parallels. The gap in BiFeO3 softens through the 640K Néel transition,[601] that

in LuFe2O4 decreases through the 330K charge ordering transition,[82] and that in

Ni3V3O8 hardens through the magnetic quantum critical transition.[647] By contrast,

the 2.7 eV direct gap in CoFe2O4 is rigid up to approximately 800K.[116]

6.2 The adsorption-controlled growth of LuFe2O4 by

molecular-beam epitaxy

Figure 6.3 displays the ab-plane optical response of LuFe2O4 in epitaxial thin film

form on MgAl2O4 compared with bulk single crystal data.[82] Comparison with first-

principles calculations allows us to assign the observed excitations.[648] The band

centered at ≈4 eV and the rising higher energy absorption can be assigned as a

combination of O p → Fe d and O p → Lu s charge transfer excitations. A plot

of (αE)2 vs. energy places the direct band gap at ≈3.4 eV. While the film is not

fully commensurate, the average in-plane lattice constant of the film on MgAl2O4
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from XRD is 3.42±0.02Å, which is 0.6% smaller than the bulk value of 3.44Å. This

compressive strain blue-shifts the direct charge gap and the band maximum compared

to similar structures in the single crystal. BiFeO3 displays similar behavior.[649]

Previous measurements on single crystalline LuFe2O4 also identified an indirect band

gap at 0.35 eV, a feature that is defined by the leading edge of the Fe2+ → Fe3+

charge transfer excitations that occur in the W layer (the iron oxide double layer).[82]

The film shows a similar, but somewhat leakier tendency in the (αE)0.5 vs. energy

plot, although due to limited optical density, our uncertainties are larger. Similar

measurements on a film on SiC are less interpretable due to the 3.05 eV band gap

of the substrate. The photos shown in Fig. 6.4 were taken on the FTIR microscope

under identical illumination. The scenario presented here is purely in a reflectance

geometry, where the light only comes from above the surface being photographed.
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Figure 6.3: Optical response of a 75 nm thick (0001) LuFe2O4 film grown on (111)
MgAl2O4 along with the ab-plane response of a LuFe2O4 single crystal [82] at 300K.
The film absorption was determined by a combination of direct calculation of ab-
sorption from transmittance (below ≈3 eV) and a Glover-Tinkham analysis of both
transmittance and reflectance to obtain absorption above 3 eV. The data were merged
between 2.5 and 3 eV, where there was substantial overlap. The inset shows the in-
direct and direct band gap analysis.
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Single crystal photo

Photo of thin film

Figure 6.4: Pictures showing the visible difference between the thin film and single
crystal. The most prevalent difference is the darker color of the thin film.
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Chapter 7

Instrument and Experiment Design:

Photoconductivity

“One of the deep secrets of life is that all that is

really worth doing is what we do for others.”

Lewis Carroll

7.1 Introduction

A significant portion of the work done for this dissertation was in the design and

development of an instrument to measure photoconductivity. This brings together

two techniques, spectroscopy and transport. Fundamentally photoconductivity is the

photoelectric effect in insulators rather than metals. This result arises from altered

lifetimes of the excitonic species that do not immediately recombine because of the

applied electric field inducing perturbation from the particles equilibrium position,
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thus producing an increase in the measured current through the sample. To begin

we needed to decided what samples we would start with, because I was leading this

endeavor we opted to start with samples that have a thin-film form factor. This form

factor has impact onto how the sample interface is designed. One of the important

factors taken into consideration is the theoretical measurement limit for signal de-

tection of the current (I) magnitude. For transport measurements, the theoretical

limit in a given measurement is determined by the noise generated by the resistance

present in the circuit. As an example, voltage noise is proportional to the square root

of the resistance, bandwidth, and absolute temperature, N(V ) ∝
√
ρ× ω ± ω′ × T ,

falling into the regime of noise known as Johnson-Nyquist noise.[421]

7.2 Background

Functionally all materials are photoconductors, so why use this as a probing tech-

nique. The simple answer is that photoconductivity and spectroscopy are compli-

mentary to each other. From a technical standpoint, photodetectors are divided

into two classes: thermal and photon detectors.[650] The former detect a change in

temperature upon absorption of light into its dark surface, whereas photon detec-

tors implement the quantum photoelectric effect. In the latter, an absorbed photon

excites an electron(s), these become the photocurrent or the photo-induced current.

The lower bound of functionality for photodetectors is related to the energy of a

241



transition, such as the band gap or barrier height, this is described as

λ =
hc

∆Eg
=

1.24

∆Eg
. (7.1)

Here, λ is the wavelength, c is the speed of light, and ∆E is the energy of the

transition. Since the absorption of light is presented as the absorption coefficient (α),

the magnitude of this value can help to indicate a few potentially useful attributes of

the photodetector. One of these attributes is whether a wavelength regime would be

an efficient producer of photoexcited electrons. Another is the depth of penetration,

technically the absorption coefficient depicts the depth at which 1/e of the impinging

photons will transmit, allowing one to measure specific portions of a system.[651] A

schematicd circuit is shown in Fig. 7.2.

+    - d

x

 Area = w x L

h
h

(a)                                                                                   (b)

Figure 7.1: (a) Displays the circuit with the photoconductive element in place. (b)
Shows an equivalent circuit with the photoconductive element replaced with an equiv-
alent traditional circuit element, variable resistor.

This logically leads to the necessity of maximizing sensitivity. A potential metric

for knowing how this is progressing is the quantum efficiency η, shown in the following
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relationship

η =
Iph
eΦ

=
Iph
den

hν

Popt
. (7.2)

Here Iph is the photocurrent, with Φ (= Popt
hν

) being the photon flux, and Popt is the

optical power, or irradiance. Deviance from ideal quantum efficiency (unity) occurs

through mechanisms such as current loss, resulting from reflected or transmitted

photons, and recombination. Similarly, the metric of responsivity R can be used,

where the optical power is referenced

R =
Iph
Popt

=
ηe

hν
=
ηλ(µm)

1.24
∗ 0.25A/W. (7.3)

7.2.1 Performance - Steady State

Even in steady-state (quasi-equilibrium) conditions, this category of measurements

stand outside of the Neumann principle.[652] This is because transport properties of

crystals, e.g. thermal, electrical, thermoelectric power, and diffusivity, are fundamen-

tally thermodynamically irreversible processes. The overall performance of a given

photoconductor is measured in three parameters: quantum efficiency (η) and/or gain,

response time, and sensitivity (detectivity). This is established by assuming a steady

output of photons from the source reaching the surface of the conductor, uniformly

of course. The area of the photoconductor (and of illumination in this assumption)

is A = W × L, with a total number of photons impinging upon the surface per unit

time being Popt/hν. A certain fraction of those are absorbed per unit time and per

unit volume Rα = Popt/hν/Vv, the absorption rate. The ultimate result of this is
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a steady-state, where the generation rate G and recombination rate of carriers are

equal. In the case of the investigates material having a thickness being much greater

than the penetration depth of the light (D � 1/α), “all” light is absorbed. If this

case is satisfied the steady-state generation (recombination) rate of carriers per unit

volume appears as G = η(Popt/hν)

WLD
. Here, τ is the carrier lifetime, n is the density of

excess carriers, and again η is the internal quantum efficiency. The concentration

for the excess carriers can be expressed as n = Gτ . Eqn. 7.4, below, describes the

internal quantum efficiency and how this value can be understood from measurement

quantities,

ηi =
G

Rα

=
GVv
Pabs

=
G

Pden
. (7.4)

Now that we have seen the internal quantum efficiency, detailing the ratio of gen-

eration rate to photon absorption rate, we should establish the external quantum

efficiency:

η =
Iph/q

Popt/hν
=
Iph
q
· hν

Popt
. (7.5)

From this relationship we can see that the number of excitons collected per second,

producing the photocurrent Iph, is divided by the number of incident photons Popt.

This generally linear response relationship has a window of action for a given mate-

rial, the upper bound in wavelength, of this window can be determined by the band

gap of the material through the relationship shown in Eqn. 7.1.

Another important relationship emerges when the light is turned on (off)
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n(t) = n(0)exp(
−t
τ

). (7.6)

In this it is seen that the increase in carrier concentration (density) changes expo-

nentially. An example of this response is shown in Fig. 7.2.

 

n

time

saturation

Figure 7.2: Shown here is how the carrier concentration changes versus time, it
increases exponentially from the time of the light being turned on (off).

After exploring the operation in a pure sense, we need to bring to understand the

limitations.
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7.2.2 Noise

One of the most common limitations within a scientific endeavor is the noise level.

The standard noises are white, shot, Johnson-Nyquist (thermal), 1/f , random tele-

graph, and generation-recombination. Each of these could warrant a chapter to fully

describe the result and signal processing effects. Taking the latter as an example,

generation-recombination noise occurs due to the excitation and degeneration of elec-

trons, only in semiconductors. It is caused by fluctuations in the number of carriers

due to naturally occurring generation-recombination centers with proportionality to

both temperature and biasing conditions.[653] Another functional route for noise is

through the changing relays inside of the Keithley 6487. When the current level

approaches a boundary for these changes, the quality of the data has a tendency

to increase in noise. This is quite reminiscent to using the various detectors and/or

lamps in the Equinox-55 microscope or the λ− 900. As the end of the range for the

given detector is approached the data reliability wanes. This shows up as “random”

oscillations in the data. Ultimately this is represented as a “small” fluctuation in the

current.

7.3 Design and Building of the Instrument

7.3.1 Optical Path

In the building process of this instrument, we had to acquire many pieces of equip-

ment, including optical and electronic components. We started with a blank canvas

of an optical table. We have two light sources available to use at our discretion,
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initially a broad band xenon lamp with an output of 300W and finally a broad band

250W xenon arc lamp. The power supply on the latter lamp allows for in-situ power

regulation of the lamp, thus further measurements of intensity dependence can be

taken into account. Currently the instrument is designed to measure the spectrum

in a piecewise fashion using bandpass filters. A schematic of the design is shown in

Fig. 3.25. The light source is a xenon lamp, this produces a macroscopic controlled

quantity of photons, followed by an aperture to establish a Fourier plane for wave-

fronts, next the beam is reduced in size by using a focusing lens.[654, 655, 397] To

send the light to the sample, the beam direction is changed by incorporation of a

aluminum mirror, this is shortly followed by another lens to focus the beam onto the

sample. We use geometric optical principles to create the path. The first principle

statement of this approach is that a change in refractive index (either n±) controls

the direction of flow of the photons.[655, 656, 657, 382, 654, 658] This falls nicely

under the description of Snell’s law

n1sinθ1 = n2sinθ2. (7.7)

Here, θn represent the angle between the surface normal and the incident and/or

reflected light.

7.3.2 Sample Preparation

Now that we have photons impinging upon where the sample is to be placed we

can prepare it to be measured. We must clean the surface to ensure that the leads

adhere well. We will continue from this point as though we are intending to investi-
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Figure 7.3: Schematic layout of the photoconductivity instrument, currently mini-
mized to include as few components as necessary. These components include a light
source, lenses (1 & 2), mirror box (with mirror inside), filter, sample space, and
ammeter. This is designed to measure steady-state photoconductivity.

gate a thin-film ferrite; in principle the methodology can be adapted to any material

or form. We place the sample in a pure solvent, such as optical/electronics grade

acetone, and sonicate for upwards of 20 minutes. During this interim time we start

cleaning and preparing the sputterer. This is done with a 50:50 mixture of acetone

and ethanol along with just ethanol. We clean the bell jar of the sputterer with

the mixture to remove any dust, previously deposited metal, and/or other loosely

attached debris; the vacuum sealing o-ring is cleaned with the ethanol to keep the

rubber moisturized, flexible, and remove oxidation. Periodic application of a small

amount of low vapor pressure vacuum grease also improves the lifetime of the rubber

seal. Now the sonication is complete and we inspect the sample under a high-power
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microscope to look for remaining debris or residue, we also use the Bruker Equinox

55 with microscope attachment to examine the surface both using higher-power vi-

sualization and spectroscopically via reflectivity. After the sample is deemed clean,

we glue it to a piece of silicon or glass slide, and build up the area around the sample

with broken slip cover pieces to achieve a similar thickness. This prepares the area

for the deposition mask, cleaned in a similar fashion as the sample. We place the

mask over the sample and align to maximize the number of spots to be deposited on

the surface. After aligning the mask, it is secured to the silicon with standard scotch

tape.

7.3.2.1 Sputtering

From a traditional standpoint, it is best to measure in a parallel plate capacitor

geometry. However, in situations where this not an accessible architecture one has the

option to have contacts on the same plane of the material. This can take on a variety

of configurations such as interdigitation, square array of dots, or triangular array of

dots. With these same surface configurations, it is plausible to investigate just about

any portion or direction of the material being sampled .[659] That being said, it

is a logical extension to perceive doing anisotropic measurements in a multitude of

environments, e.g. varied temperature and magnetic field.

Since everything is prepared to deposit spots onto the surface of the sample, we

place the sample and mask assembly into the sputterer, close the top and start the

vacuum pump. The procedure we have developed for sputtering is as follows. We

allow the chamber to pump for at least 1 hour, establishing a pressure of at least
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0.01 mBarr, on the front panel, in the worst case scenario. Following this we fill the

bell with argon for 45 s seconds by pressing the leak button on the front panel. This

is repeated 3-5 times with at least 15min minutes between each “leak”. These are

done under dynamic pumping. The system automatically protects the turbo pump

by slowing its velocity when the leak button is pressed. A primary goal of this is to

help with pumping out unwanted gases from the chamber. Continuing on after the

final “leak”, one is to press the flush button on the front panel. A knob on the back

allows for control of the flow rate (pressure) through a needle valve, this should be

0.01→0.03 mBarr. Do a final pre-check of the settings, such as density, thickness,

and current. With the shutter still in place, press and hold pause/test button briefly

to check if plasma plume is created. If plume appears, release the button and move

the shutter out of the path, then press the start/stop to initiate deposition onto

the sample. When thickness reaches preset value, the current will be shut off and

deposition will stop. We allow the chamber to continue to pump for 15 minutes after

the deposition stops, then turn the system off with the big red rocker switch. With

the deposition finished, we can now prepare the sample to be exposed to an electric

field.

7.3.2.2 Connecting Leads

For the majority of this instrument’s lifetime, we have gone straight from the sput-

tering to putting the sample in place and attaching the leads. As of late we have

switched the method of lead attachment, but that will be discussed a little later. The

previous methodology to attaching the leads requires one to look at the surface while
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moving the tungsten needle tips towards the dots via the position adjustment screws

on the magnetic bases. A challenge of this method arises from the fact that you are

moving in three dimensions but only see two, especially when looking through the

microscope. Some adaptations have been implemented, such as an angled lamp to

produce shadows. These shadows allow one to estimate the distance of the tip from

the surface and have real-time information of progress concerning the connection of

the leads. Another adaptation is running the time dependence program and listening

for a relay to close. This occurs when the circuit is completed and current starts

flowing.

Our more recent form of lead attachment includes using silver epoxy and wires

that are 70 – 80 µm in diameter. This combination allows for contacts that remain in

place and can be attached/detached. Ultimately the approach takes a step towards

eliminating the concern of longevity due to damaging the surface of the sample or

scratching away the deposited metal pads. The use of more robust solid contacts

allows for the opportunity to expand the capabilities of this instrument to include

temperature dependence and greater sensitivity. The method of using silver epoxy

is fairly standard within the realm of transport measurement groups.[660, 661]

Table 7.1 gives a list of suggested improvements that, given time and funding,

would increase the sensitivity, variability, and applicability range of this instrument.

251



Table 7.1: Photoconductivity setup suggested upgrades

Improvement

Sign of improvement [Expected]

Soldering and/or wire-bonding leads

onto sample

Decrease in overall noise level induced

from environment

Use monochromator Increase resolution of measurements

and decrease wait time (drift) between

spectral points

Use optical fiber for light directing Improved power density and overall

sensitivity & anisotropy measurements

Beam continuity (fewer hot spots) Decrease thermal gradient and thus

any concerns of thermoelectric current

Build a probe for use of superconduct-

ing magnet that implements the sample

holder designed in the previous sugges-

tion

Measure magneto-photoconductivity

and Hall effect simultaneous with

magneto-optical effects

Design sample stage Increased sensitivity by maximizing 6

degrees of freedom (x, y, z) & (r, θ, φ)

alignment

Design and implement a wavelength

modulation setup

Improve clarity of features (direct visu-

alization of derivative)

Continued on next page
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Table 7.1 – Continued.

Improvement Sign of Improvement [Expected]

Use a chopper and lock-in amplifiers Increases signal to noise ratio, mea-

sure low frequency dependence, and

gain more information about carriers

involved

Incorporate multiple power meters Measure transmittance & reflectance

simultaneously along with photocon-

ductivity

Use linearly polarized light Garner deeper understanding of polar-

ization dependence

Use right and left circularly polarized

light

• Gives access to optical orienta-

tion and better understanding of

magneto-optical properties/ po-

tential for spintronics applications

• Increases the overall range of

experiments that can be achieved

Implement noise spectrum analysis Increase sensitivity and reliability of re-

sults

Continued on next page
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Table 7.1 – Continued.

Improvement Sign of Improvement [Expected]

Start measuring ac Introduces another degree of freedom

to the measurement and another ad-

justable parameter

These suggestions would require that someone be highly interested in a wide

variety of topics, such as optics, spectroscopy, transport, programming, engineer-

ing/design, and physics of low temperature measurements to incorporate by them-

selves. So, it is my suggestion to have a collaboration among a few people to achieve

a high-quality result. In Fig. 7.4 I show a schematic representation of an end goal

instrument design. Importantly, all of the elements between the monochromator and

power meters Fig. 7.4 (b-g) will be on sliding rail systems to promote modulator in

the measurement environment. The use of two power meters is to obtain informa-

tion concerning modification to the attenuation or absorption of light through the

sample. On a final note, one adaptation not shown in the schematic is the use of a

fiber optical to bring the light into the sample space. The use of the optical fiber

would be to maximize the power density.
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(a)             (b)
(c) (d)

(e)

(f)

(g)

(g)

(h)

Figure 7.4: Schematic layout of a suggested setup end direction. The compo-
nents of the instrument are labeled (a-h), where (a) is the light source, (b) is a
monochromator, (c) is collimating optics, (d) is a position for a linear polarizer, (e)
is a photo-elastic modulator (dynamic quarter waveplate), (f) is a beam splitter (or
chopping mirror), (g) are power meter, and (h) is a sample stage.

7.4 User-interface and Data Collection

To collect data we wrote a program that gave us access to manipulating the state

of the system and record any response given by the sample. We decided to use

National Instruments LabVIEW, this language is based upon visual programming

and allows one to create a virtual instrument (VI). Currently the program is separated

into two approaches, time-dependence and I–V, at minimum these give access to

information about the mobility and how many carriers are generated. Combined
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they give access to much more information about the system such as carrier lifetime,

predominant carrier charge sign, electronic structure, spin dependent excitations, and

effective mass. The programs communicate to the Keithley 6487 through a GPIB

cable (IEEE-488). Collection of the system state (data) is obtained by use of this

connection. Initially the program clears the ammeter’s memory and establishes the

desired voltage. The available parameters that can be controlled directly through

the VI include the time span of data acquisition, voltage, time resolution (dt), and

the file name/location. One issue that arose during the usage of the time-dependence

program for periods beyond 8 h is that the data points would start to become further

and further apart.

After continued development, the two programs were integrated into one and

after a multitude of iterations, many bugs were worked out and the program was

tested to provided a result that the processor runs at 46% before adding a few extra

pieces of information in to make the data more directly usable.

7.5 Magneto-photoconductivity

One of the most important upgrades that I implemented while building this in-

strument is inclusion of small magnets. The purpose for implementing magnets is

to investigate production of spin-polarized current via optical conduction in spin-

polarized excitations. For proof of principle, we opted to start with hard magnets.

To do this we designed a carriage system so that we can slide the magnets towards

and away from the sample position. Initially the carriage system and the sam-
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ple mounting plate were on the same rails but after a bit of thought, spurred by

significantly increased noise, we took the option to separate the three pieces. We de-

signed the sample mounting plate to place the sample at mid-plane of the magnets.

Thus to ensure that the applied field appears uniform to the sample. Magneto-

photoconductivity experiments have certainly not been as widely applied as pure

photoconductivity.[662, 663, 664]

One of the next primary upgrades is acquiring and implementing an electro-

magnet. This will grant access to investigating magnetic field dependence of the

photoconductive response σpc(H). Of course this is fundamentally limited by the

heat produced in the resistive coil. Additionally, one could use the existing 14T

superconducting magnet by designing and building a probe.

7.6 Analysis

Photoconductivity is intimately connected to α(ω) by the following relationship:

G = η(
I0

E
)(1−R)[1− exp(−α(E)d)]/d. (7.8)

Equation 7.8 shows how the generation rate of carriers G is related to the absorption

coefficient α(E) and the quantum efficiency η which is the ratio of excited carriers

created to the number of photons. This can be simplified to σPC ∼∝ η · α(E) · τ .

Here, τ is the lifetime of the carriers being excited. [646] We can build a gedanken

experiment that shows the displacement of the excitonic components (electrons and

holes) and allows one to understand the increase in measured current. This thought
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experiment goes as the following: Starting with the unperturbed system with the

electrons in their equilibrium positions we excite the electron into the conduction

band and thus create an exciton, of course with out the presence of an external field

of 0T the exciton recombines effectively instantaneously. Now we apply an external

field and measure the conductivity. After some time we excite the electron, again

creating the electron-hole pair, and the displacement before recombination is added

to the measured conductivity, in the cases we have explored thus far, the sign of this

value has always been positive but negatives signs have been reported.[665, 666, 667,

668, 669, 670] This displacement can be expressed as the

Itotal = Ioff + Iph. (7.9)

Where Itotal represents the total current, Ioff represents the current with the lights

off, and Iph represents the current with the circuit element (sample) having light

shown on it. This leads us to expressing the difference between on and off

Iph = Ion − Ioff . (7.10)

From this point we have a choice of either incorporating the power density into

the analysis or taking a separate slice to see how the photocurrent increases with

respect to increasing power density. To determine the conductance of the material

at a given wavelength, we then divide by the voltage.

G =
dI

dV
(7.11)
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This should appear as approximately straight line, but will as expected have a dis-

continuity at 0 V, and anomalies at the gap voltage. This can be understood by

relating the gap to a tunneling barrier, where the height is the Eg and its thickness

is equivalent to Eg/e| ~E|, where | ~E| is the magnitude of the electric field. Overall this

looks like

t(ω) =
Eg − ~ω
e| ~E|

.

The tensor described here starts out being completely diagonalized, assuming

cubic symmetry as is the case for NiFe2O4 and CoFe2O4, and then after an induced

magnetization by either lowering temperature or applying an external magnetic field

results in the following (strictly for a cubic material)

ε(ω) =

∣∣∣∣∣∣∣∣∣∣
εxx εxy 0

−εxy εyy 0

0 0 εzz

∣∣∣∣∣∣∣∣∣∣
.

From time-dependence data the opportunity to diagnose noise contribution arises.

The first step in this is to establish the upper bound of the frequency regime, thereby

filtering the data for high-frequency noise that is higher than scope of our measure-

ment. This is based upon the Nyquist theorem, this will be 1/2 the frequency of

data collection. With some extensive programmatic changes, an upper limit has been

reached at 1000Hz, while preserving a usable signal to noise ratio. Other accessible

information include a combination of the generation rate (G) and the excited state
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lifetime (τ).

∆σ = σph = e(µn∆n+ µp∆p) (7.12)

∆n = Gτn (7.13)

σph = eµn∆n ∝ eGτnµn (7.14)

G = η(I0/hν)(1−R)[1− exp(−αd)]/d (7.15)

The simplification from Eq. 7.12 to 7.14 arises because we can assume that one of the

excitonic components will have a higher concentration and the free-carrier lifetimes

will be adequately longer to validate exclusion of the other component (such as

∆n � ∆p.) As can be seen in the relationship of 7.14 and 7.15 by measuring the

time it takes for the conductivity to saturate from the onset of the excitation source

appears as an exponential function. As a result, it is possible to obtain the mobility

within an order of magnitude. For example, we were able to measure the mobility

of NiFe2O4 to be

7.7 Conclusion

To better clarify the deeper rational for implementing this methodology, we take a

survey of the topics that were presented in this chapter. The Neumann theorem al-

lows one to know that formally these measurements don’t fall into the same category

of thermodynamically reversible measurements as are the other methods included in
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this dissertation.[193, 357] So, from this it is notable that the information gained

will be unique amongst the techniques presented here within. In principle many en-

vironmental variables can be simulated including: high/low temperature, magnetic

field, energy of photons, and high/low pressure.[671, 672] It was also mentioned

that the physical process of probing has arisen in two styles, needle tip pressure

contact and silver epoxy solid contact. By incorporating this flexibility of the mea-

surement and the nature being of a functionally different format than the other

methods currently in use in the lab, we see a result with incredible sensitivity to the

materials band (electronic) structure, spin-dependence, and quasi-particle effective

mass.[670, 673, 674, 87, 665, 667, 675, 676] Directly it is evident that the electronic

excitations, e.g. charge transfer and band gap are going to be presented as major

contributors to the changing conductivity. [87, 667]
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Chapter 8

Summary

[Of] three people walking together, at least one

can be my teacher

Confucius 517-478 B.C.E.

Strongly correlated electron materials have a multitude of emerging phenomena.

These phenomenon can be tuned and manipulated via a large number of variables,

e.g. epitaxial strain, size confinement, electric and magnetic field, temperature, and

pressure (chemical and physical). We employed epitaxial strain, electric and magnetic

field, temperature, and chemical pressure to investigate how electronic excitations

such as the band gap respond in these varied environment. A second class of materials

we investigated were multiferroics, typically these are strongly correlated materials.

In LuFe2O4 we found that due to epitaxial strain the direct gap can be shifted to

higher energy with a strain of just 0.6%. We also explored meta-stable structural

phases stabilized via epitaxial strain, through this we established the magnetic phase
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transition to be at 147K.

Our lab had previously investigated the linear optical properties of NiFe2O4 at

room temperature, establishing a hierarchy of gaps with the fundamental being an

indirect minority channel gap at 1.6 eV.[314] The hierarchy continues with a 2.4 eV di-

rect minority channel gap and a 2.8 eV direct majority channel gap. Ultimately, some

concerns with the nature of the fundamental gap were presented.[557] We decided

to continue the investigation with more advanced instrumentation and methodology.

We measured magnetic circular dichroism, photoconductivity in and out of a mag-

netic field, and employed complimentary first principles calculations. The findings

from this endeavor validate that the fundamental gap is indeed indirect, doublet

structure around the fundamental gap energy. They also show that the excitations

below ≈2.8 eV are spin polarized, due to the spin-split band structure and the two

symmetries of the Fe3+ ions. What seems to be the most interesting finding occurs

serendipitously, we show a metamagnetic transition that is responsible for variation

from M(B) experiments.[286] This metamagnetic transition is induced by the flip-

ping of the Ni spin and modifies the electronic structure significantly. Overall, the

effects discussed here are quite different from those that arise in dilute magnetic semi-

conductors and many of the chalcogenides. The unusual electronic properties of the

former are attributable to impurity band interactions,[595, 590] whereas the latter

are due to strong spin-orbit coupling and include spin-split bands, Rashba splitting,

and topologically-protected surface states. [597, 598] The spin-polarized character

of the excitations in NiFe2O4 instead emerges from the two independent magnetic

sublattices - an aspect of the crystal, chemical, and electronic structure that will
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be replicated (in some form) in other spinel ferrites. Another key point becomes

apparent from this work is that the negative tunnel magnetoresistance observed in

spin-filter devices with ultra-thin NiFe2O4 barriers[285] can be extended beyond the

static limit and into the visible optics regime. Other spinel ferrites, already well

known for their high Curie temperatures and robust moments, should be explored

for enhanced effects, with additional advantages if the active energy window has a

healthy overlap with the solar spectrum.

We measured the optical response of epitaxial CoFe2O4 thin films and compared

our findings with complementary first principles calculations. This spinel oxide is an

minority channel indirect band gap material. We extract a 1.2 eV indirect gap and

a higher energy direct gap at 2.7 eV. The latter is robust on approach to the 795 K

Curie temperature, a consequence of weak charge-spin coupling. A comparison with

similar work on the Ni analog reveals that the band gaps are significantly lower in

CoFe2O4, a trend that we attribute primarily to ionic size effects. This opens up

the possibility of band gap tuning via chemical substitution and strain in the spinel

ferrites, along with wider applications that many high TC oxides enjoy.

We brought together optical absorption, magnetic circular dichroism, and pho-

totoconductivity to investigate the electronic structure of epitaxial thin films of

h-LuFeO3 and compared our findings with complementary first principles calcula-

tions. Surprisingly, we uncover a 1.1 eV direct gap emanating from hybridized Fe

3dz2 + O 2pz → Fe d excitations in addition to the previously reported direct gap at

2.0 eV. The latter is sensitive to the magnetic ordering transition due to spin-charge

coupling.[677] The overall absorption coefficient is lower than that in many other
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complex oxides and emanates from the fact that the valence states are mostly in the

spin-up channel whereas the conduction states are principally in the spin-down chan-

nel. The observation that the fundamental gap is lower than previously supposed

can be advantageous for light harvesting. Moreover, even with a 147 K ordering

temperature, multiferroicity in h-LuFeO3 is achieved at relatively high temperature,

a characteristic that may allow fabrication of low power, voltage-controlled magnetic

devices operating at liquid nitrogen temperature.

The field of multiferroics is a treacherous terrain of high’s and low’s for material

scientists. When a new material presents itself as a multiferroic the results might be

inconclusive but because the field is so “hot” it is important to report the findings

quickly. Such a result happened in the case of LuFe2O4; however, importance does

not lie on the true or false nature of a claim, it lies in the details of the continued

and inspired work. Previous work focused on bulk single crystal form factors, our

work highlighted the significance of epitaxial single crystal thin films. We showed

that the direct gap shifts in the higher energy direction by ≈0.4 eV (3.0–3.4 eV) in

comparison to the bulk single crystal. The epitaxial strain resulted in a 0.6% (3.44–

3.42Å) change in the in-plane lattice parameter. The fundamental indirect gap at

(0.35 eV) in the single crystalline investigation shifted to a lower energy in the thin

film form but the uncertainties of the measurements were significant enough to not

allow for full assignment of the electronic excitation, due to limited optical density.

I suggest further work be done to thoroughly investigate underlying mechanistic

causes for the optically enhanced magnetoresistance, a potentially interesting off-

shoot of this would be to investigate plasmons and how they can play a role in this
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for nanostructures. The first step in this would be to develop several instrumental

adaptation and upgrades to the existing photoconductivity setup, many are already

listed in Table 7.1. One upgrade not listed is designing/building a probe for the

superconducting magnet that the group has. Additionally, incorporating ultra-thin

films and bulk samples into this investigation would give the opportunity to rule-

in or -out size-dependency. This work spills over to continuing magnetic circular

dichroism (MCD). This will help to establish understanding of the nature of MCD

more broadly when applied to solid state materials, especially with regards to thin-

film ferrites. This field has classically focused atomic and molecular systems but

the more recent work has moved toward condensed matter science. I think it would

be ever so valuable to investigate superlattices, low anisotropy nano-particulates,

interface science, and multiphase interaction with this evolving tool. These are just a

start of the possibilities of extended research that has been initiated by the endeavors

I have undertaken. However, if someone is to take on any these challenges I believe

that it will be required of them to develop a theory for explaining the deeper findings

and to explain the physics of what is happening. If someone happens to read this

and be inspired, I want them to know that they can find me and contact me if I am

still alive. I believe part of my purpose on this Earth is to offer inspiration in times

of drought and fear.
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Appendix A

Spintronics

A.1 History

First a brief history, electronic technology has evolved tremendously since the intro-

duction of the first realistically practical transistor, in 1947.[678, 679, 680, 681, 682]

This ushered in the silicon technology, or microelectronics, era. Ever since then con-

ventional microelectronics have been improved to obtain better performance, faster

speeds, greater energy efficiency, progressively smaller architectures, and ultimately

cheaper fabrication. This has followed the prediction by Moore’s Law;[683] however,

this law can not continue to be followed indefinitely. As the size of the transistor con-

tinues decreasing, severe problems emerge; thermal noise, leakage current, dielectric

breakdown, and etc.[684] The final limit of this function ends when the dimension of

an atom is the size of a single transistor.[129]
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A.2 Devices

Spintronics being strongly driven towards improving the functionality of devices,

suggests the necessity to conceive device architectures. The original schematic for

a spintronic derived device instituted the conventional microelectronic architecture

for a transistor, as shown in Fig. A.2.1 (a).[685] One electrode represents the emitter

(Ee), whereas the other is the collector (Ec) (operating with the same principles as

the source and drain in a traditional field effect transistor.) Functionally, the Ee

sends electrons towards Ec that initially have a spin orientation that is parallel to

Ee. Ec, having the same direction of magnetization as Ee, acts as a spin filter; Ec

accepts electrons having the same spin only. Assuming no scattering of the spins all

emitted electrons pass through and enter Ec, as seen in Fig. A.2.1 (b). In the scenario

when the gate electrode Eg acts upon the system Fig. A.2.1 (c). The electron spins

are forced to precess, akin to how a spinning top responds under the force of gravity.

This modulates the electron current and changes the current flowing through the

external circuit by the degree of precession.[685, 129]

A spintronic photovoltaic device is shown in Fig. A.2.2 (a).[686] This invokes the

application of a spin-polarized p-n junction. As with traditional photovoltaic cells,

a source of light shining on the depletion layer generates excitons. With internal

electric field (on the order of 104 Vcm−1), the electrons are promptly swept to the

n-type regime of the semiconductor. When a circuit is connected to the junction

edges, a current flows. Moreover, if the light is circularly polarized, then the current

is spin polarized. This presents one mechanism for converting photons into oriented

spins and advantageously even a spin current.[130, 687, 688]

345



(a)

(b)

(c)

Figure A.2.1: Datta and Das proposed a spin-transistor design that is based upon
the conventional microelectronic architecture. (after Ref. [129])

346



Circularly polarized light

Depletion
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Depletion
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Depletion
layer

Depletion
layer

Magnetic field
        (T)

 -

+

(a)                                                                     (b)

p                                                n

Figure A.2.2: (a) Displays a spintronic solar cell, the circular polarized light creates
spin-polarized electron-hole pairs (excitons) in the depletion zone. The electric field
will sweep the holes to the p-type region, where as the electrons will be swept to the
n-type region. (b) In traditional semiconductors dopants (impurity atoms) produce
the p- or n-type materials. However, if these impurities are magnetic then the width
of the depletion layer is alter by the strength of the magnetic field. Resulting in a
change in the amount of current flowing in the external current.
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For a final device example, a continued look at the p-n junction based environment

is implemented to explore a spintronic based magnetic field effect transistor, as shown

Fig. A.2.2 (b). Here, the width of the depletion layer is modified by the strength of

the applied magnetic field, perpendicular to the electric field direction. The limits

are if the depletion layer is wider than the electrodes (no current flows) and if the

depletion layer becomes finitely thin then the current reaches its maximum. A spin-

polarized current would result from this environment.[129, 688]

A.2.1 Spin-polarized current production

Insulating magnetic materials show promise for the production of spin-polarized

currents.[127, 134, 302, 280] One great benefit to using insulating materials for spin-

polarized current production is the limited eddy currents. The architecture that

directly allows for implementation of the spin-filtering effect integrates a very thin

insulating barrier between the electrodes. The barriers magnetic properties spin

split the lowest energy, above the Fermi energy, conduction band. This occurs nat-

urally in the case of NiFe2O4. The spin-splitting of the conduction band produces

a spin-dependent tunneling barrier height Φ↑↓. This shows up on the probability

of transmission for an electron current passing through the barrier. Importantly,

the architecture defined derives its spin selectivity from the magnetic properties of

just one layer. Whereas in the traditional ferromagnet/insulator/ferromagnet tun-

nel junctions the spin selectivity depends upon the available states of the second

electrode. A simple mathematical description of the transmission probability for a

non-magnetic tunnel barrier is as follows
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T (E) ∝ exp

(
−2d

~

√
2m

~2
(Φ− Ekin)

)
. (A.2.1)

Here, d is the thickness, m is the effective mass of the tunneling particle (electron),

Ekin is its kinetic energy, and Φ represents the barrier height. The barrier height is

also the offset from the lowest conduction band and the Fermi energy. This expression

reveals a critical component that controls the electron transmission, the probability

for tunneling has an exponential dependence on the barrier thickness and a square

root dependence on the potential barrier height. This conditional nature will play a

central role in spin filtering, as discussed later in this subsection.

To more completely mathematically express the tunneling current one must con-

sider the Fermi golden rule and there by regard the density of states (DOS) of the

two magnetic electrodes, N1,2(E), the probability of transmission through the bar-

rier, square of a matrix element |M |2, and the probability of states being occupied

in the first electrode and the second electrode being empty, correseponding to the

Fermi-Dirac distribution f(E) [689, 690] This results in a tunneling current from

electrode 1 to electrode 2 under an applied bias voltage eV being expressed by:

I1,2(V ) =

∫ +∞

−∞
N1(E) ·N2(E + eV )|M |2f(E)[1− f(E + eV )]dE (A.2.2)

With the assumption that the tunneling current is comprised mostly of electrons

near the Fermi energy (EF ), f(E) ∝ eV δ(E − EF ), transmission matrix element

|M |2 is independent of E.[690] Subsequent to the integration, it is found that the
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total current, I = I1→2 − I2→1, is given by:

I

V
∝ |M |2N1(EF )N2(EF ) (A.2.3)

To generalize the formalism (dissimilar electrodes), Simmons approximated an

average barrier height, φ̄, and through the Wentzel-Kramers-Brillouin (WKB) ap-

proximation derived appropriate matrix elements |M |2.[691] This led to the following

expression for the tunneling current density (J):

J(V ) =
J0

d2
(φ̄− eV

2
) exp

[
−Ad

√
φ̄− eV

2

]
− J0

d2
(φ̄+

eV

2
) exp

[
−Ad

√
φ̄+

eV

2

]
(A.2.4)

This allows one to show that in the tunneling regime, eV ≤ ψ̄, Eq. A.2.4 behaves

as

J ∼ αV + βV 3. (A.2.5)

This explains the parabolic shape commonly seen in conductance curves (G =

dI/dV ) experimentally. After these early efforts into understanding spin-polarized

tunneling from a theoretical perspective, the first experimental evidence was pre-

sented by Meservey and Tedrow in 1970.[306, 692] This and this subsequent findings

lead to many questions, e.g. how to define the polarization of the tunneling spin?

The theoretical expectation for the value of the polarization P in a series of FM 3d

transition metals investigations was negative but the experimentally realized value
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was positive. From this a more precise mathematical definition of P arose for tun-

neling currents:

P =
N↑(EF )|M↑|2 −N↓(EF )|M ↓ |2

N↑(EF )|M↑|2 +N↓(EF )|M ↓ |2
(A.2.6)

Mazin defined this equation very nicely, the square of the Fermi velocity, v2,

becomes the most important element to consider in |M↑,↓|2.[693] This result occurs

because the electrons with an effective mass, m∗e, closest to mass of a free electron

will have the highest mobility i.e. highest v2 will be the strongest components in the

tunneling current. With that cleared up we can now look into the tunneling mag-

netoresistance, from this topic the highlight is the Julliére model.[694] His model

centers on conservation of spin (i.e. spins do not flip), or conservation of angular

momentum (Gauge symmetry), with the major implication being: tunneling can

only occur between bands of the same spin orientation, as projected in the flow of

Figs. A.2.3 and A.2.4. In the magnetic tunnel junction environment where the spin

angular momentum is conserved, the conductance G is governed by the whether the

magnetization (M1&M2) are parallel or antiparallel, as seen in Fig. A.2.4 (c). More-

over, if they are not purely parallel or antiparallel, then the conductance develops a

proportionality cos θ based upon the angle θ:

G(θ) =
1

2
(GP +GAP ) +

1

2
(GP −GAP ) cos θ. (A.2.7)

The generation of a highly spin-polarized current of electrons has become a pri-

mary level focus in the field of spintronics. The applications need a maximum of
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Wave propagation
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I

(a)                                                  (b)

Figure A.2.3: (a) Wave nature of tunneling electrons, the wave is approaching from
the left of the barrier tb. The potential energy height of the barrier is higher than the
energy E of the electron. Upon entering the barrier the oscillation becomes a evanes-
cent wave quasi-particle,[695] with intensity falling off exponentially as expressed in
Eq. A.2.1. If some amplitude still exists at the opposite of the barrier then a propa-
gating wave reemerges and continues along its path. (b) Displays a tunneling current
that corresponds to the particles with spin angular momentum. The probability of
transmission is also governed by the amplitude ratio of the incident and transmitted
waves.

spin-polarized current to acquire their highest efficiencies. Therefore, spin filtering

stands out as a promising phenomenon in the field of spintronics both fundamentally

and technologically, for the scenarios that require spin selectivity in the electrons

transported across a magnetic tunnel barrier.

A.2.1.1 Phenomenological Origin

Spin filtering arises from exchange splitting of the energy levels showing up in the

conduction band(s) of a magnetic insulator. Therefore, the tunneling barrier heights

for spin-up and spin-down electrons, Φ↑(↓), are not equal but result in a higher proba-

bility for a single form of the spin orientations.[568, 283, 698] The difference between

Φ↑ and Φ↓ magnitudes is 2∆Eex, here ∆Eex represents the exchange splitting for
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                         (c)

Figure A.2.4: (a) Schematic of the bias driving a tunnel junction. (b) A view of
Simmon’s I-V relation.[691] (c) A schematic displaying that the magnetization of
magnetic electrode 1 M1 and magnetic electrode 2 M2 in a magnetic tunnel junc-
tion. The magnetization for both electrodes are in plane and the conductance is
proportional to the angle θ between them, as shown by Eq. A.2.7.[696, 697]
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the first level of the conduction bands. The value of 2∆Eex is symmetric about the

average barrier height Φ̄ The Φ-dependence is exponential, this meaning that even a

small ∆Eex can potentially produce high efficiency in spin filtering of the tunneling

current density:

J↑(↓) ∝ exp(−Φ
1/2
↑(↓)d). (A.2.8)

An alternative understanding can be projected from the following:

Φ↑(↓) = Φ0 ±∆Eex. (A.2.9)

The definition of the spin-filtering efficiency (polarization) of the tunnel barrier,

PSF , appears as:

PSF =
J↑ − J↓
J↑ + J↓

. (A.2.10)

Spin filtering marks its efficiency dependence on only a few parameters, Φ̄, ∆Eex,

and d, as described previously. Spin-polarized tunneling has strong dependence on

the density of states at the Fermi level to determine P . This to say that when

a non-magnetic electrode is combined with a magnetic insulator (semiconductor)

as a spin filter barrier this architecture has the potential to produce current with

P → 100%,[569] as shown in Fig. A.2.5. It is important to re-iterate that the differ-

ence between MTJ and spin filtering is where the magnetic component(s) are in the

system. Intriguingly, the TMR of a spin-filtered current increases with increasing

bias voltage up to a certain value, then upon continued increasing of bias voltage
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the value decreases. This is exactly opposite of the MTJ result. This effect has been

accepted as the signature of spin filtering in MTJs with a magnetic barrier.[699]

Phenomonologically, the increasing TMR(V ) in spin filter tunnel junctions can be

explained by the spin-split nature of the conduction band in the spin filter, this over-

shadows the impact of magnon excitations for an extended operative range of applied

V . This suggests that the spin-oriented electrons having a lower Φ acquire enough

energy to tunnel across to their corresponding conduction band, because of their en-

croachement to the Fermi energy. This is commonly referred to as Fowler-Nordheim

(F-N) tunneling.[700] Upon subsequently increasing the bias voltage the tunneling

probability of the opposite spin-oriented electrons increase, increasing TMR(V ). Af-

ter the maximum is reached the value begins to decrease, eventually the magnon

excitations start to assist the process.

Shortcoming of spin-polarized current production

As of thus far, we have discussed the amazing implications of spin transport

with the purpose of separating the spin components and producing a spin-polarized

current. However, the production of such current is not exactly trivial. When con-

sidering the transport of a spin population across an interface between a magnetic

and a non-magnetic material, we must first see that the current density ~J , to be

discussed in further detail later (Sec. 3.2), becomes:

~jM = − σ(
pnµB
e

)∇V = 0, (A.2.11)

~jM = − (
σµ2

B

e2
)∇(−H∗). (A.2.12)
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(T)ex
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Metal electrode           Metal electrode
Magnetic tunnel barrier

Figure A.2.5: When a material that has a non-zero magnetic moment is cooled
below its TC the barrier height for tunneling quasiparticles (electrons) depends upon
the relative spin orientation. In the schematic shown here, the spin down electrons
will tunnel with a more significant current than the spin up electrons. Therefore, a
spin-polarized current will be produced.[306, 698, 283, 701, 702, 703]
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In Eq. A.2.11, ~jM is the magnetization current (or spin-polarized current) σ is the

conductivity, pn is the intrinsic spin polarization (pn = 0 in non-magnetic materials),

µB is the Bohr magneton, and ∇V is the voltage gradient across the circuit element.

So, it is evident that the natural spin-polarized current density from a non-magnetic

material will be 0. In Eq. A.2.12, ∇(−H∗) produces a dependency upon the gradient

of the effective magnetic field resulting from the non-equilibrium spin accumulation

in a non-magnetic material. The spin polarized electron current is driven by self-

diffusion.[86] Now that we have the essentials for building an interface where a spin-

polarized current flows between a non-magnetic and magnetic material, we will see

what can hamper this. Some visualization of the changes as approaching the interface

can be seen in Fig. A.2.6.

As per the normal form, I will keep with as much brevity as possible during this

derivation to avoid the extremes of obscurity and prolixity.

The polarization of the spin-polarized current in the magnetic portion that reaches

and crosses the interface is reduced with respect to the bulk, ~JM < ~JM,f . A general-

ized formula for the interfacial spin-polarized current is as the following:

~JM =
ηµB
e

~Jq

 1+G(
pf
η

)rf (1−η2)

(1−p2f )

1 +G(1− η2)[
rn+rf
(1−p2f )

]

 , (A.2.13)

where rf = δs,f/σf rn = δs,n/σn, G = 1/Ri. An important note, spin transport is

governed by the relative values of intrinsic interface resistance, Ri = 1/G, resistance

of the non-magnetic material equal to a spin depth rn, and resistance of the magnetic

material equal to a spin depth rf .
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Figure A.2.6: (a) Shows a model interface for flowing charge and spin currents, ~Jq
and ~JM , with x = 0 being at the interface. (b) Displays the magnetization potential
with respect to x. The nonequilibrium spin population in F and N decays at the
characteristic lengths of δs,f and δs,n, respectively. (c) Shows how the position in the
system effects the voltage. (d) Shows how the spin-polarized current ~JM varies as
approaching and moving away from the interface, after [86].
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Now to consider the limiting cases for the interface spin-polarized current, first

when the interfacial resistance is low, Ri → 0. An example of such a case is a multi-

layer, current-perpendicular-to-the-plane giant magnetoresistance sample grown un-

der ultrahigh vacuum.[704] In this scenario Eq. A.2.13 is reduced to the following:[150,

705]

~JM = pf
ηµB
e

~Jq
1

1 + ( rn
rf

)(1− p2
f )
. (A.2.14)

In the other extreme, when Ri →∞ the accumulated spin in N has the potential to

be large, but the barrier prevents the necessary back diffusion. Therefore, the spin

population of F remains relatively small and Ri dominates the voltage drop across

the interface. In this scenario Eq. A.2.13 becomes:[150, 705]

~JM = η
ηµB
e

~Jq, (A.2.15)

where the interface parameter η defines the polarization fraction of carriers that are

driven across the interface.[86] So, the end result of this is that the mismatch between

resistances at the interface have the tendency to act like the cladding on optical fibers,

keeping the bulk of the spin-polarized current on one side and thereby reducing the

coherency length.[129, 153, 706, 707] Positively, some theoretical work has shown

that by introducing a tunnel junction between F and N can significantly increase

the spin coherency.[708, 709] The experimental result investigating this prediction

are still coming to a head.[710, 711, 712, 713, 714]

Our work takes the phenomena of spin-polarized current production to a pre-

viously un-established regime, by imparting frequency dependency. Traditionally
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speaking, magnetoresistance measures

MR(%) = 100× Rph(H)−Rph(0)

Rph(0)
. (A.2.16)

when incorporating magnetoresistance into our photoconductivity measurements we

contemplated how to describe the resulting data. By looking at the traditional

MR equation (Eq. A.2.16), it is readily determined that a linear relationship exists

between the strength of the field (H) and the resulting MR%.

I feel it is important to draw the distinction between spin photocurrent and

current induced spin polarization. The effects are converse to each other in the sense

that the spin photocurrent is induced by shining circularly polarized light on the

material and the spin splitting of the electronic structure will show up as as a spin

photocurrent or as an MCD effect (if the relative absorptivity is measured),[146]

whereas, the current induced spin polarization occurs if an effective magnetic field

is induced by the momentum carried by a current, or if the effective momentum is

induced by the spin.[424]

Now we will more thoroughly define the independent effects. The spin photocur-

rent emerges from the differential absorption of circularly polarized light and in a

~k-dependent spin-splitting electronic structure an applied electric field ~E would in-

duce a current of both charge and spin.[715, 716, 717, 718] For example, in quantum

well structures with a symmetry of C2v when the incident radiation is in the (y, z)

plane the induced photocurrent is along the x-axis. Establishing a net spin current

relies upon breaking the equilibrium of the excited spin fluxes created in excitation,

achieved spectroscopically via helicity and energy dependence.[422, 424, 131, 719]
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The current-induced spin polarization arises from the Rashba coupling term, in the

Hamiltonian this can be expressed as

HSO = α~σ ·
(
~z × ~k||

)
= α~k|| · (~σ × ~z) . (A.2.17)

Furthermore, the diffusive conductance tensor of a two-dimensional electron gas sys-

tem with spin-orbit interaction shows that with an applied bias ~Ex produces a spin

accumulation as the following:

〈Sy〉 = 4πeτDλ~Ex. (A.2.18)

Here, D = me/(2π~2) is the density of states per spin, τ is the lifetime or momentum

relaxation time, and λ = α〈 ~Ex〉/~ represents the Rashba interaction.[424, 719]

The mechanism we are proposing here is somewhat of a hyrbid of spin pho-

tocurrent and current induced spin polarization. The mechanism is shown in Fig.

A.2.7 (c). I call it a hybrid because we are relying on the finite magnetism inherent

to the magnetic insulator (semiconductor) and thereby obtain Figs. A.2.7 (a) and

(b), without and with an applied magnetic field, respectively. The spin photocur-

rent emerges from the spin-polarized excitation present in the electronic structure,

as exemplified by Fig. 2.12.
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Figure A.2.7: Shown in panel (a) is the MR (spin filtering) effect as produced via
tunneling through a thin film of a magnetic insulator in ambient conditions. (b)
Display of how applying a magnetic field alters the spin-polarized current. Panel (c)
shows the method by which we are producing an enhanced spin-polarized current.
The resulting magnetoresistance can be projected along the frequency plane and
thereby obtain information about high-frequency components of MR.
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Appendix B

Multiferroics

B.1 Tensorial response

To better explain what a special magnetic property is, we need to look at equilibrium

properties, more specifically equilibrium matter tensors, or properties that vary by

direction. Generically a tensor property, say T, relates a force, say X, to a response,

say Y, through a linear constitutive relationship:

Y = TX. (B.1.1)

An important note is that X does not have a restriction to the rate of application to

the crystal. This results in changing from one equilibrium state to the next, until an

ultimately final equilibrium state is attained and that this attainment is thermody-

namically reversible. It is important to note that transport properties e.g. thermal

conductivity, electrical conductivity, thermoelectric effect, and diffusivity are fun-
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damentally thermodynamically irreversible processes. Thus the above constitutive

tensor relationship does not apply to them because the nature of a thermodynami-

cally irreversible process (increasing entropy) indicates a process that can not contain

time-reversal symmetry, such as magnetic properties. Properties emerging in this na-

ture do such if the constitutive relationship connecting the force and the response

are not the same category of tensor, invariant vs. variant.[165, 166, 201] Now for a

couple materials examples, first the magnetic permeability tensor µ is not a special

magnetic property :

Bi = µijHj. (B.1.2)

µ is not a special magnetic property because both BandH don’t contain time-reversal

symmetry. For the second example, the magnetoelectric tensor αij is a special mag-

netic property:

Bi = αijEj. (B.1.3)

A powerful generalization to the constitutive relationship such as Eqn. B.1.3 is that

if a tensor(s) without time-reversal symmetry appears in the relationship an odd

number of times then the matter tensor will represent a special magnetic property.
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Appendix C

Magnetic Circular Dichroism

C.1 Fundamental understanding

Quantum mechanical roots

The representative fundamental Hamiltonian that includes the Hamiltonian of

the absorbing center plus impinging photon radiation looks like the following:

H = H0 +H1. (C.1.1)

Here, H0 is the un-evolved Hamiltonian, whereas H1 is then the response Hamilto-

nian from light-matter interaction. To deconvolute the scenario, this response only

constitutes the electric dipole absorption; therefore, we can approximate H1 by:

H1 = −~m · ~e. (C.1.2)

To clarify, here ~m = Σiei~ri is the electric dipole operator and ~e is the electric field
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due to the light. As an aside, this approximation has a significant degree of accuracy

because ~m contributions are inherently u 105 (fives orders of magnitude) greater

than the next and nearest operator.[375, 720] Therefore, if even a small component

of ~m is present in the transition it will tend to dominate all other effects. Return

to the discussion at hand, the microscopic electric field is related to the macroscopic

field ~E by a proportionality constant ~e = αE.[533, 535, 721] Moreover, this results

in the following Hamiltonian:

H±1 (z) = −
√

2α| ~E±(z)|Re(~m± exp

[
iEt

~

]
). (C.1.3)

Here, ~m± = (1/
√

2)(~mx ± i~my). From the above equation we can see that the

natural consequence of light interacting with matter is an exponential relationship

of the energy E, with the response scaled by the magnitude of the electric field.

The probability of a transition, namely an excitation from state a to state j, in

a time-perturbed environment, as shown in Fig. C.1.1:

Pa→j =
1

t

∣∣∣∣1~
∫ ∞

0

exp

[
iEjat

~

]
〈j|H1|a〉 dt

∣∣∣∣2 (C.1.4)

Further derivation can be found in a large number of quantum chemistry texts.

[722, 723, 724] Now that we have established what the light-matter interaction does

to the Hamiltonian we can take a look at the outcome form applying a static magnetic

field.

H = H◦0 +H′

0(H). (C.1.5)
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{j

{a

Figure C.1.1: Displaying the ground and excited eigenstates, a (blue) and j (red)
of a given absorbing center. The Gaussian distribution on the right suggests the
probability of absorption with respect to photon energy. The equation at the top is
the governing equation as described by Eq. C.1.3.

Here, H◦0 is the zero-field (un-evolved) Hamiltonian and H′
0 is the magnetic field H

perturbation. Since Maxwell’s equations and the Beer-Lambert law have already

been discussed in Secs. 3.1.1 and 3.1.4, respectively, we can assume the logical jump

to the helicity dependent absorption being represented by:

α±
E

=
ε±
E
cz

= γ±
∑
aj

Na

N
| 〈a|m±|j〉 |2δ(Eja − E)cz. (C.1.6)
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Here, left-hand-side of the above equation α± is the absorption coefficient with he-

licity ± dependence at energy E, for the middle portion, ε± is the helicity dependent

dielectricity, on the right-side | 〈a|m±|j〉 |2 is the square (magnitude) of the circularly

polarized transition moment, δ(Eja − E) is a Dirac delta function dispersion, c is

the speed of light, and z is the frameworks z-direction, representing the direction of

propagation for the light beam. Natural circular dichroism (CD) emerges out of this

incorporation of helicity, ∆α = α+ − α−. Correlating this to the state transitions

∆α±
E

=
∆ε±
E

cz

= γ±
∑
aj

Na

N
| 〈a|m−|j〉 |2 − | 〈a|m+|j〉 |2δ(Eja − E)cz. (C.1.7)

However, a side-effect of the assumption that only the electric dipole operator be

taken into consideration is that truly the CD is zero

α◦+ = α◦− (C.1.8)

∆α◦ = 0 (C.1.9)

because

| 〈a|m+|j〉 |2 = | 〈a|m−|j〉 |2 (C.1.10)

In the consideration of further contributions (magnetic dipole and electric quadru-

pole), one will find the following absorption probability relationship, for fixed atomic
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(molecular) coordinates:

Pa→j =
π2

h2

∣∣∣∣ 〈j|∑(
ek
mkc

)~π∗ ~A0 · ~pk exp

(
i2πωzk
c

)
|a〉
∣∣∣∣2

=

[
π2( ~A0)2

(c2h2)

] ∣∣∣∣ 〈j|∑(
ek
mk

)~π∗
i2πmk(Ej − Ea)

h~rk
(
1 + i2πωzk

c
)|a〉
∣∣∣∣2 ρaj(ω)

=

[
π2( ~A0)2ν2|i|2

(c2h2)

]
| 〈j|~m · ~π∗|a〉+ 〈j|~ez × ~π∗~µ|a〉

+ (
iπω

c
) 〈j|~π∗1 Qxz + ~π∗2 Qyz|a〉 |2ρaj(ω). (C.1.11)

Here, ω = ωaj = (Ej − Ea)/h and ~π = (~exπ1 + ~eyπ2) is the unit vector describing

how the polarization properties evolve while propagating in the z direction, ρaj is

the absorption lineshape function as defined by
∫
ρaj(ω)dω = 1. The first term

invokes the electronic dipole transition operator ~m, as previously described; the

other terms include the magnetic dipole transition operator ~µ = −e/(2mec)
∑

(~lk +

2~sk) = −µB
∑

(~lk + 2~sk), where µB is the Bohr magneton (the fundamental unit

for expressing the magnitude of magnetic moment); the orbital and spin angular

momentum operators are shown by ~lk and ~sk, respectively, in units of h/2π = ~; the

last term incorporates the electric quadurpole operators Qαβ =
∑
qk(~rkα~rkβ − (~rk ·

~rk/3)δαβ.

Now that we have the fundamental requirements of the MCD response, pertur-

bation by an oscillating field (light) and perturbation by the static magnetic field,

we need to take a look at the approximations that are invoked in the understanding

of data structure.
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As described in Secs. 3.1.1 and 3.1.4 in Eqns. 3.15 and 3.41 along with the def-

inition of κ, we can see that by combining these with Eq. C.1.11 the absorption

coefficient for circularly polarized light α±(ω) evolves as

α±(ω) =
(8π3ω)

hc
(Na −Nj)

∣∣∣∣∣( α√
n

) 〈j|m∓|a〉

±
√
n[ 〈j|µ∓|a〉 ± (

iπω

c
) 〈j|Q∓|a〉]

∣∣∣∣∣
2

ρaj(ω). (C.1.12)

Now that we have included the electric and magnetic dipole operators along with

the electric quadrupole the feasibility to derive an equation that incorporates both

CD and MCD comes to life.[71, 725] We will now return to the simplified version

that only includes the electric dipole operator and a summing over all eigenstates

that are part of the a→ j band transition. The differential absorption coefficient is

∆α(ω) =
(8π3ω)

hc

∑
aj

(Na −Nj)[| 〈a|m−|j〉 |2 − | 〈a|m−|j〉 |2]ρaj(ν) (C.1.13)

A useful extension of this is to express the values in units of energy E:

α

E
=

γ

2

∑ (Na −Nj)

N
[| 〈a|m−|j〉 |2 + | 〈a|m−|j〉 |2]ρaj(E), (C.1.14)

∆α

E
= γ

∑ (Na −Nj)

N
[| 〈a|m−|j〉 |2 − | 〈a|m−|j〉 |2]ρaj(E), (C.1.15)
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where

E = hν (C.1.16)

γ = 2N0π
3β2cl log

( e

250hcn

)

in Gaussian units.

From Table C.1.1 we can see that the energy and momentum of photons and elec-

trons are measured by similar values; however, when considering angular momentum

the total angular momentum must be conserved,[70, 726, 561, 687, 527, 727] with

the caveat that in dilute magnetic semiconductor systems (DMS) this does not hold

true.[728] In a circularly polarized light beam the photons exist in pure angular

momentum states
∣∣∣~k+

〉
or
∣∣∣~k−〉.[342] Whereas, a linearly polarized light beam is

constructed of photons in a superposition of states 2−1/2(
∣∣∣~k+

〉
+
∣∣∣~k−〉). This combi-

nation can additionally be expressed by the following relationship:

~p =
1√
2

[σ+ ± σ−] (C.1.17)

Approximations

To develop a theoretical construct and ultimately be able model the MCD re-

sponse only two approximations need to be considered. The derivations included in

this survey follow the notation in Magnetic Circular Dichroism Spectroscopy.

1. Franck-Condon/Born-Oppenheimer

2. Rigid-shift
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Table C.1.1: Angular momentum

Photons Electrons

Energy E = hc/ν Energy E = hc/ν

Momentum ~p = h/2π~k Momentum ~p = h/2π~k

Angular momentum ±h/2π Angular momentum
±1

2
h/2π (spin)

±nh/2π (orbit)

The Franck-Condon/Born-Oppenheimer (linear limit) approximation, in this en-

vironment the electronic excitation(s) is considered to be occurring on a time-scale

short compared to the motion of the nuclear envelope, therefore, the transition prob-

ability is calculated for a “fixed” nuclear position. The primary assumption for

the Franck-Condon approximation is that the Zeeman shifting aαλB is small com-

pared to line(band)width Γ of the composite A → J band (this invokes the linear

limit).[71, 729, 730] Fig. C.1.2 shows how this falls out of a experimental data set

and fits to Langevin and Brillouin function.

A mathematical description for the Franck-Condon approximation requires inclu-

sion of vibrational functions |g〉 and |j〉 within the respective ground A and excited

J states, such as the following:

|Aαg〉 = φAα(q,Q)χg(Q) = |Aα〉 |g〉 (C.1.18)

|Jλj〉 = φJα(q,Q)χj(Q) = |Jλ〉 |j〉 (C.1.19)
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Now the summations from Eqs. C.1.14 and C.1.15 of α and ∆α are to include

αλgj, as can be deduced from Eqs. C.1.18 and C.1.19, therefore we obtain

α

E
=
γ

2

∑
(
NAαg −NJλj

N
)(| 〈Aαg|m−|Jλj〉 |2 − | 〈Aαg|m−|Jλj〉 |2)ρAJ(E) (C.1.20)

∆α

E
= γ

∑
(
NAαg −NJλj

N
)(| 〈Aαg|m−|Jλj〉 |2 + | 〈Aαg|m−|Jλj〉 |2)ρAJ(E) (C.1.21)

With the application of a magnetic field, either external or internal (exchange

coupling),[64] along the propagation direction of the light beam z, we can then

assume the Zeeman perturbation −µzB. Here, µz = µB(Lz + 2Sz)B, where µB is

the Bohr magneton, and Lz and Sz are the orbital and spin angular momentum

operators, respectively. It is assumed, as stated previously, that −µzB will be small

compared to kBT and the bandwidth Γ.

Now for the rigid-shift approximation, this approximation makes the assumption

that excitation(s) shift in energy similar to the Zeeman effect. However, an impor-

tant caveat of this is that the response functions shape does not change. This is

represented by:

ρAJ(E) = ρAJ(E − aαλB) (C.1.22)

where

aαλB = (E
′

Jλj − E
′

Aαg)− (EJλj − EAαg)Aag)

= − ( 〈Jλ|µz|Jλ〉◦ − 〈Aα|µz|Aα〉◦)B. (C.1.23)
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Figure C.1.2: (a-b) Displays the positive and negative field, respectively, MCD
response for NiFe2O4. (c) Shows how the response varies with respect to field at a
constant energy (eV). Franck-Condon (Linear-limit) approximation: As the magnetic
field increases the MCD will follow a a linear response function, such as the Brillouin
(magenta) or the Langevin (cyan). Then when the MCD response is on the order
of, or large than, Γ the linearity will start to breakdown. This breakdown creates a
deviation from the linear limit, expressed by the black dashed line.

A representative result is shown in Fig. C.1.3.

Now that we have all of the approximations and background information in place,

we can take a look at the functional that can be used to model the MCD response
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a B

AJ(E - a B)

 

 

 

Energy (E)

AJ(E)

|   |

Figure C.1.3: Rigid-shift approximation: a shifting of the absorption band with
only the Zeeman like perturbation as a driving mechanism and the shape ρAJ of the
response does not change.

function. The subsequent expression falling out of the considered approximations

takes the form of the following:
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∆α/E = γ
∑

(
NAαg −NJλj

N
)(| 〈Aαg|m−|Jλj〉 |2 − | 〈Aαg|m−|Jλj〉 |2)ρAJ(E)

= γ(
Ng

|A|
∑
Ng

)(1 + 〈Aα|µz|Aα〉◦B/(kBT )) 〈g|j〉2

×

{[
〈Aα|m−|Jλ〉◦ +

[ ∑
K 6=A,κ

1/(W ◦
k −W ◦

A) 〈Aα|µz|Kκ〉◦ 〈Kκ|m−|Jλ〉◦

+
∑
K 6=J,κ

1/(W ◦
k −W ◦

J ) 〈Aα|µz|Kκ〉◦ 〈Kκ|m−|Jλ〉◦
]
B2

]}

−

{[
〈Aα|m−|Jλ〉◦ +

[ ∑
K 6=A,κ

1/(W ◦
k −W ◦

A) 〈Aα|µz|Kκ〉◦ 〈Kκ|m−|Jλ〉◦

+
∑
K 6=J,κ

1/(W ◦
k −W ◦

J ) 〈Aα|µz|Kκ〉◦ 〈Kκ|m−|Jλ〉◦
]
B2

]}

× [ρAJ(E) + ( 〈Jλ|µz|Jλ〉◦ − 〈Aα|µz|Aα〉◦)B∂ρAJ(E)/∂E]. (C.1.24)

The intricate and burdensome nature of the preceding equation, expressing ∆α, can

be simplified by organizing by the magnetic interaction form factors. After a bit of

mathematical work, and discarding the B2, the expression for the approximations

becomes

∆α(E) = γµBB[
A1

h

∂g(E)

∂E
+

(
B +

C

kbT

)
g(E)]. (C.1.25)

The resulting data in MCD is comprised of several attributes, i.e. Zeeman split-

ting, the effective derivative of α(E), and qualitative analysis of the Faraday A1, B0,

and C0.[502, 731]

376



In short order we can now define the Faraday A1,B, and B terms, or A1, B0,

and C0. The subscripts represent the order of the spectral moments and therefore

describe a respective series of band shapes.

A1 =
1

|A|
∑
αλ

( 〈Jλ|Lz + 2Sz|Jλ〉 − 〈Aα|Lz + 2Sz|Aα〉)

× (| 〈Aα|m−1|Jλ〉 |2 − | 〈Aα|m+1|Jλ〉 |2) (C.1.26)

B0 =
2

|A|
Re
∑
αλ

[ ∑
K 6=J,κ

1

WK −WJ

〈Jλ|Lz + 2Sz|Kκ〉

× ( 〈Aα|m−1|Jλ〉 〈Kκ|m+1|Aα〉 − 〈Aα|m+1|Jλ〉 〈Kκ|m−1|Aα〉)∑
K 6=A,κ

1

WK −WA

〈Kκ|Lz + 2Sz|Aα〉

× ( 〈Aα|m−1|Jλ〉 〈Jλ|m+1|Kκ〉 − 〈Aα|m+1|Jλ〉 〈Jλ|m−1|Kκ〉)

× (| 〈Aα|m−1|Jλ〉 |2 − | 〈Aα|m+1|Jλ〉 |2)

]
(C.1.27)

C0 = − 1

|A|
∑
αλ

〈Aα|Lz + 2Sz|Aα〉

× (| 〈Aα|m−1|Jλ〉 |2 − | 〈Aα|m+1|Jλ〉 |2) (C.1.28)

For a final definition, dipole strength parameter D0, such that

A

E
= γD0g(E), (C.1.29)
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hence

D0 =
1

2|A|
∑
αλ

(| 〈Aα|m−1|Jλ〉 |2 + | 〈Aα|m+1|Jλ〉 |2). (C.1.30)

The dipole strength is a representation of the oscillator strength because the oscil-

lator strength is proportional to the absolute square of the dipole moment operator,

f ∝ |~m±|2 =
∑

(e~r)2 ∝ D0. (C.1.31)

Whereas it can be seen in Eq. C.1.30 that D0 is a sum of both helicities absolute

dipole transition moment operator value squared.[732, 733]

In atomic/molecular systems, the excitations energies are very narrow and tend to

be well isolated. So, from a fundamental standpoint the spectrum should be “easily”

interpreted.

On a final note, by taking the ratio of a Faraday term and the dipole strength,

one can obtain results that are effectively independent from the medium effects and

produce an otherwise inaccessible precision to the band-shape functions. Fo example,

take the following ratio:

C0

D0

=
kBT

βB

∫ ∆αMCD(E)
E

dE∫ αABS(E)
E

dE
. (C.1.32)

The numerator is the area “under” the MCD band and the denominator is the area

under the absorption band. The can be used a metric to decide if an excitation is a

d–d or charge-transfter CT excitation, such that if C/D > 0.01 then the transition is
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a d–d and by logical deduction one can see that if C/D < 0.01 then the transition is a

CT . Of course, one can also examine the absorption spectrum and/or the projected

partial density of states. Taking the absorption spectrum as an example, if the value

of α(E) rises sharply to a level that exceeds 10+5cm−1, then once could expect that

the transition is a CT .

Solids and DMS

Over the span of approximately 3-4 decades the bulk of MCD work has focused

on solid materials, specifically dilute magnetic semiconductors (DMS).[734, 735, 541]

The most logical difference between atomic/molecular solutions vs solids is that the

spectral features will be broadened.

Briefly about the drive behind DMS materials, a nonvolatile circuit would retain

its logic state value even through powering on and off.[736] This type of circuit would

allow for batteries in mobile computing platforms to last dramatically longer, ca. 1

week vs 1 day hours. High-density integrated circuits would be effectively free from

heat production and thereby showing one route to increased efficiency. However,

unfortunately this technology, i.e. nonvolatile transistors, does not currently exist.

Enter DMS materials, they have the potential to be intrinsically nonvolatile because

of the physical phenomena known as magnetic hysteresis.[737] Figure C.1.4 shows

how the introduction of magnetic ions alters the density of states.

So, of course this beckons the questions, “How does the MCD response differ from

that of atomic or molecular systems?” Since MCD offers a response in every material

and material form, assuming transmittance (reflectance) is adequate to track said

response.[357, 738, 739, 740, 741, 742] The first result of MCD in dilute magnetic
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semiconductors is that the parent semiconductor will have an intrinsic response func-

tion that will then be amplified via the interstitial magnetic ions. This amplification

arises through the exchange mechanism that is responsible for the magnetic ions to

“see” each other, or exchange magnetic information through the lattice.[69] This can

be seen in Fig. C.1.5.

C.1.1 Optical Activity

A materials response to external perturbating fields has culminated in a research

field known as optical activity.
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(a)                                                                            (b)

Figure C.1.4: (a) Shows a schematic density of states for a nonmagnetic semicon-
ductor. By close examination it is evident that an excitation from the valence band
to the conduction band has no spin dependence, therefore, spin-up and spin-down
electrons have no distinguishing features. (b) Shows a schematic density of states
for a magnetic semiconductor, in this scenario the d electrons from the magnetic ion
interact with the s and p electrons from the semiconductor lattice. This interac-
tion induces exchange splitting in the valence and conduction bands that depends
upon the spin direction (Zeeman splitting). Therefore, the semiconductor has a spin-
polarized band structure that results in a differential absorption (MCD effect) when
comparing RCP and LCP (σ+ and σ−). Ultimately the MCD spectrum will display
an amplified form of the parent semiconductors spectrum, after [737].
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(a)                                                                (b)

(c)                                                                (d)

Figure C.1.5: (a) Schematic diagram of p − d hybridization for Cd1−xMnxTe. (b)
Ordering of sublevels due to Zeeman splitting and the resulting helicity dependence
(σ+ and σ−) of the optical transitions at Γ critical points in Cd1−xMnxTe. (c) Trans-
mission MCD spectra for CdTe (top) and Cd0.92Mn0.08Te (bottom). Measurement
was done at 15K. The arrows indicate the excitation energies for E0, E0 + ∆0, E1,
and E1 + ∆1. (d) Transmission MCD spectrum of zinc-blende MnTe film at 15K.
All figures are adapted from [69] but some also originate in [743, 744].
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Appendix D

Photoconductivity

D.1 Noise

D.1.1 Introduction to noise

Whether noise is a nuisance or a signal may depend on whom you ask.[745, 746]

Generally, noise (or fluctuations) is the spontaneous stochastic (random) variations

of a physical quantity with respect to time.[747] More precisely, these fluctuations are

random deviations of the quantities mean value either at a constant value or vary non-

randomly in time. The variance manifests from the thermal motion of matter and its

structure, existing in the full spectrum of transport material systems e.g. insulators,

semiconductors, metals, and superconductors. The reason this deserves to be men-

tioned is that with the development of new instrumentation, or devices, the measure-

ment accuracy of a physical quantity is intrinsically limited by the fluctuations magni-

tude. Positively, noise communicates the kinetic processes taking place in the matter
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system, such as the molecular-kinetic conception of heat. For example, the theory of

Brownian motion and then latter the experimental proof put a final check mark on

the molecular-kinetic conception of heat.[748, 650, 749, 750, 751, 752, 753, 754, 755]

Therefore, the physics of fluctuations is a highly valuable field for conceptual inves-

tigation.

Some semiconductors have internal mechanism(s) that allow the previously de-

fined values to be greater than unity, gain up to 106. Ultimately the higher this value

the higher the intrinsic noise. Low (no) noise is inherently the desire of all experi-

mental methodologies. A little later a relationship will be defined that describes this

desire. For now the path will continue on towards the sources of the noise that one

must create a signal greater than, S : N > 1. The dark current is the intrinsic leakage

current that occurs when the photodetector is under bias without being exposed to a

photon source. The first limitation is that the temperature must be at a lower energy

than the photon energy to be absorbed (kT < hν). Background radiation is another

source of noise, this can be created by emission of “warm” bodies that are arbitrarily

near the detector. Thermal noise (Johnson-Nyquist noise) results from the random

thermally induced motion of carriers in the given resistive device or material. Shot

noise arises due to single events of the photoelectric effect along with the fluctuations

in statistics that correspond, appears more strongly as the source intensity falls off.

This can be seen as the origin of Generation-Recombination noise, the fluctuation of

the number of carriers being transported because some portion randomly recombines

with traps. Flicker noise is another appears as 1/f and is due to random effects as-

sociated with surface traps. Since the appearance is characteristically 1/f , the lower
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the frequency the higher the noise.

In magnetic materials, the electric transport and magnetic properties are inher-

ently linked, the magnetoresistance measurements provide information concerning

magnetic instabilities. Additionally, spin-dependent scattering can be investigated

to garner an understanding of the charge-spin coupling.

D.1.2 Mathematical description

Since noise refers to the physical quantity under investigation V (t) fluctuating around

a mean value, the quantity shows stochastic behavior in the time domain. Hence,

the instantaneous value is impossible to predict discretely. To build a fundamental

mathematical understanding of noise we must look at several concepts regarding time

domain fluctuations, such as:[756, 757, 758, 759, 747]

• The average value:

V = lim
T→∞

1

T

T/2∫
−T/2

V (t)dt (D.1.1)

where T is the observation time.

• The variance:

σ2 = (V (t)− V 2
) = δV 2 = V 2 = V

2 (D.1.2)
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• The probability density function (PDF):

P (V ) =
1√

2πσ2
exp[−(V − V )2

2σ2
] (D.1.3)

• The auto-correlation function:

ψV (τ) = V (τ)V (t+ τ) = lim
T→∞

1

T

T/2∫
−T/2

V (t)V (t+ τ)dt (D.1.4)

More precisely, Eqn. D.1.3 is used in the calculation of the probability of a

continuous variable falling into a specific range of values. Therefore, if V (t) has a

PDF of P (V ), then the probability for V (t) to be a value in an interval [V, V +

dV ] is P (V )dV . In the scenario that a “large” number of independent effects and

random events contribute to the overall fluctuations, the PDF becomes a Gaussian

distribution function as seen in Eqn. D.1.3.

The auto-correlation function, Eqn. D.1.4, of a random process describes how

different points in time are correlated in the process. Moreover, this function presents

a measure for the memory of the process. In this function, τ represents the interval

of two times points as the continuous variable changes with evolving time. To define,

the auto-correlation function gives the mean square value of the fluctuations, at

τ = 0: ψV (0) = V (t)2
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Of course, all of this discussion about the time domain information is gainful but

a further informative and alternative way to characterize the fluctuations is to project

and study them in the frequency domain. Importantly, the value in the frequency

domain VT (ω) is related to the time domain value V (t) through the application of a

Fourier transform and an inverse Fourier transform:

VT (ω) =
1√
2π

T/2∫
−T/2

V (t) expiωt dt (D.1.5)

V (t) =
1√
2π

T/2∫
−T/2

V (ω) exp−iωt dω. (D.1.6)

For completeness, the total energy of the signal, E, can be projected into the

frequency domain to display the distribution of the signals energy with respect to

frequency:

E = lim
T→∞

T/2∫
−T/2

V (t)2dt =
1

2π

∞∫
−∞

|VT (ω)|t2dω. (D.1.7)

Now to obtain the average power for the fluctuations one can invoke the Parseval

Theorem, as follows:

P = lim
T→∞

1

T

T/2∫
−T/2

V (t)2dt = lim
T→∞

1

2π

∞∫
0

2|VT (ω)|t2

T
dω = SV (ω)dω. (D.1.8)
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In the above, Eqn. D.1.8, SV (ω) represents the power spectral density (PSD) of the

fluctuating quantity V (t). This value is characterized by the following:

SV (ω) = lim
T→∞

2|VT (ω)|2

T
. (D.1.9)

The PSD presents the magnitude of energy in the normalized frequency bands, this

is used to define the noise level. Say we are looking at the fluctuation of voltage

for example, the unit of SV (ω) is V2/Hz. When invoking the Parseval Theorem, the

integration of the PSD (over all frequencies) produces the signal variance, with the

caveat that the mean signal value is zero,

δV 2 =

∫ ∞
0

SV (ω)dω. (D.1.10)

With all of the preceding in mind, it is important not to get overwhelmed by the

number of equations; but, realize that the information gained from this formalism is

to establish a lower bound on reliability, or a minimum to the level that is required

to make the desired conjecture. We also need to define the forms of noise that are

expected and how to work with them to further understand the information being

presented.

D.1.3 Noise forms

Noise shows up in many shapes and sizes, specifically in solids, several types of

noise can exist and independently establish the overall magnitude of fluctuations.

Moreover, the noise foundation may be diverse (may be even specific to the sample
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in question); however, a concise evaluation of the noise still may be made from the

frequency dependence derived from the PSD. Four of the most common forms of

electrical noise are: thermal, shot, flicker (1/f), and generation-recombination noise.

The origins of the noise may emerge from a variety of sources e.g. defect motion,

structural excitations, magnetic domains, spin fluctuations, charge carriers crossing

an energy barrier, electronic traps, percolation effects, or current redistribution in

an inhomogeneous material.[650]

In the spirit of this, I will write a brief paragraph about each of the four forms

of electrical noise listed above.

First for thermal noise, which exists in virtually all electronic devices as a form

of background noise. This form was first observed and described by Johnson in

1927.[760, 761] The theoretical perspective was established by Nyquist in 1928.[762]

The various forms of noise can be correlated to colors, Johnson-Nyquist (thermal)

noise is “white noise.” This is the case because the PSD contains all frequencies and

the energy is equally dispersed amongst them. Now to work out a small example,

consider a device with a given resistance R at temperature T . The PSD of thermal

noise will be given as SV (ω) = 4kBTR, with the mean square voltage fluctuation

being V 2
n = 4kBTR∆ω. The ∆ω represents the frequency bandwidth used to measure

the voltage. Hence, by decreasing and matching the bandwidth with the frequency

of desired signal one can improve the signal-to-noise ratio. One such measurement

methodology is the application of phase sensitive detection with a lock-in amplifier.

From a logical perspective, this form of noise is ubiquitous amongst all forms of

measurements and appears in our photoconductivity experiments with SV (ω) = 1×
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10−9V.

Second we will look at another “white noise” know as shot noise. This was was

observed by Schottky in 1918 in a thermionic tube.[763] This noise form is the result

of random and discrete motion of charge carriers. When electrons are moving in

an applied field that is running across an energy barrier, the potential energy of

the electrons continues to build until their energy is high enough to bypass the

barrier. After surpassing the energy barrier, the charge carriers brusquely transform

the potential energy into kinetic energy. Therefore, fluctuations in the current are

induced by this spontaneous transformation. For example, the PSD for shot noise

produces a flat spectrum akin to that for thermal noise but in the current, the

representation follows: SI(ω) = 2qI. The resulting fluctuations in current are: Ish =
√

2qI∆ω with units of A/
√
Hz. In the above example, q is the charge for the

carrier(s), I is the average current, and again ∆ω is the bandwidth. Interestingly,

shot noise does not have a dependence on temperature but is ever present when

current flows and of course depends upon the charge of the carriers. Signal-to-noise

of shot noise shows up as I/
√

2qI ∝
√
I. This relationship suggests that by applying

a current that is larger, the noise will increase by factor of sqrtI. For example,

if the current is increased by a factor of 400, then the noise will increase by only a

factor of
√

400 = 20. From an photoconductivity standpoint, this noise emerges from

the dynamic fluctuation in the intensity of light (the number of impinging photons

per second.) This is the case because the photons are independent of each other.

Therefore, their occurrence and emission from the source is independent.

Next on the agenda is to cover a different color noise, “pink noise” or 1/f or flicker.
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It is called pink noise because if one was to mix the light as a 1/f relationship, then

the resulting PSD would favor the red hues of the spectrum, pink is very light red

and would dominate the spectrum in magnitude. This form has been displayed in

homogeneous semiconductors, metallic thin films, magnetic tunnel junctions, carbon

nanotubes, and superconducting quantum interference devices (SQUID).[134] Since,

1/f noise scales inversely with the frequency it will also scale inversely with the

size of the investigated system. Therefore, it becomes an ever increasing obstacle

with the miniaturization of application based devices in the fields of information and

sensing technology. Logically, 1/f noise has a PSD that becomes prominent at low

frequencies and disappears into the background of white noise as ω →∞. Moreover,

this goes to say that the PSD diverges on both ends of the spectrum e.g. as ω → 0

or ω → ∞. The ubiquity of 1/f noise has been investigated very heavily, but

no satisfactory mechanistic definition has been reached. So, the general suggestion

is to view and investigate 1/f noise in specific systems. As mentioned the PSD

diverges at both extremes of the spectrum, this looks like SV ∝ 1/fα. Empirically,

the PSD established by F. N. Hooge in 1969[764] takes the form of SV (ω) = γHV
2

Nfα
,

where N = nΩ is the number of charge carriers in the noise volume Ω of a sample

with carrier concentration nc, γH is the Hooge’s constant that characterizes the

noise level of the system. The exponent α remains near unity, 0.8 ≤ α ≤ 1.4. γH

is dimensionless when α = 1. Within the measurements that are to be obtained

from the photoconductivity system, this will come into play when considering in

the frequency dependence of voltage changes. Some thoughts to consider would be

fluctuations in the mobility and/or the magnitude of n, the number of carriers, due
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to defects and impurities.

Finally, we come to generation-recombination noise. This form of noise is of great

importance in condensed matter systems. Using a semiconductor as an example,

when electrons are excited into the conduction band an exciton (electron-hole pair)

is created, at a later time they will recombine. If only one electron is excited, then the

resistance would change in discrete steps resulting in the so-called “random telegraph

signal” (RTS). Unfortunately, the noise associated with this is of a non-Gaussian

type. When the noise lacks Gaussianity, the auto-correlation function, Eqn. D.1.4,

to describe said distribution requires high-orders being introduced. The causality

of this is (i) very few independent events i.e. only a few fluctuators couple more

strongly to the resistivity than the others, or (ii) if the fluctuations are correlated

i.e. the events are not independent. The 1st order Eqn. D.1.4 of a two-level system

is shown in Fig. D.1.1. The PSD caused by RTS in the switching between two states

with voltage amplitude ∆V and their characteristic lifetimes τ1 and τ2 is represented

by the Lorentzian equation:

SV (ω) =
4(∆V )2

τ1 + τ2

· 1

(1/τc)2 + (2πf)2
(D.1.11)

where 1/τc = 1/τ1 + 1/τ2. Since we are referencing Eqn. D.1.4, the auto-correlation

function, additional information shown in Fig. D.1.1 (c) is that at frequencies lower

than fc no “memory” is kept. Another mathematical representation of the Lorentzian

spectrum is as follows:
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Figure D.1.1: A fluctuating two-level system, shown in (a) as a double-well potential
with distinctive energies and time constants. (b) The random telegraph noise is
displayed in the time domain; with (c) showing the resulting Lorentzian spectrum in
the frequency domain. After [650, 758, 746]

SV (ω) =
S0
V (0)

cosh
(

∆E
kBT

)
[cosh2( ∆E

kBT
) + ω2 + τ 2

c ]
. (D.1.12)

Here, S0
V (0) is the zero-frequency PSD at ∆E = 0. In the limit where ∆E = 0, this

value is aboveboard to obtain:

SV (ω) ∝ τc
1 + 4π2ω2τ 2

c

(D.1.13)

As shown in Fig. D.1.1 (c) two main regions show up in the Lorentzian spectrum:

(i) SV ∝ 1/f 2 and (ii) an almost flat region at f � fc. In the former scaling changes

to the latter when f � fc ∼ τc is no longer true. To draw a better understanding,

the corner frequency is equivalent to the inverse of 2πτ , fc = 1/2πτ .
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Now that we have seen the limiting case, two-level system, it is plausible to en-

vision the result when generation-recombination comes into play. First to get the

general information, GR noise is a directly result of fluctuations in the number of

excited free carriers inside of a two terminal sample system. If we consider the gen-

eration rate to be g(N) and the recombination rate to be r(N). Then the fluctuation

is well described by the differential equation:

dN

dt
= g(N)− r(N) + ∆g(t)−∆r(t). (D.1.14)

Next, we need to broaden the response spectrum associated with the random

transitions because the ground state and excitation state are no longer discrete be-

cause in principle we will not be shining singular photons onto the samples. As well,

the samples that are investigated are solids, specifically macroscopic crystalline ma-

terials. So, one should expect that the valence and conduction states form bands.

Additionally GR noise can occur from transition between the conduction band and

localized states in the energy gap.

Interestingly, one potential mechanism for 1/f noise is the superposition of a

statistically “large” number of independent Lorentzian spectra. Importantly for this

is the characteristic lifetimes will have a proper distribution following:[765, 766]

S(ω) ∝
∫
D(τ)

τ

1 + 4π2τ 2ω2
dτ. (D.1.15)

Here, τ is a characteristic time constant for the Lorentzian spectrum and D(τ) is

the distribution function for τ . The understanding of noise involved in the transport
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process allots for a deeper understanding of potential functionality.

Analysis

Closing out our overview on noise and noise forms, we will take a look at some

analysis methods. The noise involved may be easily diagnosed, n×60Hz, where n is

an integer. It can always be extremely complex, with many overlapping frequency

and phase components, such as building vibrations, temperature variations, other

changes in environmental conditions, and fluctuations in the number of free carriers.

To understand the forms and sources of noise involved, it is pertinent to do some

math and learn some of the language of digital signal processing. The first step in

this process is to measure time-dependence and then run the result, assuming the

data points are of a consistent spreading, through a Fourier transform to obtain a

spectrum of the frequency components.

To decipher the noise components, we can process the time-dependent data

through a Fourier transform. To improve accuracy for the resulting spectrum of

noise components, we first establish our boundaries. These boundaries include the

high frequency limit, invoking the Nyquist theorem to determine this value, as follows

fs = 2× fNyquist. (D.1.16)

Here, fs is the sampling frequency and fNyquist represents the Nyquist frequency.

Essentially this produces the upper bound in frequency that is minimally reliable to

establishing the existence of an underlying component. The value of this limit is set

by the average time between data points multiplied by two, of course since the data

points are not equally spaced some consideration has to be taken there as well. To
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set the lower limit in the frequency domain, we again invoke the Nyquist theorem

and say that the minimum frequency is 1/2 of the total time for data collection. For

example, if we measure for 30 minutes then the total number seconds is 1800 and

the frequency will be 5.5× 10−4 Hz.

When considering the Neumann theorem, the symmetry of a physical property

of a material must be included in the symmetry of the Hamiltonian for the given

material. However, this theorem breaks down when considering transport properties,

the measurements are inherently not thermodynamically reversible processes. The

entropy change within the system results in the theorem not holding up in transport

environments.

Measurements of the noise components are done in the simplest manner by im-

plementing a 4-terminal DC technique shown in Fig. D.1.2 (a). This resembles the

same circuit layout for a 4-probe resistance measurement, with the addition of a

capacitor C operating as a high pass filter to block the DC offset. A few limitations

of this design are: the frequency range is limited to f > fmin ∼ 1/RiC, fluctuations

in voltage source, and temperature instabilities.

If the noise is lower than fmin or the other limitations dominate the spectrum,

then switch to a 5-terminal scheme as shown in Fig. D.1.2 (b). The two connected

branches on the Hall bar, along with the two balancing resistors R1 and R2, create a

bridge-type circuit thus eliminating the DC offset. Importantly, the external factors

will now have a minimal impact due to the bridge balancing; therefore, the sample

fluctuations will be less sensitive to the external sources and the frequency range will

not have to be limited.
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Figure D.1.2: Shown in (a) is a 4-terminal DC noise measurement setup and in (b)
a 5-terminal DC setup invoking the use of a bridge-type circuit. After [747, 746]

At this point we have a fairly good picture of the noise sources and functions. It

is my opinion that one should consider this a highly important part of the process

when measuring transport properties, because by comparing the result from differ-

ent portions of the measurement sequence it would be feasible to obtain a deeper

understanding of the physical mechanisms of transport. If the development contin-

ues forward into measuring in AC environments. The resistance will fluctuate at

the modulation frequency of the sinusoidally excited carriers, thus producing noise

sidebands. To isolate the signal more effectively, an experimental circuit and system

could follow Fig. D.1.3.
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Figure D.1.3: Shown here is the circuit necessary to capture the noise spectrum
from an AC circuit, with the AC current being I = I0 sin(ω0t)
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