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Abstract

A phenomenon or event can be received from various kinds of detectors or under different

conditions. Each such acquisition framework is a modality of the phenomenon. Due to the

relation between the modalities of multimodal phenomena, a single modality cannot fully

describe the event of interest. Since several modalities report on the same event introduces

new challenges comparing to the case of exploiting each modality separately.

We are interested in designing new algorithmic tools to apply sensor fusion techniques in

the particular signal representation of sparse coding which is a favorite methodology in signal

processing, machine learning and statistics to represent data. This coding scheme is based on

a machine learning technique and has been demonstrated to be capable of representing many

modalities like natural images. We will consider situations where we are not only interested

in support of the model to be sparse, but also to reflect a-priorily known knowledge about

the application in hand.

Our goal is to extract a discriminative representation of the multimodal data that leads

to easily finding its essential characteristics in the subsequent analysis step, e.g., regression

and classification. To be more precise, sparse coding is about representing signals as linear

combinations of a small number of bases from a dictionary. The idea is to learn a dictionary

that encodes intrinsic properties of the multimodal data in a decomposition coefficient vector

that is favorable towards the maximal discriminatory power.

We carefully design a multimodal representation framework to learn discriminative

feature representations by fully exploiting, the modality-shared which is the information

shared by various modalities, and modality-specific which is the information content of
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each modality individually. Plus, it automatically learns the weights for various feature

components in a data-driven scheme. In other words, the physical interpretation of our

learning framework is to fully exploit the correlated characteristics of the available modalities,

while at the same time leverage the modality-specific character of each modality and change

their corresponding weights for different parts of the feature in recognition.
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Chapter 1

Introduction

1.1 Motivation and Background

A significant amount of studies in signal and image processing has been done to represent

signals in a proper fashion for the specific task. Restoration in general and in particular

denoising and reconstruction are emerging estimation problems in these fields; that may

become difficult to solve without an arbitrary a priori model of the data source. In machine

learning and computational statistics, various research tries to answer the question of how

to learn a set of parameters from data while a predefined criterion is maximized, in both a

supervised or unsupervised scheme. For instance, to find the connection between input data

and output response, or when one may need to summarize (compress) the data.

A simple a priori model is to assume the solution to be sparse. This bias towards sparsity

can emerge in two scenarios: First, we know that the problem at hand has a sparse solution,

or in the absence of sparsity prior information, our interest lies in seeking a simple reasoning

for the task that is easy to interpret and has a low processing complexity. This is known

as sparsity and can be assumed as selecting a small number of parameters to solve the

problems. In early studies, a pre-defined dictionary is used which was made out of a set of

orthonormal basis. Then, the signal can be represented using a linear combination of the

dictionary elements also known as atoms.
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The dictionary should be designed so that it can successfully reconstruct the data while

at the same time, has a poor performance in modeling the noise. In that case, the sparse

decomposition coefficients and the dictionary together may have a good representation out

of the pure signal. That is, to obtain a proper representation of the signals, the design of

the dictionary has a significant role and is an active topic of research.

Let us emphasize on the difference between the terminology models in this dissertation

with generative models. We use this terminology to define classes of regularized signals that

we design to have interesting characteristics, but it may also have irrelevant representations.

However, in generative settings, models are the probability distribution of input data.

The dictionary in statistics and machine learning may be simplified as a set of fixed

variables or predictors and then seeking for the solution as a linear combination of variables

in the dictionary. However, the method should be designed so that it can successfully

generalize the unseen and new data; that is to make sure that the model does not suffer

from the overfitting problem. It can occur due to a large number of basis or a small number

of training samples. The prior information about the data or the form of the solution leads

to the concept of regularization that shows promising results to deal with the overfitting

problem. For instance, the Tikhonov regularization that favors towards a smooth solution

is a well-known prior among various fields. In this dissertation, the sparse solutions are

preferred, which leads to `1-norm regularization. Particularly, beside the sparsity, we are

interested in encoding different prior information over the data or the characteristics of the

solution in the pattern of the non-zero coefficients. Sparse models have been successfully

applied in the recent two decades in many scientific disciplines: simple model selection out

of a pool of possible choices is done using the sparsity principle in statistics and machine

learning. Sparsity models try to explain the observed data by selecting a few predictors

(atoms of the dictionary). In signal processing, sparsity is used to approximate signals as

a linear mixture of a small number of dictionary elements, imposing a union-of-subspaces

model on the data. Sparse coding representation has been the topic of a large amount of

work in image processing and computer vision.
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Classification is a well-known problem in computer vision and machine learning com-

munities. The classification accuracy is mostly investigated from one individual source of

information. However, any source of information is limited to its neighborhood, and its

efficiency is bounded, and they are prone to be corrupted and become unreliable. So, making

decision relying on a single source can jeopardize the decision making process [179, 31]. One

solution is to use multiple sources of information when it is possible. The information fusion

is split into two broad categories: feature fusion [151] and classifier fusion [153, 164]. In

feature fusion, we have features at the input and output of the fusion process. The goal is

to make or improve a new feature type from input features. The fusion system has various

extracted features from each source at the input level. Classification is done based on the

new feature set obtained at the output of the fusion process. That is why feature fusion is

called feature in-feature out (FEI-FEO), as well. The simplest way of feature fusion is by

concatenation of different features into a vector. In [190] different features from wearable

sensors are concatenated to a longer vector to do action classification. In classifier fusion, a

classifier that is trained based on each feature type makes its decision. The fusion system

combines input decisions to obtain better or new decisions. For example, in [150, 81, 83]

classifier fusion is applied in majority voting fashion [219, 82] in biometric recognition using

classifiers built based on iris, finger and face data. Beside majority voting, different mixing

policies like Bayesian inference are used to do the fusion [93].

The majority of studies in information fusion are based on classifier fusion. However, it

cannot fully exploit the cross-correlation between multiple sources of information because

each classifier is local and is independent of others. On the other hand, feature fusion

showed to get superior performance than classifier fusion in the presence of highly related

feature modalities [88]. However, the design of the feature fusion system is more challenging

especially when the size of features are not the same. The easiest way to fuse different

features is to concatenate them in one large vector. This method has two major drawbacks:

1. The new feature vector is large that may lead to the curse of dimensionality especially
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when training data set is small. 2. it neglects the useful cross-correlation information and

even may contain noise and outlier which is reported problematic in noisy environments [151].

Our focus in this dissertation is to creating a joint multimodal representation by

embedding the representation of every single-modal into a common (latent) representation

space. There are two main groups of such approaches:

1. The initially disjoint modalities are exploited to create a joint representation. The goal

of this step is to make a proper representation in the latent space. To be concise,

this step does not necessarily provide a bidirectional mapping. In other words, we do

not necessarily seek to regenerate original physical space from joint multimodal latent

space. These approaches are typically used in retrieval and classification tasks.

2. Bi-directional mapping is mainly discussed in cross-modal approaches, which may or

may not include learning a joint representation space. The main focus is to generate

one modality from the latent representation of another modality and back, as well as

represent them in a joint representation space. These methods are popular when there

is a need for cross-modal translation. For instance, cross-modal retrieval.

1.2 Sparse Representation

Sparse representation is a well-accepted method to describe signals mainly because natural

signals are in fact sparse when the description is done in space of specific basis. These set

of bases that describe the space for signal representation is called dictionary in the signal

processing community. Each column of the dictionary is called an atom, and usually, the

number of atoms are more than the dimension of the signal especially for reconstruction tasks.

Modeling data in sparse representation scheme is based on an ability to represent input data

as linear combinations of a few dictionary elements. Therefore, the model is shown to be

promising when the dictionary is chosen so that it can generate proper sparse decomposition

coefficients. The proper model of a dictionary is selected in two ways: i) a mathematical

model of the data is the lead to obtain a dictionary, or ii) learning a dictionary to perform

4



best on a training set. In the early research, dictionaries are obtained using the Fourier

and wavelet basis [184, 166, 168]. The method performed well for 1-dimensional signals,

especially, for the signal approximation, denoising, and reconstruction from incomplete data.

The curvelets used to build dictionary elements in [22] which was extended in [34] to introduce

a new sampling method called the Compressive Sensing (CS). However, these dictionaries

perform poorly in more complex scenarios like high-dimensional signals.

Although Compressive Sensing (CS) was first introduced for the signal approximation and

compression with potentially lower sampling rates than the Shannon bound, recent research

has shown the superior performance of the sparse coding scheme for discriminative tasks as

well [184, 185]. In the early works, the dictionary was made from all training samples, and

the test data is assumed to be reconstructed from training samples inside the dictionary that

have the same label as the query. In other words, the test sample is approximated with a

few training samples belonging to the same class as test data and not the other classes. In

this scenario, the dictionary is made by horizontally concatenating training samples of all

classes, without any update or learning involved.

Recently, there has been much interest in applying sparse representation methods to

model fusion at the feature level also known as “multi-task learning”. The idea is to

reconstruct a multimodal sample from several tasks (sources, views, etc.) by adopting

various sparsity models [156, 203, 133]. In [203], a joint sparse model is applied to represent

the observations from the same class simultaneously using a few train samples. That is,

different observation of test data would result in the same sparsity pattern that lies in a low

dimensional subspace. In [156] joint sparsity model is used to modelling the heterogeneous

sources and showed to be promising for biometric recognition. A kernelized version is

proposed in [201] to handle non-linearity in feature domain and applied to visual recognition

problem.
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1.2.1 Variable Selection by Sparsity Regularization

In a broad sense, an important part of this dissertation is about variable selection or feature

selection. Variables/features are descriptors used to represent the data, such as the intensity

of a pixel in an image or the frequency of a word in a document. Nowadays, data are

becoming abundant in various scientific and industrial domains, and also, they are available

in elegant and more involved representations (e.g., high resolution images).

In this context, variable selection is crucial for three tasks [56, 168, 167]: (1) “summa-

rizing” the representation of the data to become more interpretable and understandable,

(2) achieving a more small but effective representation, for instance, for compression,

(3) examining the predictive ability of the different features, especially for the tasks like

classification and recognition that prediction accuracy matters.

In this dissertation, we are interested in these three aspects and mostly focus on the

first and last purposes. By variable selection, our goal is to find a small subset of related

covariates between a total of p variables which is learning a sparse vector of parameters α

in Rp whose set of nonzero coefficients models the corresponding set of selected features.

We will express the precise definitions and formulations of the underlying learning problems

in the upcoming sections. Let us introduce more formally the concept of sparsity-inducing

regularization.

1.2.2 Sparse Based Regularization

It is a common approach in statistics, machine learning, and signal processing that in order

to learn a vector of parameters α in Rp, a convex function f : Rp → R+ is subject to

minimization that measures how well α fits some data. We consider the function f to be

differentiable with Lipschitz continuous gradient in all of the scenarios in this dissertation.

The criterion to choose the function f strongly depends on the application. In general, it

corresponds to either a data-fitting term or the average of a loss function over a training set

of data, also known as empirical risk [155].
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The function f does not model the prior information that we have about the task in

hand. In sparse coding, the a priori assumption to perform variable selection is that the

learned vector α should be sparse. A regularization term Ω : Rp → R+, is considered to

enforce the prior knowledge. Hence, our formulation becomes

argmin
α∈A

f(α) + λΩ(α) (1.1)

The scalar λ ≥ 0 is known as the regularization parameter, and it controls the trade-off

between the data fidelity term f and the model term Ω. The convex set A ⊆ Rp identifies

the attributes that we are interested in the design of the problem, such as the non-negativity

of the coefficients of α. To promote sparse solutions, Ω should intuitively punish vectors α

that has many nonzero elements. Thus, the `0 pseudo-norm is considered,

‖α‖00 , |{j ∈ {1, . . . , p} s.t. αj 6= 0}|.

`0 in Eq. (1.1), promotes the vector to be more sparse. However, this regularizer is not

continuous, and soon will turn to combinatorial problems and is NP-hard in general [131].

To deal with `0-norm computational challenges a surrogates (or relaxations) is considered

via an efficient `1 optimization problem [12]. The relaxation preserves the desired

sparsity properties, and also makes the optimization computationally-tractable and has

been successfully applied for face recognition [185, 54], ear recognition [84, 85], person re-

identification [182] and tracking [171, 117, 170, 169].

Lasso and Basis Pursuit. To elaborate the key properties common to more general

sparsity-inducing norms, we first focus on the `1-norm as the most popular sparsity norm.

The `1-norm regularization was subject to many studies and research for the last decade

to expand its theoretical frameworks [176, 26] and to provide efficient tools with various

applications, such as compressed sensing [21], and image reconstruction [103]. In statistics

`1-norm regularization is studied within the context of least-squares regression and is known

as Lasso [176] while it is known as basis pursuit in signal processing [26]. We have
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written both formulas to highlight the fact that although both of them are similar from

optimization viewpoint, the `1-norm regularization is observed differently in statistics and

signal processing. In statistics formulation Eq. (1.1) is known as Lasso and is written as

argmin
w∈Rp

1

2
‖y −Xw‖22 + ‖w‖1 (1.2)

while in signal processing it is known as basis pursuit

argmin
α∈Rp

1

2
‖x−Dα‖22 + ‖α‖1 (1.3)

We useX ∈ RC×p to determine a set of C observations described by p variables, while we try

to predict y in RC as the corresponding target value of observations. For classification, the

elements of y are the label of the C observations. However, in basis pursuit, m-dimensional

signal x inRm is represented as a linear combination of p columns d1, . . . , dp of the dictionary

D ∈ Rm×p. The dictionaryD is either fixed or made from learned representations as in [135].

It is worth mentioning that the primary goal of `1 regularizer is to penalize vectors of

parameters with a large number of nonzero elements and treat each variable separately. We

are interested to model the a priori known structural information about the variables using

sparsity-inducing norms. The structural information is assumed to be available and known

a priori.

1.3 Dictionary Learning

The fixed dictionaries are usually made by linear combination of a few elements from

wavelets, discrete cosine transform [112, 142, 3, 10, 8]. Restoration and reconstruction

of natural images are modeled successfully by predefined fixed dictionaries. The fixed

dictionaries do not have any learning step involve and they simply are constructed by putting

all training samples together and make one large dictionary [185, 143, 144]. This large

dictionary is fixed and despite other classification methods, is not going to be updated.

8



Dictionary learning methods can be divided to two groups of unsupervised and

supervised methods. The optimization formula in unsupervised dictionary learning only has

reconstruction regularization and mostly used for denoising and reconstruction applications

in signal and image processing [123, 2, 7]. Supervised dictionary learning exploits labels of

training data and beside reconstructive regularization has discriminative prior as well which

leads to better result in discriminative tasks [104, 125, 126, 6]. Despite principal component

analysis (PCA) that basis are required to be orthogonal, the atoms of the dictionary do

not have to be independent. This advantage gives more flexibility in design of dictionary

learning methods and consequently makes it easy for the algorithm to be tuned for different

input data.

Assume N signals with m dimension as X = [x1, . . . , xN ] ∈ Rm×N . For example it may

represent N patches with size m pixels. Also, consider the dictionary with p elements or

atoms as D = [d1, . . . , dp] ∈ Rm×p. The dictionary learning methods try to represent each

signal x as a linear combination of atoms {di}pi=1. The matrix A = [α1, . . . , αN ] ∈ Rp×N

includes decompositions, also known as codes for the N signals. The goal is to jointly learn

dictionary and decompositions (D, A) so that we can express the input signals as X ≈DA.

We measure the quality of the data-fitting with mostly square loss function since X, D and

A are in matrix form. The number of possible candidate pairs in the space (D, A) can be

reduced by some priors on D and/or A. The constraints are useful to model the knowledge

that we have about the task. As an example, consider non-negative matrix factorization

which basically enforces both A and D to be non-negative:

argmin
A∈Rp×n

+ ,D∈Rm×p

+

‖X −DA‖2F .

The first application of non-negative matrix factorization was for face recognition, where the

signals are expected to be non negative [48, 121]. Assume A ⊆ Rp×N and D ⊆ Rm×p

as convex set of all possible candidates for α and D, respectively and Ω as sparsity

regularization on A. Then, the dictionary learning with sparsity-inducing regularization
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is

argmin
A∈A,D∈D

1

2
‖X −DA‖2F + λΩ(A) (1.4)

where λ is the regularization parameter for Ω. Usually, Ω decomposes to sum of independent

regularizations of the columns/rows of the A. In Eq. (1.4), Ω penalizes A, and there is no

regularization over D which may cause the coefficients of the matrix A to be small. That is,

we enforce the set D to be the set of matrices whose columns are bounded by unit `2-norm

ball.

The optimization problem (1.4) has the product of the two variables as DA, so, the

problem is not joint convex in the space of (A, D). But, when one of the two optimization

variable is fixed, the problem (1.4) is convex with respect to the other variable [108, 9, 122].

Sparse coding is one example of (1.4), where the goal is to learn a dictionary which

represent all the signals properly so that the obtained decompositions would be sparse

argmin
A∈Rp×N

,D∈D

1

2
‖X −DA‖2F + λ

N∑

i=1

‖αi‖`1 (1.5)

where the constraint over D usually is chosen as projection to unit norm ball so that the

each atom of the dictionary has `2-norm of smaller than or equal to one. Dictionary learning

using structured sparsity successfully applied to localized features for face recognition [74, 54]

and the denoising of natural image patches [73, 45, 124]. We can encode prior information

in different ways within the sparse coding paradigm of (1.4), because we have access to the

factorization DA: 1. applying sparsity regularization on dictionary elements which change

the m-dimensional features, 2. applying regularization on columns of A or the rows of D

affect the latent variables, and 3. regularizing rows of A to impose grouping between different

signals.
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1.4 Contributions and Outline

In this dissertation, we study the problem of multimodal signal processing in a particular

representation called sparse coding, which has proven to be effective for many applications.

Our goal is to produce new algorithmic mechanisms and applications to this scheme, and

in particular, exploit structured sparsity in order to apply feature fusion to obtain better

classification accuracy when possible. Specifically, within each modality, we need the

dictionary to be reconstructive, so that it can successfully reconstruct the data while at

the same time, has a poor performance in modeling the noise. Also, the dictionary of

each modality should be discriminative, so that it can decompose the input data to sparse

coefficients that are distinctive enough between the classes, that even a simple linear classifier

that is trained over the sparse codes can generate high classification accuracy.

On the other hand, the relation between different modalities in physical space is translated

as grouping between their corresponding decomposition coefficient vectors in the space of

sparse codes: the sparsity pattern of the multimodal sparse coefficient vectors is enforced

to convey the desired prior information (here coupling structure between modalities). Our

intuition is that this may provide codes that are more distinctive between different classes

and so; better classification accuracy in the end.

• In Chapter 2, we begin with introducing a family of structured sparsity-inducing

norms and investigate their characteristics. In particular, the connection between

different regularization and their grouping effect are elaborated. Then, we study

the unsupervised dictionary learning as a convex non-smooth matrix factorization

optimization problem, while feature fusion is embodied in the space of sparse codes,

and propose a new solution to the corresponding challenging optimization problems.

The dictionary learning method obtains a dictionary for each modality in an online

scheme based on stochastic approximation.

We elaborate our proposed multimodal learning approach that fully exploits the

information of all modalities, and also embed the correlation between modalities. Our

proposed model is carefully designed not to neglect the modal-specific information.
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This is an important aspect of the fusion design because the fusion technique should

not contaminate the modality-specific part by the modality-shared information which

degrades the discriminative power of the learned features. We evaluate the proposed

methods on various real-world discrimination tasks from several fields, to clarify when

and why feature fusion in space of sparse codes is useful. Specifically, we investigate our

proposed method for HEp2 cell classification from biomedical community in Chapter 2.

• In Chapter 3 we extend our method to include fusion between features when multimodal

dictionaries are embodied in a hierarchical tree structure. The superior performance

of our framework is reported for visual tracking task in Computer Vision community.

The visual tracking in the sparsity scheme was studied and a method was proposed

to learn the unsupervised dictionary and classifier while obtaining multimodal sparse

representation of each positive and negative patches using tree-structure sparsity

model. The imposed tree-structured joint sparsity enabled the algorithm to fuse

information at feature-level in different granularity by forcing their sparse codes to

have similar basis within each group and at decision-level by augmenting the classifier

decisions.

• We turn into supervised learning methods in Chapter 4 and try to obtain the

dictionary that is learned to adapt to the specific task and not only to the data.

We intend to design methods that are able to obtain reconstructive and discriminative

dictionary. Similar to unsupervised methods, dictionary should be reconstructive, i.e.,

it should represent data well and perform poor to reconstruct the noise. Also, it

should be discriminative, i.e., the dictionary is able to encode intrinsic properties of

the multimodal data in a decomposition coefficient vector that is favorable towards

the maximal discriminatory power. To meet this goal, we extend the optimization

problems of Chapter 2 to include a set of multimodal classifiers. In Chapter 4, we

investigate an efficient optimization when the relation between multimodal dictionaries

and classifiers are explicitly defined and provide an exact solution to the problem.
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Furthermore, we evaluate the proposed method on multimodal face recognition, multi-

view object recognition, and multiview action recognition. We extend our approach

in Chapter 4, where we intend to study the supervised dictionary learning methods

when the multimodal dictionaries are defined implicitly in the sparse coding step.

We introduce required propositions to show the differentiability and gradients of loss

function and provide the exact proof for them.
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Chapter 2

Sparse Representation Classification

2.1 Introduction

In this chapter, we briefly cover sparse representation classification for single modality

and its extension for multimodal data. Understanding SRC is vital for the discussions in

Chapters 2, 3 and 4, and is explained in Section 2.1.1. Then, we will extend it to include

unsupervised dictionary learning in the Section 2.2. The solution to the the proposed non-

convex optimization is illustrated in Section 2.2.3 and 2.2.4. The superior performance of

the proposed method is evaluated for the task of HEp2 cell classification in Section 2.3.

Notation. We indicate vectors by bold lower case letters, and matrices by bold upper case

ones. For a vector x in Rm and integer j in J1; mK , {1, . . . , m}, the j-th entry of x is

denoted by xj . For a matrix X in Rm×n, and a pair of integers (i, j) ∈ J1; mK× J1; nK, the

entry at row i and column j of X is denoted by X ij and we show the vector of i-th row in

Rn as X i→, the vector of j-th column in Rm as Xj↓. When Λ is a finite set of indices, the

vector xΛ of size |Λ| contains the entries of x corresponding to the indices in Λ. Similarly,

when X is a matrix of size m×n and Λ ⊆ J1; nK, XΛ is the matrix of size m×|Λ| containing

the columns of X corresponding to the indices in Λ.
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Let us define supp(X i→) ⊂ [1, M ] as the support of the i-th row vector X i→, i.e., the

set of variables m ∈ [1, M ] such that X ij 6= 0. A group of variables is a subset g ⊂ [1, M ].

We define the M dimensional vector X(g)
r→ = [X

(g)
r1 , . . . , X

(g)
rM ]> contains the entries of Xr→

corresponding to the indices in g and zero otherwise.

The `q-norm of a vector x ∈ Rm for q ≥ 1 would be: ‖x‖q ,

(
∑m

j=1 |xj|q
) 1

q

. We denote

the Frobenius norm of a matrix X ∈ Rm×n by:

‖X‖F ,

( m∑

i=1

n∑

j=1

X2
ij

)1/2

For any matrix A = [α1, α2, . . . , αp] in Rn×p, for the j-th column of A with size p,

we write αj or Aj↓. We refer to the set {j ∈ J1; pK; αj 6= 0} as the support, or nonzero

pattern of the vector α ∈ Rp. Let C represent the number of classes in the data set, Nc

as the number of training data from the c-th class and N =
∑C

c=1 Nc as a total number of

statistically independent and normalized training data. The {i}J1;NK-th sample that has label

c, X i
c with label yi = c, is multimodal and is observed from M different feature modalities

X i
c = {xi

c,m ∈ R
nm}m∈J1;MK where nm is the dimension of the m-th feature modality and xi

c,m

is the m-th modality of the i-th sample that belongs to the class c. Let us denote the set of

training samples of the c-th class in m-th modality as Xc,m = {xi
c,m|i ∈ {1, . . . , N}, y

i = c}

shortly as {xi
c,m}, and also the set of all N training samples from m-th modality as Xm =

[x1
m, . . . , xN

m].

2.1.1 Single Modal Case

The sparse representation classification was introduced for application of face recognition in

[185]. The class specific dictionary Dc is fixed and is made by concatenating all training

samples that belong to the c-th class as Dc = Xc ∈ Rn×Nc . The final dictionary is made

by putting together all class specific dictionaries as D = [D1, . . . , DC ] ∈ Rn×N in the one-

against-all scheme. Hence, we know the label of each atom. The task is to identify the label

of a test sample xt ∈ R
n. Sparse representation classification (SRC) assumes that the test
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signal from c-th class can be represented using atoms that belong to the c-th class (the Dc

part of the dictionary D). In other words, the test sample xt from c-th class, is assumed

to lie in the space span by the Dc and can be approximated using few number of training

samples in Dc:

xt = Dαt + e (2.1)

where αt is the decomposition coefficient vector that SRC expects it to be zero everywhere

except for atom indices that belong to the c-th class, i.e. αt = [0>, . . . , α>
c , . . . , 0>]> and e

is the noise. That is, to reconstruct the query using the minimum number of atoms, which

is equal to search for sparse decomposition vector αt to reconstruct the test signal xt by

minimizing the `0 norm as follows:

argmin
α
‖α‖`0 s.t. ‖xt −Dαt‖

2
`2
≤ ε (2.2)

where ‖.‖`0 is the zero norm defined as the number of nonzero entries in αt and ε is the upper

bound of noise energy. The `0 regularization is a discontinuous function and highly sensitive

to noise, plus its minimization requires combinatorial search. That is why the proposed

methods to solve this NP-hard optimization problem, e.g. Iterative Hard Thresholding [17]

and Orthogonal Matching Pursuit [178] only find the sub-optimal solution. SRC problem in

Eq. (2.2) is reformulated with `1-norm as:

argmin
αt

‖αt‖`1 s.t. ‖xt −Dα‖2`2 ≤ ε (2.3)

where ‖αt‖`1 is defined as summation of absolute value of entries of the decomposition vector.

Although in general there is no analytical way to show the link between the sparsity and `1-

norm, it is intuitively clear why `1-norm leads to sparse solution. In the current application

in hand, in the presence of sufficient training samples for each class, the solution of `1-norm

leads to sparse solution. The reason lies in the fact that with a large number of atoms in

D, we can expect αt to be highly sparse. As discussed in [34, 185] when αt is highly sparse

the convex `1 can be used instead of `0-minimization.
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Assuming the query to belong to the c-th class, the vector δc(αt) inR
N is zero every where

except entries that are associated with the c-th class: δc(αt) = [0>, . . . , 0>, α>
c , 0>, . . . , 0>]>.

The test data is approximated as: x̂t = Dδc(αt). The test data will be assigned to the class

label, c∗ that can reconstruct the query with least reconstruction error:

c∗ = argmin
c

‖xt −Dδc(αt)‖`2 (2.4)

In SRC, the dictionary is made by concatenation of all training samples of all classes which

means it does not need to be carefully designed features. But, the accuracy of classification

depends strongly on a sufficient number of training samples from each class so that the

distribution of each class can be approximately obtained.

2.1.2 Multimodal Case

In Section 2.1.1 we briefly cover classification using SRC while only single source of

information is provided. Now, we will extend SRC to be able to do fusion at feature-level

similar to [133]. The idea is to exploit correlation between different sources of information in

the space of sparse codes. The fusion between different modalities of each sample is modeled

using joint sparsity regularization on the corresponding sparse representations.

The class-specific dictionary from the m-th modality is made by concatenating all Nc

samples as Dc,m = Xc,m in R
nm×Nc . The m-th modality dictionary, Dm, is made by putting

together dictionaries of all classes in that modality: Dm = [D1,m, D2,m, . . . , DC,m] ∈ Rnm×N

and m ∈ J1; MK. Therefore, the dictionary of each modality is fixed and is made from all

training samples from that modality. Given a set of multimodal dictionaries {Dm} and

m ∈ J1; MK the goal is to classify the multimodal test signal X t which is observed from M

modalities, X t = {xt,m}m∈J1;MK.

According to sparse representation, each modality of a signal can be approximated well

using a linear combination of a few most relevant dictionary elements. Hence, for the test

signal X t with label c all M modalities should vote for the c-th class. The signal in each
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modality is reconstructed using the corresponding dictionary: xt,m ≈Dmαt,m, where αt,m ∈

RN is sparse representation of test signal in m-th modality. The non-zero entries of αt,m

should relate to those atoms inside Dm that belong to c-th class. Consider At which is made

by putting together sparse codes of M different modalities as At = [αt,1, . . . , αt,M ] ∈ RN×M .

Hence, it is reasonable to expect that the columns of At, or different modalities of the

multimodal signal, in space of sparse codes, vote for the same class label. This expectation

originated from the fact that, the αt,1, . . . , αt,M are the representation of same observation

from different sources of information. The joint sparsity regularization enforces At to be

row sparse (only small number of rows in At are non-zero). In other words, joint sparsity

assumes that the test signal should be reconstructed using the same set of index of training

samples in dictionary of each modality. The non-zero rows are related to training samples

of specific class.

The {j}j∈J1;NK-th atom, {d
j
1, d

j
2, . . . , d

j
M} is a multimodal feature with a structural

relation. If we assume atom indices that belong to c-th class as a group, gc, then we have

C groups: G = {g1, g2, ∙ ∙ ∙ , gC}. In other words, gc has indices of those Nc atoms of Dc,m

inside Dm and G segments N rows of At to C groups. Joint sparse modeling tries to select

or remove simultaneously all the variables forming a group which leads to the At that has a

few non-zero rows. That is, common column support from each modality-based dictionary

Dm and m in {1, . . . , M} are chosen to reconstruct the multimodal input data. The joint

sparsity constraint is applied using `1/`q with q > 1:

argmin
At∈R

N×M

f(At) + λΩ(At) (2.5)

where λ is the regularization parameter, loss function f : RN×M → R is a convex and

smooth defined as: f(At) =
∑M

m=1
1
2
‖xt,m −Dmαt,m‖2`2 , and Ω : RN×M → R is known as

mixed `1/`q regularization function defined as [12]:

Ω(A) = ‖A‖`1/`q =
N∑

i=1

∑

g∈G

{∣∣Ai|g

∣
∣q}1/q

(2.6)
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where Ai|g is the i-th row of A with size M whose coordinates are equal to those of Ai→ for

indices in the set g, and 0 otherwise. In fact, `1/`q imposes `1 norm on groups and that is

why Ω(At) supports group sparsity. It is important to note that applied `2 norm inside each

group g does not promote sparsity. The group Lasso formulation is obtained by combination

of `1/`q and square loss function f [200, 165]. In other words, joint sparsity (mixed `1/`q) is

a set-partitioning problem that represent independent grouping between modalities of each

signal in the space of sparse codes.

Assume δc ∈ R
N as an operator which is applied on m-th column of A and it only keeps

coefficients that are corresponding to atoms of the c-th class in that modality and make the

rest coefficients zero. To find the label of test signal, the sparse representation of it from

each modality is obtained by:

argmin
At=[αt,1,...,αt,M ]

M∑

m=1

1

2
‖xt,m −Dmαt,m‖

2
`2

+ λΩ(At) (2.7)

Therefore, the test signal in each modality m in {1, . . . , M} is reconstructed from each class

as x̂m,c ≈ Dmδc(αt,m). The query is assigned to the class that can reconstruct it with the

least error:

c∗ = argmin
c

M∑

m=1

‖xt,m − x̂m,c‖
2
`2

(2.8)

2.2 Unsupervised Dictionary Learning

So far we assume that there is a dictionary for each class which is made by concatenating

all training samples of that class. The dictionary is used to reconstruct the test data. The

test signal belongs to the class with the minimum reconstruction error. The dictionaries

are fixed without involving any training step and is made simply by putting together all

training samples. This fixed and pre-defined dictionary has two issues: 1. To get a high

accuracy, the dictionary of each class should have a sufficient number of training samples

from that class. That is the atoms of the dictionary should see enough samples of each

class. Increasing the number of training samples ends up with the large dictionary that has

19



many atoms. Therefore, we can expect to have higher computational complexity for the

optimization process to estimate sparse codes. 2. It has been shown that the dictionary

obtained by simply putting together the training samples does not lead to the optimal

solution in reconstructive nor discriminative tasks [105, 111].

Learning dictionary from the data has proven to be effective to solve the above issues.

Dictionary learning from the optimization perspective is a non-convex matrix factorization

problem. In the community of machine learning and signal processing dictionary learning and

non-negative matrix factorization are formulated as different matrix factorization problems

but with the same goal: to get a few basis elements from data. In this dissertation, the

dictionary is learned as the optimization of a smooth non-convex objective function over a

convex set.

In the line of image and video processing research, dictionary learning shows promising

results in the reconstructive tasks like image restoration [109] and discriminative tasks like

face recognition [73], and object recognition [77] comparing to the fixed dictionaries [106].

Dictionary learning methods can be categorized to two parts: unsupervised and supervised

algorithms. In unsupervised dictionary learning the optimization formula only has recon-

struction penalty, and therefore, the dictionary is adapted to the data. The unsupervised

dictionary learning methods are applied for mostly reconstructive tasks like image inpainting

[105] and signal and image denoising [36]. Although in unsupervised approach there is

no discriminative penalty, the obtained dictionary is applied for discriminative tasks like

classification [14].

2.2.1 Single Modal Case

Various studies in machine learning, statistics and signal processing, have been proposed to

find the atoms as the interpretable basis elements from a set of data vectors [36, 109, 110].

Problem Statement. Assume a finite set of training samples X = [x1, . . . , xN ] ∈ Rm×N .

The classical dictionary learning estimate the dictionary D = [d1, . . . , dp] ∈ Rm×p with p
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elements or atoms, from the data, using empirical cost function

fn(D) ,
1

N

N∑

i=1

(Lu(x
i, D)) (2.9)

where Lu(x, D) is an unsupervised loss function which is small if the dictionary D is ”good”

at reconstructing input signals; x ≈ Dα when α is a sparse vector in Rp. The vector α

may be called as the decomposition, or the code of the signal x. Without enforcing any

constraint on D, the atoms may get large which leads to degenerate and small sparse codes

α. To solve this issue, the `2 norm of each dictionary element {d
i}i∈J1;pK is regularized to be

less than or equal to one. The convex set of all eligible dictionary candidates is shown as D

D , {D ∈ Rm×p s.t. ∀k ∈ {1, 2, . . . , p}, ‖dk‖22 ≤ 1} (2.10)

Following elastic-net [217], the data-driven loss function is designed as

Lu(x
i, D) , argmin

αi∈Rp

1

2
‖xi −Dαi‖22 + λ1‖α

i‖1 +
λ2

2
‖αi‖22 (2.11)

with λ1 and λ2 as regularization parameters. Here, when λ2 = 0, elastic-net would be same

as Lasso or basis pursuit. Elastic-net formulation in (2.11) with λ2 > 0 has been shown to

be strongly convex with a unique solution that is Lipschitz with respect to x and D with a

constant depending on λ2 [104].

The problem (2.9) has the product of the two variables as D{αi}i∈J1;NK, and therefore the

problem is not joint convex in the space of coefficients A = [α1, . . . , αN ] and the dictionary

(A, D). However, when one of the two optimization variables is fixed, the problem (2.9) is

convex with respect to the other variable [154, 108]. Since estimation of sparse codes takes

most of the computation in each iteration, one may want to use a second-order optimization

technique to learn the dictionary more accurately at each step when {αi} is fixed.

argmin
D∈D,A

N∑

i=1

(
1

2
‖xi −Dαi‖2`2 + λ‖αi‖1

)

(2.12)
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The dictionary learning method which is purely based on minimizing reconstruction

error has been shown to be equivalent to a large-scale matrix factorization problem. The

optimization problem (2.12) for matrix factorization is written as

argmin
D∈D,A

1

2
‖X −DA‖2F + λ‖A‖`11

where matrix of data and sparse codes are obtained by horizontally concatenating vectors as:

X = [x1, . . . , xN ] and A = [α1, . . . , αN ], and `1 norm of the matrix A is shown as ‖A‖`11 ,

where the result would be summation over absolute value of all coefficients.

Bottou et al. in [19] suggested to learn the dictionary by minimizing expected cost

f̂(D) defined in Eq. (2.13). Minimizing empirical cost fn(D) with high precision obtains a

dictionary that is sub-optimum to represent data in general. The reason lies in the fact that

the empirical cost is an approximation of the expected cost. In [105] an inaccurate solution

but with better expected cost for D is proposed in online scheme by

f̂(D) , Ex[Lu(x, D)] = lim
n→∞

fn(D) a.s. (2.13)

where the data x is assumed to be drawn from an (unknown) finite probability distribution

p(x). In other words, f̂(D) behaves as a surrogate for empirical cost fn(D). Also, it

is demonstrated both theoretically and empirically in [19] that first order methods like

stochastic gradient descent that has a poor rate of convergence in conventional optimization

terms may in fact in certain scenarios be faster in reaching to a solution with low expected

cost than second-order batch methods. In the presence of a large number of training data,

it is less probable to have overfitting, but as a matter of speed or memory requirements,

classical optimization techniques may become impractical. Interested readers to know more

about other applications of first-order stochastic gradient descent in matrix factorization

problems are referred to [91].

The dictionary learning methods like [135, 1], updates the dictionary at iteration τ using

the classical first-order stochastic gradient descent and orthogonally projected onto the unit
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norm ball D using operator ΠD

D(τ) = ΠD[D(τ−1) − ρτ∇DLu

(
x(τ), D(τ−1)

)
, (2.14)

where ρτ is the gradient step and x(τ) are i.i.d sample vectors drawn from the possible

unknown and compact distribution p(x). We follow the heuristic proposed in [104] to set the

learning rate ρ = a/(τ +b), and a and b are based on the dataset. The obtained dictionary by

minimizing optimization problem (2.13) leads to a dictionary that can properly reconstruct

data and remove the noise. So, the dictionary is adapted to the data and has a good

performance for reconstruction tasks like denoising [36] and restoration [109].

Although the unsupervised dictionary is learned in a data-driven fashion, it has been

used for discriminative tasks like classification [185, 193]. The framework is to learn an

unsupervised dictionary in training phase in a data-driven scheme. The learned dictionary is

used to extract sparse code coefficients of the test signal using Lasso or basis pursuit Eq. (1.2)

and Eq. (1.3). In [14, 185] the test signal is assigned to the class that can approximate it with

minimum reconstruction error. But, utilizing class labels of the data in a misclassification

error is more reasonable for the classification task. Therefore, some methods adopt sparse

code α∗(x, D) as latent features for the training data x and learn a classifier in a classical

expected risk minimization formulation

argmin
W∈W

f(W ) +
ν

2
‖W ‖2F (2.15)

where W is a convex set of all acceptable classifier with parameters W and ν is the

regularization parameter. The function f is a loss function over classifier parameters.

Consider yi as the label of the i-th training sample xi. Then, the loss function over W

can be represented as:

f(W ) , Ey,x[Ls

(
y, W , α∗(x, D)

)
] (2.16)

where Ls is the supervised convex loss function and in the literature based on the application,

mostly square, logistic, or hinge loss from support vector machines are used [155]. In problem
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(2.16) the expectation over the data and its label (x, y) should be calculated. However, the

joint probability distribution p(x, y) is not known. In the case that we have a sufficient

number of x and y in the training data we can expect a good sampling from the unknown

probability distribution p(x, y).

2.2.2 Multimodal Case

We explained so far that the assumption in single modality case is that the data x is assumed

to be drawn from an (unknown) finite probability distribution p(x). The generalization of

the assumption to the multiple modalities would be as follows:

(A) The joint probability density p(X, y) of the multimodal data in image and video

processing and its corresponding variable (X = {xm}Mm=1, y) can be supported by compact

distribution. This is a valid assumption since sensors in the image and video data acquisition

generate bounded values.

(B) For classification task of finite number of classes, c ∈ {1, . . . , C}, for any label

y, the distribution p(y, .) is continuous and the supervised loss function Ls(y, .) is twice

continuously differentiable.

Problem Statement. The N multimodal input data {X i, yi}i∈J1;NK are normalized and

assumed statistically independent. The i-th sample that belongs to the c-th class is seen

from M modalities: X i
c = {xi

c,1, . . . , x
i
c,M}. We want to learn a dictionary Dm for each

modality m in {1, . . . , M} that is “good” to reconstruct the data (i.e. input data yield sparse

representations over the dictionary) and “bad” to reconstruct the noise: xi
c,m ≈ Dmαi

c,m,

where αi
c,m ∈ R

p is sparse representation of training data in m-th modality. The dictionary

is obtained by extending gN (D) , 1
N

∑N
i=1 Lu(x

i, D) to include joint sparse representation

of different modalities in order to force similar pattern in different modalities. The problem

is formulated as to find the multimodal sparse representation matrix Ai = [αi
1, . . . , α

i
M ] in

Rp×M and the set of dictionaries with p elements or atoms, Dm = [d1
m, . . . , dp

m] for m in
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{1, . . . , M}, given the multimodal sample i as X i
c = {xi

c,m}
M
m=1 and i in {1, . . . , N} and c in

{1, . . . , C}, by extension of the method presented in previous section to include multimodality

Lmu({x
i
m, Dm}) , argmin

Ai,{Dm}

M∑

m=1

1

2
‖xi

m −Dmαi
m‖

2
2 + λ1Ω(Ai) +

λ2

2
‖Ai‖2F (2.17)

where λ1 and λ2 are the regularizing parameters, and Lmu is the multimodal unsupervised

loss function. The Frobenius norm in Eq. (2.17) is defined as:
√∑p

i=1

∑M
j=1 |Ai,j |

2 where

Ai,j is the element of A in i-th row and j-th column. The Eq. (2.17) has the Frobenius

norm as an extra term comparing to the Eq. (2.7). This extra term is useful to prove the

exitance of unique solution for the joint sparse optimization problem [104]. In the simpler

case of having only one feature modality M = 1, Eq. (2.17) will be the well known elastic-net

formulation [217].

By extending Eq. (2.13), the dictionary in m-th modality is obtained by minimization of

expected cost with respect to Dm:

Dm , argmin
Dm∈Dm

Exm [Lmu({xm, Dm})] (2.18)

The convex set of all dictionaries can be defined as: D = {Dm}Mm=1; where:

Dm ,
{
Dm ∈ R

nm×p
∣
∣ ∀j ∈ {1, ∙ ∙ ∙ , p}, ‖dj

m‖2 ≤ 1} (2.19)

where the loss function Lmu is defined as Eq. (2.17). Note that the expectation in

Eq. (2.18) is taken over a possible unknown probability distribution p(xm).

The joint optimization problem (2.17) and (2.18) has the product of two optimization

variablesDmαm; which implies that this problem is not joint convex in the space of variables.

However, when one of the two optimization variables are fixed, the problem (2.17) is convex

with respect to the other variable [104]. Hence, the problem (2.17) is solved by splitting to

two sub-problems: 1. given dictionaries {Dm}Mm=1, estimate the multimodal sparse codes
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{αi
m}

M
m=1 for all i in {1, . . . , N} as described in 2.2.3 ; 2. given sparse codes {α

i
m}

N
i=1, update

the corresponding dictionary of m-th modality Dm, as described in (2.2.4);

2.2.3 Estimate Multimodal Sparse Codes

In this section, we fix {Dm}Mm=1 and treat them as data for the problem (2.17). We initialize

the multimodal dictionaries {Dm}Mm=1 by training samples of all classes same as [77, 104].

The problem (2.17) is converted to (2.20) to find an optimal A? = [αi?
1 , . . . , αi?

M ] in Rp×M

for all i in {1, . . . , N}:

argmin
Ai

M∑

m=1

1

2
‖xi

m −Dmαi
m‖

2
2 + λ1Ω(Ai) +

λ2

2
‖Ai‖2F (2.20)

Assume Z ∈ Rp×M = [z1, . . . , zM ] and U ∈ Rp×M = [u1, . . . , uM ] and both initialized

as zero. We denote the proximal operator associated with the norm Ω as proxλΩ that maps

its domain, vector p, to the vector q, both in RM : proxλΩ(p) , argminq
1
2
‖p−q‖22 +λΩ(q).

Then in iteration τ we have:

A(τ+1) = proxλ1f (Z
(τ) −U (τ)) (2.21a)

Z(τ+1) = proxλ1Ω(A(τ+1) + U (τ)) (2.21b)

U (τ+1) = U (τ) + A(τ+1) −Z(τ+1) (2.21c)

where data-fidelity term f(.) ,
∑M

m=1
1
2
‖xi

m − Dmαi
m‖

2
`2

+ λ2

2
‖αi

m‖2 is smooth and

differentiable. The optimization variables A(τ) and Z(τ) are the solution of minimizing the

smooth and non-smooth part of the problem (2.17) at iteration τ , respectively and they will

eventually converge to each other, (U (τ+1) = U (τ)). The proximal step of problem (2.21a) is

defined for each modality independently as:

proxλ1f (z
(τ)
m − u(τ)

m ) = argmin
αm

λ1f(α(τ)
m ) +

1

2
‖α(τ)

m − (z(τ)
m − u(τ)

m )‖22 (2.22)
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f is smooth with gradient ∇αmf = −D>
m(xm −Dmαm) + λ2αm, we compute the solution

to problem (2.22) in iteration τ + 1:

α(τ+1)
m = (D>

mDm +
1

λ1

I + λ2I)−1(D>
mxm +

1

λ1

(z(τ)
m − u(τ)

m )) (2.23)

the method is designed to get high classification accuracy while {Dm}Mm=1 have small numbers

of atoms; but, this may increase the chance of singularity in (2.23). However, λ1 > 0 and

λ2 > 0 makes the denominator (D>
mDm +1/λ1I +λ2I) positive definite. We solve (2.23) for

each modality separately and concatenate the results to make A(τ+1) = [α
(τ+1)
1 , . . . , α

(τ+1)
M ].

Next, we solve the proximal step over Zr→ in (2.21b) for each row r of A and r in {1, . . . , p}:

proxλ1Ω(A(τ+1)
r→ + U (τ)

r→) = argmin
Zr→

λ1Ω(Z(τ+1)
r→ ) +

1

2
‖Z(τ+1)

r→ − (A(τ+1)
r→ + U (τ)

r→)‖22 (2.24)

The optimization problem (2.24) is solved in p independent optimizations corresponding

to p rows, while each optimization is done on an M -dimensional vector, Z>
r→. Since the

groups are ordered, each of the p optimization can be done in one iteration using the dual

form [72], which means that proximal step (2.24) can be solved with the same computational

cost as joint sparsity. By extension of optimization algorithm in [72], we solve the proximal

step of (2.24) for optimization variable Z>
r→ in Algorithm (2). We solve the optimization

problem (2.24) using the SPArse Modeling Software [72]. After Z is obtained, this iteration

would be finished by updating U according to (2.21c).

2.2.4 Learn Dictionary

The optimization problem (2.18) with respect to Dm is solved using a sequence of updates in

the classical projected stochastic gradient scheme. The multimodal data-driven dictionaries

can be computed by extending Eq. (2.14) to multimodal case [13]

D(τ)
m = ΠDm

[
D(τ−1)

m − ρτ∇DmLu

(
x(τ)

m , D(τ−1)
m

)]
, (2.25)
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where ΠDm projects the dictionary Dm orthogonally to the convex set Dm defined

as Eq. (2.19). We construct sparse representation of m-th modality by horizontally

concatenating sparse codes of all training data from the same modality: Γm = [α1
m, . . . , αN

m].

The dictionary Dm = [d1
m, . . . , dp

m] will be updated by solving the optimization (2.18)

such that the `2-norm of each atom should not be greater than unit-norm (2.19). We

obtain multimodal dictionaries using the Iterative Projection Method proposed in [149].

Note that, in this part, multimodal sparse codes are fixed. With Γm = [α1
m, . . . , αN

m] and

Y m = [x1
m, . . . , xN

m]:

argmin
Dm

‖Y m −DmΓm‖
2
F s.t Dm ∈ D (2.26)

Now, the dictionary is updated atom by atom. The q-th dictionary atom is updating and

the problem is rewritten to (2.27).

argmin
D

q↓
m

Tr(Dm
>DmΓmΓm

> − 2Dm
>Y mΓm

>) s.t ‖Dq↓
m‖`2 6 1 (2.27)

Let Θ = ΓmΓm
>, Υm = Y mΓm

>. The q-th dictionary atom is updated and the problem is

reformulated as follows.

argmin
D

q↓
m

Tr(Dm
>DmΘm − 2Dm

>Υm) s.t ‖Dq↓
m‖`2 6 1 (2.28)

where Dq↓
m is the q-th column vectors of Dm. Let Θm[q, q] be the element in q-th column and

q-th row of Θm, Θ
q↓
m be the q-th column vectors of Θm, and Υq↓

m be the q-th column vectors

ofΥm. According to the algorithm of dictionary updating proposed in [104], dictionary atom

Dq↓
m with corresponding Θm[q, q] > 0, is updated and is normalized to have unit l2-norm as

follows:

Dq↓
m =

Υq↓
m −DmΘq↓

m

Θm[q, q] + 1/α
(2.29a)

ΠD = {Dq↓
m}

p
q=1 =






Dq↓
m if ‖Dq↓

m‖`2 < 1

D
q↓
m

‖Dq↓
m ‖`2

otherwise
(2.29b)
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Algorithm 1 Multimodal dictionary learning and joint sparse modeling

Input: xi
m, ∀m ∈ {1 ∙ ∙ ∙M}, ∀i ∈ {1 ∙ ∙ ∙N}, iter

1: Initialize Dm with samples of m-th modality of all classes.
2: for k = 1 to iter do
3: Fix {Dm}Mm=1 and find A using (2.21)
4: for Each data i ∈ {1, . . . , N} do
5: Obtain multimodal A = [αi

1, . . . , α
i
M ] using joint sparse modeling.

6: end for
7: for each modality m ∈ {1, . . . , M} do
8: Construct Γm = [α1

m, . . . , αN
m].

9: Update dictionary Dm according to (2.29)
10: end for
11: end for

It will converge after several iterations. Algorithm 1 shows the steps required to learn

the multimodal unsupervised dictionary and the joint sparse modeling using joint sparsity

regularization.

We show the superior performance of the proposed joint optimization problem of (2.17)

and (2.18) for the task of HEp2 Cell classification. Specifically, we show that the dictionary

learning method produces a set of discriminative dictionaries with few atoms for each

modality. At the same time, multimodal sparse representations of each class are forced to

share the same sparsity patterns at the column level, which is imposed by joint sparsity

regularization. The optimization problem over multimodal dictionaries and multimodal

sparse representations is solved jointly. This method can combine information from different

feature types and force them to have common sparsity patterns for each class, which is

presented in Fig. 2.1. The proposed method is evaluated on two publicly available HEp-2

datasets and obtained state-of-the-art performance.

2.3 Application: HEp-2 Cell Classification

Diagnosing the Autoimmune Diseases (ADs) plays an important role in the curing process,

which needs regular examinations. The Indirect Immunofluorescence (IIF) imaging technique

is applied to the HEp-2 cells of the serum, where the captured pattern represents the type

and severity of the AD. The interest in classification of the HEp-2 cells using a variety of
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Figure 2.1: The illustration for the joint sparse modeling for classification task of two
classes with two modalities: (a) The patches from two classes have M = 2 modalities that
are shown as red and green. There is a color coded dictionary corresponding to each modality.
The multimodal sparse representation of each patch is obtained by multimodal dictionaries
{Dm}Mm=1 and joint sparsity regularization. The entries of sparse codes have different colors
and represent different learned values; the white entries indicate the zero rows and columns.
(b) The joint sparsity regularizer that is used to impose high correlation between the sparse
representation of a sample in two modalities of {red, green}. (c) Modality-based sparse
codes of all classes Xm = [x1

m, x2
m] is used to update Dm. (d) The sparse code polling

method is used to aggregate local sparse codes and train the SVM classifier in training
stage.

machine learning algorithms specifically dictionary learning, and sparse coding methods are

rapidly increasing.

2.3.1 HEp-2 Background and Related Work

The basic element of the body’s immune system is a “Y” shape protein named “antibody”,

which is produced by the plasma cells. The main role of antibodies is to identify and mark

the molecules of harmful agents, called “antigens”. Antigens are foreign substances from the
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environment, such as chemicals, bacteria, viruses, or pollen. In particular, the antibody uses

its Y-shape tips to bind to the antigen and tags it for neutralization by the other parts of

the immune system [120].

When the immune system fails to recognize a body’s normal protein as “self”, it produces

another type of antibody, called “autoantibody”, directed against that protein. This response

of the immune system against individual’s tissues is called “autoimmunity”, and the related

diseases are named Autoimmune Diseases (ADs). Antinuclear Antibodies (ANAs), which

are found in many disorders including autoimmunity, cancer, and infection, are kind of

antibodies that bind to contents of the cell nucleus. By screening the blood serum, the

presence of ANA can be confirmed which in turn leads to a diagnosis of some autoimmune

disorders. According to American College of Rheumatology, the golden standard test for

detecting and qualifying ANAs is called Indirect Immunofluorescence (IIF) which uses the

Human Epithelial Type-2 (HEp-2) tissue.

Immunofluorescence is an imaging technique that uses fluorescence microscope on

microbiological samples that are stained with the fluorescent chemical compound. The IIF

uses two antibodies, where the first antibody is unlabeled and binds to the target antigen.

The second antibody, labeled with fluorophore, detects the first antibody and binds to it.

One of the good properties of IIF is that multiple secondary antibodies can bind to the

primary one and amplify the emitted light for each antigen, which results in a high contrast

of the captured images [162].

The HEp-2 cell is a protein that contains hundreds of antigens used as an ideal substrate

for the IIF test. Antibodies are first stained in HEp-2 tissue and then bound to a fluorescent

chemical compound. Depending on the antibody present in the blood serum and the

localization of the antigen in the cell, the patterns of fluorescence will be seen on the HEp-2

cells [50]. These patterns are then classified to diagnose ADs. Image intensity variation makes

interpretation of fluorescence patterns very challenging. To make the pattern interpretation

more consistent, automated methods for classifying the cells are essential. Several attempts

have been made to facilitate the HEp-2 cell classification. It is shown in the literature that the
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choice of classifier does not affect the final classification result as much as the type of features

selected [57, 42]. To this end, a large number of intensity-based, statistical, morphological

and engineered feature vectors are extracted including Grey Level Co-occurrence Matrix

(GLCM) [47], Local Binary Pattern (LBP) and its modifications [134], wavelet transform

[98], Scale Invariant Feature Transform (SIFT) [39, 80], etc.

However, there are some major drawbacks to these approaches. The large number

of features extracted are not necessarily representative and/or discriminative, and the

possibility of obtaining redundant features is very high [44]. This leads to a need for a post

processing stage e.g. Principal Component Analysis (PCA) to reduce the feature dimension

or Linear Discriminant Analysis (LDA) to make the features more discriminative. Lastly, on

dealing with intermediate level images (see section 2.3.3), where the pixel values are much

lower than positive intensity images, the intensity based methods [199, 139] are prone to

misclassification and need a preprocessing stage to obtain representative features.

The performance of feature engineering based methods [134, 161] dominates the intensity

based approaches because they are specifically designed and tuned for the problem at hand.

However, there is no intervening procedure between the feature extraction stage and the

classifier to make the features more representative and discriminative.

Recently, there has been an increasing interest in sparse coding and dictionary learning

in computer vision and image processing research for classification task [40, 104, 175, 77, 37].

The input signal in sparse coding is reconstructed by a linear combination of a few columns

(atoms) of the dictionary, which is a mapping function from feature space to low/high

dimensional space. [38] proposed a method, where the SIFT and SURF features are extracted

as the input features to learn a dictionary followed by spatial Pyramid Matching (SPM) [97]

to provide the sparse representation of the input cell images. Then an SVM is learned to

classify the test images. Intensity order based features are also extracted in [157] with the

SPM sparse coding procedure followed by an SVM. Additionally, in [114, 115] the same

procedure is used but Locality-constrained Linear Coding (LLC) is replaced with SPM for

sparse coding scheme and a variety of features such as multi-resolution Local Pattern (mLP),
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SIFT, Random Projection (RP) and Intensity Histogram (IH) are exploited to increase the

final classification accuracy.

For each modality of the data, we learn and update a set of basis (dictionary)

that can decompose the multimodal data into multimodal sparse codes that convey the

prior information that we have about the structure between modalities. The proposed

optimization problem has within each modality terms and some terms to make the connection

between modalities. For each modality, we need the dictionary to be reconstructive and

discriminative, so that it can successfully reconstruct the data while at the same time, has a

poor performance in modeling the noise. The relation between different modalities in physical

space is translated as grouping between their decomposition coefficient vectors in the space

of sparse codes: the sparsity pattern of the multimodal sparse coefficient vectors is enforced

to convey the desired prior information (here coupling structure between modalities). Our

intuition was that this way provides codes that are more distinctive between different classes

and so; better classification accuracy at the end.

While calculating the sparse codes of each image patch provides the local information

stored in the patches, the spatial information is also essential for classification and this

is obtained by aggregating the local information. A naive approach is to concatenate the

features of all patches in each image to obtain a long vector of sparse codes. However, the final

feature vector size for each image would be different due to the various number of patches for

each image according to the image size. To this end, we introduced a novel pooling strategy

to combine the patches’ sparse codes that benefit from two important properties of small size

feature vector and wisely selected image regions where their patches should be aggregated.

This is performed by dividing the image into three layers as in Spatial Pyramid Matching

(SPM) [97] (see Section 2.3.2) including whole image, a tube around the cell boundary and

the inner side of the tube. The last two layers are then divided to 4 regions and the max-

pooling operator is performed to combine the information of the image patches.
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2.3.2 Sparse Codes Pooling

Patch based approach of calculating features and corresponding sparse codes result in

obtaining local texture features, but we also need the spatial information for each image

by aggregating the information of local patches. A naive solution is to concatenate the

features of all patches in each image but this results in a long vector of sparse codes, which

has two main problems. Firstly, the neighboring patch information is lost and secondly, the

final size of the feature vector varies depending on the number of patches for each image.

We describe how this issue is addressed in the proposed method in Fig. 2.1.d and Fig. 2.3.

Fig. 2.2 shows the Spatial Pyramid Matching (SPM) [97] method that divides the image

into 1, 4 and 16 non-overlapping regions (21 regions in total) and performs max-pooling on

the sparse codes in each region to finally produce a feature vector of size (1+4+16)×p, where

p is the number of atoms in the dictionary. A limitation of this approach is that the image is

blindly divided into different layers without taking into account the underlying information

in the image. As evident from Fig 2.2, the information pertaining to the cell boundary and

inside cells are totally different but the SPM combines them nevertheless. Moreover, the

SPM results in a large regions (e.g. 21 regions) and concatenating them all, produces a long

feature vector for classification.

To alleviate these limitations, we propose a Sparse Codes Pooling (SCP) method which

is shown in Fig. 2.3. “Layer 1” is the whole cell image and the information of all the image

patches are pooled. The distance transform is applied on the cell mask, which assigns a

value to each image pixel with the Euclidean distance to the nearest non-zero pixel. These

non-zero pixels are including centroid of the cell, cell boundary and the image boundary (the

bounding box of the cell). As can be seen in Fig. 2.3, two boundaries are extracted from

the distance image, which are shown in blue circles in “Layer 2” and create the tube-shape

region around the cell boundary. This layer is then divided to four regions as in SPM. “Layer

3” is created by using the inner circle of the “Layer 2” and also divided to four regions. The

pooling strategy is then applied on the regions and all the feature vectors concatenated.
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Cell Image (Layer 1)

Layer 2 (4 Regions)

Layer 3 (16 Regions)

Figure 2.2: SPM method.

Cell Image (Layer 1)

Mask Image

Distance Image

Layer 2 (4 Regions)

Layer 3 (4 Regions)

Figure 2.3: Proposed SCP method.

This approach benefits two main advantages. First, the final feature dimension vector

is 9×p, which is around 57% lower than 21×p in SPM. Second, the most informative area

of the cells are near cell boundaries (e.g. Golgi and Nucleolar Membrane classes) and inner

area of cells (e.g. Nucleolar and Speckled classes) as is evident in Fig. 2.4. By focusing

on these two important areas, we can obtain more informative and discriminative feature

vectors.

By considering the three image layers l ∈ {0, 1, 2}, a pooling function F is applied on the

sparse codes hl = [sl
1, s

l
2, ∙ ∙ ∙ , s

l
nl

] in each layer, where sl
i is the sparse codes of image patch i

in layer l and nl is the number of image patches in layer l. The final feature vector for layer

l is xl.

xl = F(hl) (2.30)

The one-hot encoding, mean- and max- pooling functions are studied. In one-hot encoding,

just one representative atom from dictionary is selected by having only one non-zero element

in the final sparse code vector which is calculated as follows:

T l = max{hl} (2.31a)
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xl
j =

{
0 if hl

ji < Tl

Tl if hl
ji > Tl

i = {1, 2, ∙ ∙ ∙ , nl} (2.31b)

where Tl is the maximum sparse code of all patches in layer l and xl
j is the j-th element of

final feature vector.

For mean- and max-pooling, the average and maximum values for each row of hl is

selected. For instance, the max-pooling function is:

xl
j = max{hl

ji}, i = {1, 2, ∙ ∙ ∙ , nl} (2.32)

2.3.3 Dataset

For evaluation, two publicly available datasets namely ICPR2012 [43] and ICIP2013 [42] are

used in the experiments. Both datasets contain many cells within each specimen image.

The masks of the cells are also provided. The ICPR2012 has training and test images in six

classes but in ICIP2013, the training cells and specimen images are available in six and seven

classes respectively. Fig. 2.4.a and 2.4b show some samples of cell images for both datasets.

It should be noted that cells in the ICPR2012 dataset are manually segmented but those in

the ICIP2013 dataset are generated by automatic segmentation and the corresponding cell

masks are prone to errors.

ICPR2012. This dataset consists of 28 HEp-2 specimen images where each image

is in 1388×1038 resolution with 24-bit RGB pixels. The images are captured by using a

fluorescence microscope (40-fold magnification) that is coupled with a 50W mercury vapor

lamp and a digital camera. Each of the 28 images contains just one of the six staining patterns

including Centromere (Ce), Coarse-speckled (Cs), Cytoplasmatic (Cy), Fine-speckled (Fs),

Homogeneous (H) and Nucleolar (N) as illustrated in Fig. 2.4.a. The mask of each cell in

each image and the labels of the cells are provided. Also, there are two levels of intensity

images, which are called intermediate and positive images. In total, there are 1455 cells in
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Centromere Homogeneous Nucleolar
Coarse

Speckled Cytoplasmatic Fine Speckled

(a) ICPR2012 Dataset

Centromere Golgi Homogeneous Nucleolar Nucleolar 
Membrane

Speckled

(b) ICIP2013 Dataset

Figure 2.4: The Cell Level images of six classes for the ICPR2012 dataset in (a) and the
ICIP2013 dataset in (b): First rows are the positive and second rows are the intermediate
intensity level images.

the 28 images, which are divided to 721 images for training and 734 images for testing in

our experiments [43].

ICIP2013. This dataset contains 419 sera of patients, which were prepared on the 18-

well slide of HEP-2000 IIF assay with screening dilution 1:80. To capture the images, a

monochrome high dynamic range microscopy camera is used. Approximately 100-200 cell

images were extracted from each patient serum. In total, there were 68,429 cell images

extracted: 13,596 cell images used for training, made available publicly, and 54,833 for

testing, privately maintained by the organizers1 [43].

1http://i3a2014.unisa.it/?page_id=126
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Each annotated cell image contains information of cell pattern, intensity level (positive

or intermediate), mask and the ID of image - which category the cell belongs to. Examples

of these cell images can be seen in Fig. 2.4.b. Note that at the Cell Level the dataset

has six classes including Centromere, Golgi, Homogeneous, Nucleolar, Nucleolar membrane

(NuMem) and Speckled but at the Specimen Level, it has seven classes including one more

Mitosis Spindle class is added.

Feature Extraction

We extract gradient based features of SIFT with size 128 and SURF with size 64 from each

sample in an overlapping patches. The patch size is 12×12 and the distance between patches

is 4 pixels. According to the size of the images, the number of patches is different. However,

to train the dictionaries, we randomly select 100 patches from each image to get the balanced

distribution of patch samples from all the input images.

Evaluation Strategies

The HEp-2 classification problem is divided into two categories, at the Cell Level and

Specimen Level. In the Cell Level classification, each cell is classified solely without

considering other neighboring cells. In contrast, the Specimen Level classification focuses

on classifying whole specimen image containing many cells. As described in Section 2.3.3,

two HEp-2 datasets are publicly available (ICPR2012 and ICIP2013) where the following

experimental scenarios are exploited to evaluate the proposed method:

i. “Test set” evaluation, which can be done only on ICPR2012, for which the test set is

publicly available but not for ICIP2013 for which a test set is not provided.

ii. “Leave-One-Specimen-Out (LOSO)”, where all the cells from one specimen image are

used for test and the rest of the specimen cells for training. This scenario is applied to

both datasets.
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iii. “HSM” evaluation method proposed by [57], 600 cells from each class (300 cells from

Golgi class) are randomly selected for training and the rest of the cells are used for the

test set. This strategy is only applied on ICIP2013 for comparison with other methods.

It should be noted that the cell masks for both datasets are provided but the masks

are inaccurate specifically for the Specimen Images in ICIP2013. For instance, some masks

contain non-cell areas and “touching cells” are not accurately divided. Therefore, the cell

extraction method in [38] is used to get better cell masks by combining several morphological

features.

To report the classification results, the Mean Class Accuracy (MCA) is used as suggested

by dataset publisher [43]. In particular, MCA is defined by MCA= 1
K

∑K
k=1 CCRk, where

CCRk is the correct classification rate for class k and K is equals to the number of classes.

2.3.4 Results

The proposed JMCDL classification method is evaluated and the results are discussed

in this section. We compare the proposed algorithm with the state-of-the-art HEp-2

cell classification methods that demonstrate the significant influence of enforcing different

modalities to have similar sparsity pattern while learning multimodal dictionaries. We also

investigate the effect of proposed SCP pooling strategy on the classification performance.

ICPR2012. Table. 2.1 and Table. 2.2 show the accuracies on ICPR2012 by using “Test

set’ and “LOSO” evaluation methods for both Cell Level and Specimen Level classifications,

respectively.

The proposed JMCDL has two major components: 1. dictionary learning and, 2.

joint sparsity regularization. We evaluate the performance of each novel component of the

proposed method and the whole system on Tables 2.1 and 2.2. We express the performance

of JMCDL without joint sparsity regularization to observe the effect of proposed dictionary

learning. Since this scenario is equal to have only one feature modality, we call it Single-

Cue Dictionary Learning (SCDL) and it includes three scenarios: surf only (“SURF”), sift

only (“SIFT”) and “SIFTSURF” that is made by putting together sift and surf features in
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Table 2.1: The MCA accuracy on ICPR2012 dataset by using two evaluation strategies
“Test set” and “Leave-One-Specimen-Out (LOSO)” for Cell Level classification (Task 1).

ICPR2012 (%)

Proposed DL-based

Methods

Other

Methods
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Test

set

Positive 82 78 76 74 72 81 82 70 79 60

Intermediate 79 72 69 67 66 62 59 31 58 35

Average 80 75 73 70 69 72 70 51 69 48

LOSO
Positive 96 92 90 86 82 91 92 72 80 95

Intermediate 84 80 77 74 71 72 70 55 60 80

Average 90 86 84 80 77 82 81 64 70 88
?[37] ◦[39] †[175] �[134] ‡[32]

one vector. The impact of joint sparsity regularization while dictionary is learned by [104]

is reported as JMC and finally, the JMCDL reflects the performance of the whole system

of joint dictionary learning and multimodal sparsity regularization by extracting SIFT and

SURF features.

We compare classification accuracy of JMCDL with three state-of-the-art HEp-2

classifiers that are based on dictionary learning (DL) in “DL-based Methods” part of the

Table: [37] use SIFT, [39] (SNPB) exploit both SIFT and SURF and [175] consider modified

version of Local Binary Patterns (LBP) features. We also bring the performance of two state-

of-the-art non-sparse based representation methods to compare with the JMCDL including

the winner of the ICPR2012 contest2 [134] and [32] that exploit LBP, morphological and

textural features.

Table 2.1 shows that the proposed dictionary learning consistently outperforms other

methods. Learning dictionary by elastic-net (JMC column) [218] while enforcing multimodal

joint sparse regularization outperforms SCDL on average by 5% and 4% in “Test set”

2http://mivia.unisa.it/hep2contest/index.shtml
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Table 2.2: The MCA accuracy on ICPR2012 dataset by using two evaluation strategies
“Test set” and “Leave-One-Specimen-Out (LOSO)” for Specimen Level classification (Task
2).

ICPR2012 (%)

Proposed DL-based

Methods

Other

Methods
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Test set 93 86 86 79 64 86 93 86 79 93

LOSO 93 88 86 79 64 79 86 79 86 93

?[37] ◦[39] †[175] �[134] ‡[32]

and “LOSO” evaluation methods. In “Test set” evaluation strategy, JMCDL improves the

accuracy over SIFT and SURF by more than 10% and SIFTSURF by around 7%. Also,

JMCDL shows superior results comparing to the DL-based and other methods particularly

in Cell Level, where 80% and 90% accuracies are obtained in “Test set” and “LOSO” strategies,

respectively. These results are 8% better than other DL-based methods in both evaluation

strategies and 11% and 2% above the other methods.

Additionally, a significant achievement is obtained on intermediate intensity level

classification, where the cell classification accuracy is improved by more than 10% in “Test

set” and 4% in “LOSO” strategies.

For the Specimen Level classification, as shown in Table 2.2, a 93% accuracy is obtained

which is similar to other best performances. The similar accuracy is mostly due to the

limited number of specimen images (28 images only). It can be expected that the proposed

method will achieve better results in comparison with other methods when the number of

images increases, as observed in the ICIP2013 dataset to be discussed in the ensuing section.

The confusion matrix of Cell Level classification using LOSO evaluation is shown in

Table 2.4a for ICPR2012 dataset.

ICIP2013. Comparison results for the ICIP2013 dataset is shown in Table 2.3. The

“HSM” and “LOSO” evaluation strategies are used (see section. 2.3.3) for both Cell and

41



Table 2.3: The MCA accuracy on ICIP2013 dataset by using two evaluation strategies
“HSM” [57] and “Leave-One-Specimen-Out (LOSO)”.

ICIP2013 (%)

Proposed DL-based

Methods

Other

Methods
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HSM
Cell

Level

Positive 98.5 96.9 96.1 92.3 84.3 95.8 96.8 - - 95.5 -

Intermediate 93.2 88.7 87.4 86.8 69.7 87.9 88.8 - - 80.9 -

Average 95.9 92.8 91.8 89.6 77 91.9 92.8 - - 88.2 -

LOSO
Cell

Level

Positive 87.6 86.8 86.1 82.8 78.2 83.4 83.8 - - - -

Intermediate 77.5 76.9 76.4 68.4 63.4 71.2 72 - - - -

Average 82.6 81.8 81.3 75.6 70.8 77.3 77.9 81.1 80.3 - 78.7

Specimen Level 91.6 89.2 88 84.3 77.1 88 89.2 86.7 89.9 - -

?[38] ◦[39] †[52] �[114] ‡[57]
`
[96]

Specimen Level classification tasks. For the Cell Level classification task, the positive and

intermediate intensity level images are exploited.

The JMCDL method is compared with SCDL, DL-based and other methods. It is also

compared with [114], the winner of I3A contest3 (Pattern Recognition Techniques for Indirect

Immunofluorescence Images) as hosted by International Conference on Pattern Recognition

(ICPR) 2014.

The performance of proposed dictionary learning using “SIFTSURF” is promising since

it performs slightly better than HSM and it can get close result to the SNPB based on HSM

measurement. In addition, “SIFTSURF” outperforms all the state-of-the-art methods based

on LOSO standard. Learning dictionary by elastic-net (JMC column) [218] outperforms

SCDL. On the other hand, JMCDL obtains better average accuracy than “SIFTSURF” by

4.1% and 1.3% based on HAM and LOSO, respectively.

Table 2.3 also shows other DL-based methods, where JMCDL outperform the I3A contest

winner [114] by 2.3% and [52] by 1.5%. JMCDL outperformed [38, 39] by 5%, which used

SIFT and SURF features. These comparisons clearly show the advantage of multimodal

3http:\i3a2014.unisa.it
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Table 2.4: The Cell Level confusion matrices by using Leave-One-Specimen-Out method.

Ce Cs Fs Cy H N
Ce 94.34 0.00 0.68 0.00 2.17 2.81
Cs 0.00 85.24 1.12 8.66 4.38 0.60
Fs 0.00 9.35 85.12 0.91 3.28 1.34
Cy 0.00 2.18 1.97 94.19 0.00 1.66
H 2.00 0.98 1.38 0.00 94.32 1.32
N 6.35 0.21 5.66 1.35 1.06 85.37

Ce G H N NuMem S
Ce 87.18 1.16 2.68 1.45 3.56 3.97
G 1.01 78.08 2.35 9.80 6.35 2.41
H 1.36 3.54 77.96 2.13 4.95 10.06
N 0.47 4.25 3.26 87.03 1.47 3.52

NuMem 4.74 2.36 3.89 0.53 87.16 1.32
S 9.65 1.74 7.36 1.84 1.20 78.21

(a) ICPR2012 (b) ICIP2013

dictionary learning and joint sparse model as applied on a large ICIP2013 dataset. For

Specimen Level classification, the JMCDL outperforms the I3A contest winner [114] by 1.7%

and [52] by 4.9%. The confusion matrix of Cell Level classification using LOSO evaluation

is shown in Table 2.4b for ICIP2013 dataset.

Sparse Representation with Similar Pattern

The imposed joint sparsity model makes sparse codes more discriminative and hence produces

better classification results. The similar patterns are shown in Fig. 2.5, where the first row

shows cell sample of the six classes. The sparse representation of each cell class is provided

for various features: SIFT, SURF and SIFTSURF. Also, the patterns of the sparse codes

imposed by regularization function are presented in the last row. It is evident from Fig. 2.5

that the sparse codes patterns for different modalities are similar as imposed by the `1,2

regularization term.

SCP Versus SPM

The effect of proposed SCP pooling strategy is studied and compared with SPM method for

two datasets as shown in Table 2.5. The first two parts of the Table 2.5 compares the JMCDL

with applying SCP and SPM, where the sparse coding and dictionary learning schemes

are the same but differs in pooling method. It is evident that the max-pooling strategy

outperforms others in both methods and the combination of JMCDL and SCP obtains better

results than other methods. The last part of the Table. 2.5 shows the performance of sparse
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Figure 2.5: Representation coefficients generated by proposed regularization for SIFT,
SURF and SIFTSURF features. There are six columns corresponding to the six classes. The
x-axis is the dictionary columns and the x-axis is the sparse code values corresponding to
each dictionary column. nz is the number of non-zero elements in the sparse code vector.

Table 2.5: The comparison of proposed SCP with SPM strategy by using different pooling
functions and using LOSO evaluation method On Cell Level (Task 1).

JMCDL+SCP JMCDL+SPM SPM

One-hot Mean Max One-hot Mean Max One-hot Mean Max

ICPR2012 66.7 84.2 90.0 61.3 80.2 86.7 58.1 78.6 82.1

ICIP2013 54.8 76.8 82.6 51.4 73.8 78.4 50.5 73.6 77.3

coding scheme combined with SPM as used in [37]. It is clear that JMCDL+SCP outperforms

SPM by 7.9% and 5.3% on ICPR2012 and ICIP2013 datasets, respectively.

Parameter Study

In this section, two main parameters of the proposed method are analyzed. In particular,

the dimension of the dictionary p plays a significant role where a larger number of atoms

with much higher feature vector dimension creates an over complete dictionary. Such

over complete dictionary is biologically inspired from human cortex and often gives better
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(a) (b)

Figure 2.6: The accuracy of ICPR2012 positive test set versus different dictionary atoms
in (a) and λ1 values in (b).

classification accuracy [148]. On the other hand, calculating the over complete dictionaries

are computationally expensive. Fig. 2.6.a shows the classification performance with different

dictionary dimensions. It is obvious from Fig. 2.6.a that the performance keeps improving

with the increase of the dictionary dimension until the dictionary dimension reaches 240

where the best performance is obtained.

The other most impactful parameter is regularization coefficient λ1 in equation 2.6.

Fig. 2.6.b shows the classification performance versus the regularization parameter. When

the λ1 is near zero, the reconstruction error influences more and provides non-sparse codes.

By increasing λ1 value, the sparsity of the weights helps increase the accuracy. However,

while the λ1 keeps increasing, the sparseness of the codes dominates the reconstruction error

which reduces the classification accuracy. It can be seen that the best accuracy is obtained

when λ1 = 0.1.

2.4 Conclusion

Our main contributions in this Chapter are as follows:
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• A new multimodal dictionary learning method is proposed that produces discriminative

dictionaries with few atoms from many training samples, where one dictionary is

trained in all-against-all fashion for each modality.

• Our goal is to show that in the presence of multimodal data where each sample is

seen from highly related feature modalities with various sizes (here, SIFT and SURF),

we can get better classification accuracy by encoding the a priori known correlation

between feature modalities in space of sparse codes. The correlation (or relation)

between different feature modalities is translated in space of sparse codes as the

similarity between zero/nonzero pattern of the channels. This is done using the notion

of grouping in space of sparse codes and applied with the joint sparse regularization to

enforce the multimodal sparse representations of each class to share the same sparsity

patterns at the column level of the corresponding dictionaries.

• The optimization problem includes two terms: 1. A data-fidelity term which is

convex and continuously differentiable with Lipschitz-continuous gradient; and 2. A

non-smooth norm-based regularization that models the high-order prior information

of coupling between modalities. We expect a similar pattern between the sparse

representation of the modalities that are grouped together: either all elements

of a group contribute in decomposition, or that none of them participate. The

regularization desires less number of groups to be involved in the decomposition, while

data-fidelity term prone to reconstruct the multimodal signal with all groups selected.

• The HEp-2 cell classification task is studied in the sparsity scheme. The imposed

joint sparsity enabled the algorithm to fuse information at feature-level by forcing

their sparse codes to have similar basis. This is done using `1,2 regularization that

enforces high amount of correlation between different modalities of each cell class.

In other words, we know a priori that the modality configuration (here, SIFT and

SURF) induces a strong group structure that is encoded in the optimization using `1,2
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regularization (joint sparsity). JMCDL obtained better performance in comparison

with other state-of-the-are results in both Cell and Specimen Level HEp-2 classification.
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Chapter 3

Tree-Structured Hierarchical Coding

3.1 Introduction

As discussed in Chapter 1, making decision relying on a single source can jeopardize the

decision making process. One solution is to use multiple sources of information when it is

possible. Fusion of information from different sensor modalities can be more robust to single

sensor failure. The information fusion is split into two broad categories: feature fusion [151]

and classifier fusion [153]. In feature fusion, we have features at the input and output of the

fusion process. The goal is to make or improve a new feature type from input features. The

fusion system has various extracted features from each source at the input level. In classifier

fusion, a classifier that is trained based on each feature type makes its decision. The fusion

system combines input decisions to obtain better or new decisions.

In Chapter 2, we discussed sparse representation classification (SRC) for single modality

and multiple modalities. We explained how important this framework is in the computer

vision community for the both reconstructive and discriminative tasks. In SRC, the

dictionary is made by concatenation of all training samples of all classes which means it

does not need to be carefully designed features. But, the accuracy of classification depends

strongly on a sufficient number of training samples from each class so that the distribution of
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each class can be approximately obtained. We improved SRC to include learning a modality-

secific dictionary as the optimization of a smooth non-convex objective function over a convex

set. Specifically, within each modality, we need the dictionary to be reconstructive, so that

it can successfully reconstruct the data while at the same time, remove the noise. Also, the

dictionary of each modality should decompose the input data to sparse coefficients that are

distinctive enough between the classes, that even a simple linear classifier that is trained

over the sparse codes can generate high classification accuracy. The connection between

modalities is made by applying joint sparsity regularization to generate highly discriminative

multimodal codes as features so that different classes of data can be easily distinguished from

multimodal standpoint.

The proposed multimodal fusion in chapter 2 has some limitations. Let us recall the

proposed method in chapter 2.

Recall. The goal is to learn a reconstructive and discriminative dictionary Dm for each

modality m in {1, . . . , M} by extending gN (D) , 1
N

∑N
i=1 Lu(x

i, D) to include joint sparse

representation of different modalities in order to force similar pattern in different modalities:

Lmu({x
i
m, Dm}) , argmin

Ai∈Rp×M

M∑

m=1

1

2
‖xi

m −Dmαi
m‖

2
2 + λ1Ω(Ai) +

λ2

2
‖Ai‖2F (3.1)

where λ1 and λ2 are the regularizing parameters, and Lmu is the multimodal unsupervised

loss function.

The fusion between observations of the sample {xi
m}

M
m=1 is enforced at the sparse coding

space using joint sparsity regularization, Ω(A) = ‖A‖`12 , which promotes a solution with

sparse non-zero rows; hence, similar support is enforced on A at the column level of each

dictionary Dm.

At the same time, the dictionary in m-th modality is obtained by minimization of

expected cost with respect to Dm:

Dm , argmin
Dm∈Dm

Exm [Lmu({xm, Dm})] (3.2)
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where the loss function Lmu is defined as Eq. (3.1). The convex set of all dictionaries can be

defined as: D = {Dm}Mm=1; where:

Dm ,
{
Dm ∈ R

nm×p
∣
∣ ∀j ∈ {1, ∙ ∙ ∙ , p}, ‖dj

m‖2 ≤ 1} (3.3)

Joint Sparsity Issues. The joint sparsity regularization promotes a solution with

sparse non-zero rows in A and r ∈ {1, . . . , p}. It is important to note that applied `2 norm

inside each group does not promote sparsity. Joint sparsity is a set-partitioning problem that

represent independent grouping between all the modalities of a signal in the space of sparse

codes and relies on the idea that all views/features have highly correlated sparsity pattern.

Particularly, joint sparsity is based on a strong statistical co-occurrence structure: in order

to assign a sample to a class, most of its modalities/features should vote for that class, so

knowing the label of one feature modality can act as a strong prior for inferring the label

of others. However, this is not a valid assumption for application like visual tracking that

features have different noise levels and significantly limits the performance of the method

when feature modalities have perturbation or become unreliable. Plus, outlier tasks often

exist that do not share a common set of features with the majority of tasks. Imposing

strong correlation between all the feature modalities without considering how effective each

feature was during the process, for instance, target tracking in previous frames, is suboptimal.

Furthermore, since the features are originated from different spaces (e.g. color, edge), we

can expect them to reconstruct the multimodal input {xi
m}

M
m=1 with different sparsity levels

in the space of sparse codes.

In this chapter, we propose a new and robust multimodal fusion framework by formulating

the relation between modalities in physical space to the embedded space of sparse codes as

a tree-based hierarchy. This leads to a hierarchical coding that is able to capture multiple

levels of cross-modality correlations while prohibiting misleading co-adaptations between

data representations. We improve joint sparsity regularization to include fusion between

features when multimodal dictionaries are embodied in a hierarchical tree structure and

provide an exact solution to the problem. We demonstrate how powerful is our method by
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Figure 3.1: Illustration of independent vs overlapped coupling. Consider the case with M =
3modalities of red, green and blue. (a) shows a multimodal signalX = {xred, xgreen, xblue}
that has a mixture information of mostly red and a smaller amount of green. (b) a multimodal
atom {d} = dred, dgreen, dblue. The goal is to decompose the multimodal input X using {d}
to multimodal coefficients A = [αred, αgreen, αblue]. (c) the result of independent coupling
using `12. All three values of decompositions are equal. (d) the result of overlapping coupling.
The αred � αgreen and αblue = 0.

comparing it to the state-of-the-art fusion techniques that are based on joint sparsity and

demonstrate its performance quantitatively and qualitatively for the task of visual tacking.

Our design is based on the intuition that the higher-order prior knowledge about the

structure of dictionary atoms are useful to limit the nonzero sparsity patterns. In Fig. (3.1)

an intuitive representation of high-order information is given. This is due to the fact that in

many applications of image processing and/or computer vision, there is a higher-order prior

knowledge that models the potential relationships between the variables. For instance, the

pixels of an image have a spatial relationship, or series of frames in a video are temporally

connected. Enforcing the inherent structural information about the problem at hand using

a norm based regularization is our desire in this dissertation.

In the presence of multimodal data, the i-th dictionary element is a multimodal feature

from M modalities. We write this in either way of {di
m}

M
m=1, or {d

i
m}m∈J1;MK. That is to say;

the atoms are partitioned into predefined groups corresponding to various types of features.

One can expect a similar pattern between the sparse representation of the modalities that are
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grouped together. In other words, either all elements of a group contribute in decomposition

of the multimodal signal, or that none of them participate. We encode the prior information

in the regularization with norms that support structural sparsity, to encourage the solutions

of sparse regularized problems to promote the desired patterns of non-zero coefficients. In this

chapter, we focus on hierarchical sparse coding as a particular class of structured sparsity:

the multimodal atoms are considered to be configured in a directed tree G, and the sparsity

patterns are forced to make a connected and rooted subtree of G, see Fig. (3.2).

Problem Formulation. Assume N multimodal signals as {X i}i∈J1;NK, which each has

M modalities X i = {xi
m,c}m∈J1;MK, whose m-th modality has size nm, xi

m,c ∈ R
nm . For

each modality, there is a dictionary Dm in Rnm×p that has p elements, or atoms Dm =

[d1
m, . . . , dp

m]. The dictionary Dm decomposes the corresponding modality of the signal

xi
m,c to coefficients αi

m,c. That is, given a set of dictionaries {Dm}m∈J1;MK, a multimodal

input data X i
c = {xi

m,c}
M
m=1 is reconstructed using the multimodal coefficient vectors Ai

c

in Rp×M as Ai
c = [αi

1,c, . . . , α
i
M,c]. The goal is to learn jointly the multimodal dictionaries

and decomposition matrices ({Dm, Ai
m,c}m∈J1;MK) for all i in {1, . . . , N}, so that we can

approximately reconstruct the input from each modality as xi
c,m ≈Dmαi

c,m, while the non-

zero coefficients of the multimodal decomposition vectors, αi
c,1, . . . , α

i
c,M , to form a connected

and rooted subtree of the given tree.

3.2 Tree-Structured Hierarchical Groups

To overcome joint sparsity drawbacks, we generalize joint sparsity to a more elaborate

hierarchical scheme. That is, we let features to be members of multiple groups that are

overlapped and are embedded in a tree-shaped structure, as shown in Fig. (3.2). The tree-

structure sparsity norm Ω is defined as

Ω(A) ,
p∑

r=1

∑

g∈G

(∑

m∈g

(ω(g)
m )2|Arm|

2

) 1
2

(3.4)
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Figure 3.2: Illustration of a hierarchical structure between various modalities of input
data. The tree is G = {g5, g4, g3, {g3, g4}, {g2, g5}}. It has three leaves of {g3, g4, g5}, and g2

enforces coupling between g3, g4, and the root of the tree g1 enforces grouping between g2 and
g5. Internal nodes near the leaves of the tree correspond to modalities that we expect highly
related while the internal nodes near the root represent weakly-correlated sparse codes in its
subtree. Any path from leaves to the root, is a possible solution.

The norm Ω computes the linear summation of the `2 norms of overlapping groups of sparse

codes {A1↓, . . . , AM↓}, with coefficients in each group being weighted by ω(g) and g ∈ G:

the M dimensional vector ω(g) = [ω
(g)
1 , . . . , ω

(g)
M ]> is zero for indices of features that are not

member of g ∈ G; i.e. ω
(g)
m > 0 if m ∈ g and is zero otherwise. For instance, in Fig. (3.2),

the tree structure G is given for coupling between M = 3 modalities: G = {g1, g2, g3, g4, g5},

where g3, g4 and g5 are leaves of the tree that apply `1-norm sparsity on each modality.

In this level, no sparsity pattern is enforced among modalities. In higher granularity, g2

represents grouping between g3 and g4. Finally, g1 is the root of the tree and seeks similar

sparsity between g2 and g5. That is said, the size of the tree is |G| = 5.

The set of solutions to this problem are all possible paths from the leaves to the root.

The sparsity constraint guarantees that only a small number of these paths are selected

in representing the input signal. This effectively allows the sparse representation to select

the most relevant subset of modalities that best represent the given signal. For instance in

Fig. (3.3), only case (a) that all modalities are zero, the root is not selected. In case (b),

variables in g3, g4 are zero, the support of the solution consists g5.
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Figure 3.3: Illustration of joint sparsity vs tree-structured grouping. Consider the case with
M = 3 modalities of red, green and blue. Top: `12 all modalities are in one group. Down:
The tree-structure regularization enforces hierarchical fusion between various modalities of
input data in the space of sparse codes. The tree is G = {g5, g4, g3, {g3, g4}, {g2, g5}}. It has
three leaves {g3, g4, g5}, and g2 enforces grouping between g3, g4, and the root of the tree
g1 enforces grouping between g2 and g5, and is a hierarchical grouping between red and the
group of blue and green. The key here is that partially correlated coupling is not allowed
in the tree structure. The groups of variables either are independent or one is subset of the
other.

We extract four weak modalities (left and right periocular, nose and mouth) and one

strong modality (face) which are shown in Fig. (3.4). The idea is to exploit different levels

of correlation between weak and strong modalities for the task of face recognition. The

tree G has |G| = 7 nodes, that includes 5 leaves corresponding to the M modalities and 2

internal nodes. Each internal node encodes a possible grouping between leaves of the subtree

which internal node is their root [87]. Here, one internal node represents the high correlation
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Figure 3.4: We employ the blue rectangular masks and cropping out the corresponding
areas. These, along with the whole face, were taken for fusion. Simple intensity values were
used as features for all of them. Tree-structure G corresponding to the four weak modalities
of left periocular, right periocular, nose, and mouth, and a strong modality face. The tree
represents a set of groups G between left and right periocular and all modalities at the root.

between left and right periocular and the other internal node is the root of the tree that

model the grouping between nose, mouth, face and the group of eyes.

Our intuition is that leveraging this hierarchical structure will enable the multimodal

subspaces to capture precisely the dependence/independence relations across modalities in

the space of sparse codes. According to [72], this hierarchical structure makes following

interpretation possible: the multimodal signal X i = {xi
m}

M
m=1 from modality m, xi

m, can

be reconstructed using a subspace dk
m, (i.e., αi

m 6= 0), only if all of its parent subspaces dk
m̃

are participating as well, where m̃ are the indices of the parent of the m-th node. The set

of solutions to this problem are all possible paths from the leaves to the root. The sparsity

constraint guarantees that only a small number of these paths are selected in representing

the input signal. This effectively allows the sparse representation to select the most relevant

subset of modalities that best represent the given signal.

We point out some important results:
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• G is a subset of power set of {1, . . . , M}, i.e. G ⊆ {1, . . . , M}

• G spans the set of modalities, i.e. ∪g∈G = {1, . . . , M}. It ensures that the corresponding

penalty of G is a norm, because we assume that all αi
1, α

i
2, . . . , α

i
M belong to at least

one group g ∈ G (all norms are convex).

• The solution to the corresponding regularization (shown as Υ, defined later), is sparse

at the group level, in the sense that decomposition coefficients within a group are

usually zero or nonzero together.

• Internal nodes near the leaves of the tree correspond to modalities that we expect highly

related while the internal nodes near the root represent weakly-correlated sparse codes

in its subtree. For instance, the regularization for the Fig. (3.4) is defined as

Υ(ar→) =
∑

g∈G

‖a(g)‖`2

=(|aLP |+ |aRP |+ |anose|+ |amouth|+ |aface|) + (3.5a)
√

(a2
LP + a2

RP ) + (3.5b)
√

(a2
LP + a2

RP + a2
nose + a2

mouth + a2
face) (3.5c)

where Eq. (3.5a) is equal to the `1-norm of the leaves, Eq. (3.5b) is the squared of the

`2-norm of the g2 (grouping between left and right eyes), and Eq. (3.5c) represents the

squared of the `2-norm of the root g1. Now, it is clear that each path from leaves to

root has the potential to be the solution of the regularization. If face is not occluded,

it can be perfectly reconstructed using only face modality; hence, only one group out

of 7 nodes are selected. However, if eyes are covered, it tries to reconstruct the image

using nose, mouth and the face. If a(g2) = 0, both eyes should have zero coefficients

i.e. a(g3) = 0 and a(g4) = 0.

When G ⊆ {1, . . . , M} is a set of indices with cardinality |G|, the collection of M -

dimensional vectors that are indexed by members of G is defined by the |G|-tuple (ψ(g))g∈G .
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In other words, the vector ψ(g) ∈ RM = [ψ
(g)
1 , . . . , ψ

(g)
M ]> contains the entries of Ar→

corresponding to the indices in g ∈ G






ψ
(g)
m = Arm if m ∈ g

ψ
(g)
m = 0 if m /∈ g

(3.6)

The tree structure G is embedding the latent variables, αi
1,c, . . . , α

i
M,c, in a tree-shaped

hierarchy. Let us denote for each node g in tree G, parents(g) ⊆ {1, . . . , |G|} as the set of

nodes in the tree that node g is one of their descendent and children(g) ⊆ {1, . . . , |G|} as

the set of nodes that node g is their ancestor. The tree structure G enforces each row r in

{1, . . . , p} of the multimodal sparse codes Ai
r→ ∈ R

M to have the following character

Arm 6= 0⇒ [ψ(g) 6= 0, ∀g ∈ parents(m)] (3.7)

Intuitively, the multimodal signal {xi
c,m}

M
m=1 can use the r-th atom in m-th modality, dr

m,

in decomposition, only if the parents of the m-th modality (parents(m)) in the tree G are

themselves part of the decomposition. In other words, if modality m has non-zero value,

i.e., Arm 6= 0, then, all groups g that modality m is a member, are activated. Similarly, for

a node g in G, if modalities that are members of g, have no contribution in reconstruction of

the signal from corresponding modalities, e.g., {Ai
rm = 0|m ∈ g} , {ψ(g) = 0|m ∈ g}, then,

the nodes that belong to the children(g) should not be used either.

ψ(g) = 0⇒ [ψ(g̃) = 0, ∀g̃ ∈ children(g)] (3.8)

which is equal to enforce penalty on the number of groups g that contribute in the

reconstruction of the multimodal input signal {xi
m,c}

M
m=1. From the Eq. (3.7) and Eq. (3.8),

it is clear to see that, the tree structure G leads to hierarchical and multimodal latent sparse

codes in each row of Ai
r→.

To be more concrete, the tree-structured groups are defined as [72]
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Figure 3.5: Illustration of intersection closed coupling. The tree-structure G corresponding
to the four weak modalities of left eye, right eye, nose, and mouth, and a strong modality face,
G = {g1, g2, g3, g4, g5, g6, g7}. If variable left eye is non-zero, i.e. a(g3) 6= 0,then automatically,
g2 is non-zero, and also the root g1 is selected. This path from g3 → g2 → g1 is a valid solution
with three activated groups out of total 7 groups. This solution gets high punishment from
reconstruction part of the optimization problem. Intuitively, each interior node that is
activated, here g2, favors to see all of its members, (g3 and g4) to be non-zero, to get less
reconstruction punishment.

Definition 3.1. (Tree-structured set of groups.)

A set of groups G = {g}g∈G is said to be tree-structured in {1, . . . , p}, if ∪g∈Gg = {1, . . . , p}

and for all γ1, γ2 ∈ G, (γ1 ∩ γ2 6= ∅) ⇒ (γ1 ⊆ γ2 or γ2 ⊆ γ1). Then, a total order relation

� exists between the group members such that: γ1 � γ2 ⇒ {γ1 ⊆ γ2 or γ1 ∩ γ2 = ∅}.

The key note here is that partially correlated coupling is not allowed in the tree structure.

The groups of variables either are independent or one is subset of the other.

Intersection Closed Coupling. The tree structure sparsity norm defined as (3.1) is

a particular generalization of `12 to include intersection closed coupling. setting a group to

zero, makes all of its variables zero, no matter if those variables belong to other groups. In

other words, this leads to groups that are not entirely selected. For instance in the case (f)

of Fig. (3.3), the blue modality is shrunken to zero, i.e., supp(A(g3)) = 0. However the green

modality has support in the solution, supp(A(g4)) 6= 0. Hence, the group g2 is not entirely

selected. Many studies make a common mistake about the Lasso by considering Lasso as a
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method to select variables, and consequently, group Lasso as selecting groups of variables.

Concretely, the impact of norm-based grouping regularization is to set a subset of groups of

variables, to zero (not to select them). Fusion in physical space is translated as grouping

between different modalities of each atom. In the case that all modalities of an atom are

members of a single group, then there is no overlapping between various groups. In other

words, this is the same as set partitioning problem, and hence if the corresponding sparse

codes of one multimodal atom is zero, the other rows in the space of sparse codes leave to

be nonzero. When groups In the case of non-overlapping groups of variables, assigning zero

to all members of a group can give the impression of not selecting the group. However, if

the groups are overlapped, setting a group to zero, no matter if they belong to other groups.

In other words, this leads to groups that are not entirely selected. This is illustrated in

Fig. (3.5).

In order to demonstrate the main issue of joint sparsity and elaborate our proposed

solution, we choose visual tracking task in computer vision.

3.3 Application: Visual Tracking

Visual object tracking is essential to many applications such as surveillance and robotics.

Target appearance modeling is a key component in visual tracking and is challenging due

to the real-world problems for instance, illumination change, scaling and pose variations,

background clutter and occlusions. Various types of features have been exploited to make

an accurate representation, e.g. color histograms [137, 29] and keypoint-based features like

sift or hog [59, 138]. However, no single feature can be robust to all possible scenarios in a

video sequence. It is important to construct a new and powerful appearance model which

can integrate useful features and explore their mutual dependencies.

Using different feature modalities has been demonstrated to be effective for visual

tracking. Many recent trackers attempt to model the appearance using various features such

as color, texture or edge [95, 187, 94, 62]. Typically, information fusion in visual tracking

happens at either the feature or classifier level [153]. In feature fusion different types of
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features are combined to make a new feature set, while classifier fusion aggregates decisions

from several classifiers which are individually trained on different features. Classifier fusion

has been well-studied in visual tracking, for instance as the online multiple instance learning

in [11] and as the multiple kernel boosting in [191]. Although fusion at the feature level has

been demonstrated to be more effective for visual tracking, it is a less-studied problem. This

is mainly due to the incompatibility of feature sets [95]. For example in [69] feature fusion

using color, gradient, and texture was proposed; but the method requires all features to have

the same dimension. The feature fusion in [187] concatenates all the features into one vector.

The dimension of this vector can be very high relative to the number of training samples

available, resulting in the classic “curse-of-dimensionality” problem. Moreover, concatenation

of the feature vectors makes it impossible to model any potential correlations between the

feature types. We refer to the proposed tracking scheme as multimodal tracking by tree-

structured hierarchical modeling (MM-THM). The contribution is thus three-fold.

• First, MM-THM encodes the hierarchical correlation between different modality chan-

nels into a tree structure and scores them adaptively according to their representative

and discriminative powers.

• Despite existing joint sparse representation based tracking algorithms that make

dictionaries without training, MM-THM learns a dictionary for each feature while

the tree-structure regularization is enforced in the space of sparse codes to implicitly

enforce the physical connection between dictionaries.

• The performance of each feature modality directly affects its contribution to the

decisions in upcoming frames. When a feature is unreliable, a larger weight

(punishment) would be assigned to its decomposition in the latent space of sparse

codes, which promotes the optimization to make them zero.

We test our hierarchical appearance tracker on recent online tracking benchmark data sets

which evaluate the proposed method for various real-world challenges involving significant
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Figure 3.6: Illustration of the proposed MM-THM framework. Tracking can be seen
as a binary classification of target and background. Consider each patch has M different
modalities. Originally, the physical attributes are not discriminative enough to distinguish
the target from the background. Our method learns a set of dictionaries to find the
representation of data in latent space of sparse codes, to make the target more distinctive in
each modality, and, from multimodal stand-point.

changes in appearance and pose, background clutter, and occlusions. The framework of the

proposed MM-THM is illustrated in Fig. 3.6.

3.4 Related Works

Target appearance modeling is one of the key components in any visual tracking algorithms.

Since the early work of Lucas and Kanade (LK) [102], holistic templates based on raw

intensity values have been widely used for tracking [4]. Visual appearance modeling can be

broadly categorized into generative [23] and discriminative [86] algorithms.

Generative models reformulate tracking as a search for an optimal state that yields an

object appearance most similar to the target appearance model. The well-known methods

in generative models are mostly either pixel-based like Gaussian mixture models [75] and

color histograms [29], or global-based like subspace learning [152].
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Discriminative models attempt to transfer visual information from the physical space to

a latent feature space so that a simple classifier can separate target from background [5, 28].

Generative or discriminative appearance models have their own merits and limitations.

The proposed MM-THM can be considered as a unified framework for robust visual tracking

that has advantages of both generative and discriminative schemes in the particular signal

representation of sparse coding. In MM-THM, we design a joint decision measure based on

both reconstruction and classification errors, and hence the method is both generative and

discriminative. In the following, we briefly go over the evolution of sparsity trackers.

3.4.1 Sparse Trackers

Sparsity-based trackers represent the target candidates as linear combinations of a set of

bases or dictionary elements or atoms. The dictionary is made from trivial target templates

which are selected from the tracking results in previous frames. The target and background

dictionaries in each feature are obtained by horizontally concatenating the samples of each

class. Given object and background dictionaries as DO and DB, respectively, the final

dictionary is obtained by putting together the target and background sub-dictionaries, D =

[DO, DB] with p columns.

Inspired by sparse representation in face recognition [185], it is assumed that the test

candidate, xt, is the object in this frame, if it can be represented using atoms that belong

to the object dictionary DO. That is, the test candidate xt lies in the space formed by the

target template of and can be approximated using few number of atoms in object dictionary:

xt ≈ Dαt, where αt ∈ Rp is sparse codes of the test patch. The test patch is the target in

current frame if αt uses DO to reconstruct the patch and is zero otherwise: αt = [α>
O, 0>]>.

The majority of sparse trackers obtain the target appearance model by optimizing

an objective function that incorporates reconstruction error and sparsity regularization

norm. Given dictionary as D = [d1, . . . , dp], each target candidate is decomposed to its
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corresponding coefficient vector, αt

argmin
αt∈Rp

1

2
‖xt −Dαt‖22 + λΩ(αt) (3.9)

where λ is the regularization parameter. Traditionally, Ω is chosen as `1-norm like [213, 210].

Sparsity Issues. It is evident from Eq. (3.9) that the performance of the sparsity-

based trackers strongly depends on the dictionary to span over the recent target appearance.

Majority of the methods update the dictionary by simply stacking the target templates

[62, 213, 210] without “training”; which inevitably incorporates background and noise in the

dictionary and may not be optimum to deal with changes in appearance and pose. The sparse

coding objective function in Eq. (3.9) only cares about reconstructing the input well, and

does not attempt to make sparse codes useful as input for particular task of visual tracking.

We explain our contribution to solve this issue in Section 3.5 by modifying dictionary through

iterative optimization to make sparse codes more useful for prediction.

On the other hand, the primary goal of standard `1-norm sparse coding is cardinality: to

penalize dense vectors of parameters with a large number of nonzero coefficients. Particularly,

these regularizations treat each variable individually, and they are blind to potential

relationships that may exist between the features, which leads us to the design of sparsity-

inducing norms capable of encoding some additional structure about the variables. Next,

we briefly go over joint sparsity trackers that are proposed in an attempt to model potential

relationships between various features of the target, in the space of sparse codes.

3.4.2 Joint Sparsity Trackers

In particle filter-based tracking methods, the joint sparse appearance model has been used

based on the following intuition [69, 207, 208]: since particles are sampled at and around the

previous location of the target, each particle shares dependencies with other particles and

their corresponding images are likely to be similar. For instance in [208, 209], learning the

representation of each particle is viewed as an individual task and a multi-task learning with
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joint sparsity for all particles is employed. In [207], sparse representations of all particles are

jointly learned by applying the low-rank sparse learning. In [62], visual tracking is formulated

as the multi-task multi-view joint sparse representation where each feature is referred to as

a view.

The joint decision between different modalities is made using joint sparse representation

classification (JSRC) by enforcing sparse codes of the test patch from M different modalities

X t = {xt
1, x

t
2, . . . , x

t
M} to have the same sparsity pattern. It means that each feature

modality of the patch is reconstructed using the same set of column indices from its

corresponding dictionary ({D1, D2, . . . , DM}). The test sample is classified as target or

background by its multimodal sparse codes At = [αt
1, . . . , α

t
M ] obtained by dictionaries

{Dm}Mm=1. This is formulated as multimodal joint sparse modeling and the dictionary is

made from concatenation of training samples:

argmin
At

1

2

M∑

m=1

‖xt
m −Dmαt

m‖
2
2 + λΩ(At) (3.10)

where the first component is the reconstruction error and Ω(At) = ‖At‖`12 is the

regularization error. Collaboration between α1, . . . , αM is imposed by `12 and is defined

as ‖A‖`12 =
∑p

r=1 ‖Ar→‖2; where Ar→ = [Ar1, Ar2, . . . , ArM ] is the r-th row of A. The `12

promotes solution with sparse non-zero rows; hence, similar support is enforced on A at the

column level of each dictionary Dm.

Other Multimodal Fusion Approaches

Bayesian inference fusion methods have been the most popular mechanisms for data

fusion where the multimodal information is combined as per the rules of probability

theory [100, 212]. These methods have various advantages, including increment computation

of the posterior probability based on new observations, convenient incorporation of any prior

knowledge, and allowing a subjective probability estimate for the a priori of hypotheses in

the absence of empirical data. However, these advantages are also seen as the limitations
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in some cases. Bayesian inference methods require the prior and conditional probabilities

of the hypothesis to be well defined. In absence of a proper prior, these methods might

not perform well. Many nonparametric Bayesian approaches have been proposed to tackle

this problem [99, 113, 214]. However, the high computational cost of Gibbs sampling and

variational learning hinders its capability for online learning.

The most recent deep learning-based fusion framework uses the deep neural network to

automatically generate a set of hierarchical representations of the multimodal inputs [46, 132,

160, 163, 27]. The cross-correlation among different modalities is implicitly incorporated in

the derived feature vector instead of the explicit configuration using a tree structure as in

MM-THM. Another distinctive difference is that most deep learning-based multimodal fusion

relies on off-line trained models obtained from very large training datasets that would incur

high computational cost. In use cases with limited time-to-solution window, this might not

be optimal or feasible for applications where the operational environment is of very dynamic

nature that demands models to be updated in an online fashion or where the cost of acquiring

large amount of training samples is extremely high if possible at all.

The proposed MM-THM solution differs from these fusion alternatives for its strong

capacity in both online training (or learning) and online testing (or classification), which

is particularly important for in-situ applications. MM-THM is also more computationally

efficient for real-world deployment.

3.5 The Proposed Visual Tracker - MM-THM

In this section, we elaborate on our particle filtering-based tracking method that uses the

tree structure-based hierarchical appearance modeling. Our key insight to robustly model

the target appearance is that the patterns of non-zero coefficients in A conveys the feature-

modality configuration. We encode this information in the regularization with norms that

support structural sparsity, to encourage the solutions of sparse regularized problems to

promote the desired patterns of non-zero coefficients.
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Assuming multimodal sample i as {xi
m}

M
m=1, we propose to obtain its sparse represen-

tation matrix Ai = [αi
1, . . . , α

i
M ] and the set of dictionaries Dm = [d1

m, . . . , dp
m] and m in

{1, . . . , M}

argmin
Ai

{Dm}

M∑

m=1

1

2
‖xi

m −Dmαi
m‖

2
2 + λ1Ω(Ai) +

λ2

2
‖Ai‖2F (3.11)

where Ω is the tree-structure norm regularization defined in Eq. (3.4) and λ1 and λ2 are the

regular parameters. With only one feature (m = 1) and λ2 > 0, the optimization problem

(3.11) reduces to elastic-net formula [217] (when λ2 = 0, elastic-net would be the same as

Lasso). Mairal et al [104] proved that elastic-net is strongly convex and leads to more stable

sparse code solution than Lasso. In our experiments λ2 is assigned a small positive value as

λ2 = 10−3λ1.

The optimization problem (3.11) includes two terms: a data-fidelity term which is

convex with Lipschitz-continuous gradient; and, a non-smooth norm-based regularization

that models the high-order prior information of coupling between feature-modalities. The

regularization penalizes the number of overlapping groups that are “involved” in the

decomposition, while data-fidelity term prone to reconstruct the multimodal signal with

all groups selected. The regularization parameter λ1 ≥ 0 is used to adjust the tradeoff

between minimizing the loss and finding a solution which is sparse at the group level.

3.5.1 Optimization

The problem (3.11) has the product of the two optimization variables as Dαi
m; which

implies that this problem is not joint convex in the space of multimodal coefficients and

the dictionary. However, when one of the two optimization variable is fixed, the problem

(3.11) is convex with respect to the other variable [108]. Hence, the problem (3.11) is solved

by splitting to two sub-problems: 1. given dictionaries {Dm}Mm=1, estimate the multimodal

sparse codes {αi
m}

M
m=1 for all i in {1, . . . , N}; 2. given sparse representation of samples in

m-th modality, {αm
i }

N
i=1, update the corresponding dictionary of m-th modality Dm.
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We initialize the multimodal dictionaries {Dm}Mm=1 from target and background tem-

plates similar to [95, 208, 62]. We use the alternating direction method of multipliers

(ADMM) [136] to obtain optimal multimodal sparse codes Ai∗ ∈ Rp×M of i-th multimodal

sample {xi
m}

M
m=1 and for all i ∈ {1, . . . , N}, by solving the optimization problem (3.11).

Assume temporary variables Z ∈ Rp×M = [z1, . . . , zM ] and U ∈ Rp×M = [u1, . . . , uM ]

and both initialized as zero. We denote the proximal operator associated with the norm Ω

as proxλΩ that maps its domain, vector p, to the vector q, both with size M as

proxλΩ(p) , argmin
q

1

2
‖p− q‖22 + λΩ(q). (3.12)

Then, the solution to the optimization 3.11 in iteration τ would be [136]:

A(τ+1) = proxλ1f (Z
(τ) −U (τ)) (3.13a)

Z(τ+1) = proxλ1Ω(A(τ+1) + U (τ)) (3.13b)

U (τ+1) = U (τ) + A(τ+1) −Z(τ+1) (3.13c)

where data-fidelity term f ,
∑M

m=1
1
2
‖xi

m−Dmαi
m‖

2
2+

λ2

2
‖αi

m‖2 is smooth and differentiable.

The optimization variables A(τ) and Z(τ) are the solution of minimizing the smooth and non-

smooth part of the problem (3.11) at iteration τ , respectively. After a limited number of

iterations they will eventually converge, (i.e. U (τ+1) = U (τ)))

The proximal step of problem (3.13a) is defined for each modality independently as:

proxλ1f (z
(τ)
m − u(τ)

m ) = (3.14)

argmin
αm

λ1f(α(τ)
m ) +

1

2
‖α(τ)

m − (z(τ)
m − u(τ)

m )‖22

f is smooth with gradient ∇αmf = −D>
m(xm −Dmαm) + λ2αm, we compute the solution

to problem (3.14) in iteration τ + 1:

α(τ+1)
m = Δ−1(D>

mxm +
1

λ1

(z(τ)
m − u(τ)

m )) (3.15)
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where Δ = (D>
mDm +( 1

λ1
+λ2)I). the method is designed to get high classification accuracy

while {Dm}Mm=1 have small numbers of atoms; but, this may increase the chance of singularity

in (3.15). However, λ1 > 0 and λ2 > 0 makes the denominator Δ positive definite. We

solve (3.15) for each modality separately and concatenate the results to make A(τ+1) =

[α
(τ+1)
1 , . . . , α

(τ+1)
M ].

Next, we solve the proximal step over Zr→ in (3.13b) for each row r of A and r in

{1, . . . , p}:

proxλ1Ω(A(τ+1)
r→ + U (τ)

r→) = (3.16)

argmin
Zr→

λ1Ω(Z(τ+1)
r→ ) +

1

2
‖Z(τ+1)

r→ − (A(τ+1)
r→ + U (τ)

r→)‖22

Substituting Ω from Eq. (3.4) in (3.16), the final optimization problem for Z can be written

as:

argmin
Z

p∑

r=1

(
λ1

∑

g∈G

(∑

m∈g

(ω(g)
m )2|Arm|

2

) 1
2

+
1

2
‖Z(τ+1)

r→ − (A(τ+1)
r→ + U (τ)

r→)‖22
)

(3.17)

The optimization problem (3.17) is solved in p independent optimizations corresponding to

p rows, while each optimization is done on an M -dimensional vector, Z>
r→. Since the groups

are ordered, each of the p optimization can be done in one iteration using the dual form [72],

which means that proximal step (3.17) can be solved with the same computational cost as

joint sparsity. By extension of optimization algorithm in [72], we solve the proximal step of

(3.17) for optimization variable Z>
r→ in Algorithm (2). We solve the optimization problem

(3.17) using the SPArse Modeling Software [72]. After Z is obtained, this iteration would

be finished by updating U according to (3.13c).

3.5.2 Multimodal Dictionary Learning

So far we obtain multimodal sparse coefficients of i-th particle, Ai∗ = [αi∗
1 , . . . , αi∗

M ] by

solving the optimization problem (3.11) given the set of dictionaries {Dm}Mm=1. In this
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Algorithm 2 Algorithm to solve the proximal optimization step (Eq. (3.17))

Input: V = [V >
1→, . . . , V >

p→] ∈ Rp×M , ordered groups G = {g1, . . . , g|G|}, weights ω(g).

Output: for each r in {1, . . . , p}, primal vector Z>
r→ ∈ R

M and its dual solution Ξr = [Ξ1↓
r , . . . ,Ξ|G|↓

r ] ∈
RM×|G|; whose i-th column Ξi↓

r has size M .
1: for each row r ∈ {1, . . . , p} do
2: Reset the dual solution Ξ1↓

r ← 0, . . . ,Ξ|G|↓
r ← 0.

3: for g = g1, g2, . . . ∈ G do
4: Z>

r→ = V >
r→ −

∑
h≤g Ξh↓

r .

5: Ξg↓
r =






(1− λ1ω(g)

‖Z>
r→

(g)‖2
)Z>

r→
(g)

if ‖Z>
r→

(g)
‖2 > λ1ω

(g)

Z>
r→

(g)
if ‖Z>

r→
(g)
‖2 ≤ λ1ω

(g)

6: end for
7: Z>

r→ = V >
r→ −

∑
g∈G Ξg↓

r .
8: end for

section, the obtained decomposition coefficients are exploited to update the dictionaries. The

dictionary Dm = [d1
m . . . , dp

m] is updated using the sparse representation of all samples from

m-th modality: [α1
m, . . . , αN

m]. The appearance of the target in visual tracking is dynamic

and changes over time; hence, the popular iterative batch dictionary learning methods (e.g.

KSVD [2]) that access the whole training set in each iteration to minimize the cost function

cannot be used. Instead of minimizing empirical cost fn(Dm) with high precision, we design

dictionary learning method based on minimizing a quadratic local surrogate of the expected

cost as, f̂(Dm) , Ex[Lu(xm, Dm)] as in [19, 106] assuming that the data {xm} is drawn from

an (unknown) finite probability distribution p(xm). The dictionary Dm, will be updated by

solving the optimization (3.11) using online stochastic approximations [106].

In attempt to utilize target and background labels of the training data in a discriminative

tasks, the estimated coefficients using Eq. (3.11) from m-th feature, [α1∗
m , . . . , αN∗

m ], are

assumed as the latent feature representation for the training data [x1
m, . . . , xN

m] and a classifier

is trained in a classical expected risk minimization [181] by adopting multivariate ridge

regression model with quadratic loss and `2 norm regularization. The supervised loss function

evaluates how close classifier with parameters W m using αi∗
m can predict label yi.

We update dictionary Dm to keep track of the appearance change, once in each L = 15

frames. We provide steps to learn the multimodal unsupervised dictionary and the joint

sparse modeling using tree-structure regularization in Algorithm 3.
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Algorithm 3 Online MM-THM

Input: {Xi}Ni=1 and Xi = {xi
m}

M
m=1, T (number of iterations)

1: Initialize Dm with samples of m-th feature of both target and background.
2: Reset the past: Γm ← 0 and Cm ← 0 for all m in {1, . . . , M}
3: for τ = 1 to T do
4: Fix {Dm}Mm=1 and estimate multimodal {A

i}Ni=1

5: Compute Ai = [αi
1, . . . , α

i
M ] for each i in {1, . . . , N} using the Eq. (3.11).

6: for each feature m = [1 ∙ ∙ ∙M ] do
7: Update Γm = Γm +

∑
i αi

mαi>
m and Cm = Cm +

∑
i xi

mαi>
m .

8: end for
9: Fix {Ai}Ni=1 and update each dictionary {Dm = [d1

m, . . . , dp
m]}Mm=1.

10: for each modality m = [1 ∙ ∙ ∙M ] do
11: for each atom dj

m and j ∈ {1, . . . , p} do
12: if Γm(j, j) > 0 then
13: Update dj

m.
14: end if
15: end for
16: end for
17: end for

3.5.3 Classification and Template Update

In a new frame t, we sample N target candidates, {X i}Ni=1, which each one has same M

modalities: X i = {xi
m}

M
m=1. We solve (3.11) to decompose each candidate X i = {xi

m}
M
m=1 to

Bi = [bi
1, . . . , b

i
M ], using the {Dm}Mm=1 that learned in training phase. Then, each candidate

i is evaluated from both reconstructive and discriminative perspective: how successful Dm

is to reconstruct the target candidate (lower reconstruction error) and how close the target

label [1, 0]> can be produced using the learned classifier W m. The distance of i-th candidate

to the target from m-th modality is measured by Li
m:

Li
m = ‖xi

m −Dmbi
m‖

2
2 + β‖[0, 1]> −W mbi

m‖
2
2 (3.18)

and β controls the contribution between reconstruction error ‖xi
m − Dmbi

m‖
2
2 and mis-

classification error ‖[0, 1]> − W mbi
m‖

2
2. We set β = 0.3 for all the experiments. The

candidate, {x∗
m} with minimum error L∗ defined as the sum of errors from all modalities,

i.e. argmini(
∑

m L
i
m), would be the target in this frame. The training set is augmented

by the new sample. We exponentiate and normalize {Lm} using softmax function: L∗
m =

exp(L∗
m)/

∑
m(exp(L∗

m)).
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Figure 3.7: The hand-coded tree-structure norm-based regularization in space of sparse
codes for MM-THM. This tree has M = 7 leaves (features) and 5 groups. From left to right:
fhog, HSV and CIE Lab channels.

We update the group weights ω(g) in the tree-structure Ω by the new sample in a moving

average scheme, depends on how close the new sample is to the target: ω(g) = %ω(g) + (1−

%)
∑

m∈g L
∗
m ∀g ∈ G with % = 0.8 to control the length scale of the moving average.

Let us illustrate this with an example: Assume m̃ as a subset of M feature modalities

m̃ ⊆ {1, . . . , M} that are unreliable and produce high error in this frame based on Eq. (3.18).

Also, consider g̃ as those groups in the tree structure G that have unreliable features m̃ as

their members. Increasing the error measurement, would result in bigger weights for the

g̃. The tree-structure regularization in (3.4) assigns the elements of the sparse codes that

corresponds to the unreliable features m̃ to zero. This remove the unreliable features from

making decision in upcoming frame. The idea of adaptive feature fusion was investigated

in [156] where the quality of each modality is obtained by the sparsity concentration index.

However, there is no clear relation between sparsity degree and reliability of the data.

We update {Dm} and {W m} periodically. The set of samples to update these parameters

is made by random sampling bounding boxes around the optimal location, {x∗
m} as positive

samples, and far away from the optimal location as negative samples. We only consider

those samples with small loss function L∗. In fact, each training sample, x∗
m is weighted by

exp(−L∗
m).
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3.6 Experiments and Results

The proposed method does feature fusion by tree-structured joint sparse modeling and

decision level fusion by aggregating votes from modality-based classifiers. In this section

we evaluate the proposed MM-THM.

Implementation Details The proposed tracker is implemented in MATLAB and MEX.

The method does not need to update dictionary and classifier in each frame and it takes 6fps

on average on Macbook Pro with 2.3 GHz processor and 16 GHz memory. The patches are

preprocessed to have zero mean and unit `2 norm. In learning the multimodal dictionaries

of Algorithm(3), the total number of iterations is T = 3. We choose λ1 as 0.1. The

regularization parameter of the Frobenius norm is chosen as λ2 = 0.01λ1 as suggested in [104].

We represent each observation using 7 features: fhog [41], hue, saturation and value

channels of HSV and lightness, a and b of Lab system. The HSV and Lab features are

“similar by nature”. The tree-structure model of Fig.(3.7) defines 5 groups from 7 features

as G = {g1, . . . , g5}, whose g1 is the root, g2 applies sparsity on fhog, g4 models the grouping

between HSV channels, g5 models the grouping between Lab channels and g3 models the

grouping between g4 and g5. The grouping is enforced in space of sparse codes. This tree-

structure enforces grouping at multiple granularities (levels): the g2, g4 and g5 are the internal

nodes near the bottom of the tree that correspond to highly correlated sparse representations,

whereas the internal nodes near the root i.e. g3 enforces grouping with weak correlations

among the sparse codes in its subtree. The group weights are initialized one.

The template set includes boxes of size 32 × 32. For each feature, we experimentally

set Dm to have 40 atoms, with 20 for the target class and 20 for the background.

Also, we take 200 positive and 200 negative samples from location of the target in the

first frame and after that 400 samples are extracted as test set in each frame. For

all experiments, particle sampling is done assuming variances of affine parameters as

(0.01, 0.0005, 0.0005, 0.01, 4.0, 4.0).

We evaluate the proposed tracking method on the OTB-50 [188] and OTB-100 [189]

that include 50 and 100 fully annotated sequences in One-Pass Evaluation (OPE) mode.
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Table 3.1: The average overlap score of 5 trackers on 7 different videos. The best is shown
by red and blue is the second best.

Video CN MUSTer KCF MEEM MTMV p1 p2 p3 p4

trellis 0.49 0.78 0.47 0.62 0.61 0.79 0.81 0.78 0.86
basketball 0.64 0.75 0.48 0.82 0.76 0.72 0.74 0.69 0.78
bolt 0.78 0.78 0.01 0.97 0.01 0.75 0.69 0.62 0.77
singer1 0.36 0.75 0.48 0.29 0.42 0.75 0.68 0.68 0.81
singer2 0.05 0.76 0.74 0.04 0.71 0.05 0.78 0.78 0.84
skating 0.49 0.50 0.13 0.40 0.51 0.58 0.56 0.36 0.69
couple 0.41 0.63 0.53 0.60 0.46 0.65 0.74 0.71 0.76

Figure 3.8: Tracking results of selected 11 trackers in representative frames. Frame indices
are shown in the top left of each figure. The showing examples are from sequences carDark,
Jogging, Singer1, Bolt, Walking2, Basketball, respectively.

Figure 3.8 shows a qualitative comparison with selected trackers on several representative

videos/frames.

OTB evaluates the robustness of trackers based on two different metrics: the precision

plot and success plot. The precision plot checks the performance of the tracker by checking

the Center Location Error (CLE) to be less than a threshold (default value is 20). The

success plot measures the Intersection Over Union (IOU) metrics for trackers on each frame

to show the percentage of successfully tracked frames.
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Figure 3.9: (a) precision and (b) success plots for the 50 videos with all available trackers
in the benchmark OTB-50. The proposed MM-THM achieves overall the best performance
in both metrics and outperforms the second best tracker SMS and SCM more than 10% and
15%, respectively.

We compare the proposed method with all trackers whose results are available in [188]

e.g. Struck [58], TLD [79], SCM [213], OAB [51] and CST [60]. The CT [205], LST [76],

and MTT [191] are based on global, local, and joint sparse models, respectively. We add

MTMV [62] that is another joint sparse tracker that exploit `12. We report MTMV and

MTT results to show the effect of grouping by `12 instead of tree structure. The results

show that MM-THM tracker achieves performance gain of more than 18% from the other

related sparse trackers [15, 76, 205, 191, 118, 119]. We also compare our method with

recent trackers that show good performance in [92]: CN [30], MUSTer [61], KCF [59] and

MEEM [204]. We compare quantitatively MM-THM with 34 trackers using the precision

plot and success plot in Fig. (3.10), which indicates that MM-THM outperforms in both

the metrics and significantly improves all the trackers of OTB benchmark including sparse

based trackers like MTMV by 15% as well as other recent trackers like CN, KCF, and

MEEM that are the top-performing trackers in [92]. The success plot shows that MM-

THM outperforms MEEM by 8.2% and has similar performance with MUSTer and also

achieves third best overall performance in precision plot with precision slightly less than
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Figure 3.10: (a) precision and (b) success plots for the 50 videos with all available
trackers in the benchmark OTB-50 and recent high-performance trackers in [92]: CN [30],
MUSTer [61], KCF [59] and MEEM [204]. The proposed MM-THM outperforms MEEM by
8.2% and has similar performance with MUSTer in success plot and also achieves third best
overall performance in precision plot with precision 3.26% less than MUSTer.

MEEM and 2.5% less than MUSTer. We show precision and success rate metrics for all

attributes including background clutter, occlusion, illumination and low resolution attributes

in Figs. (3.13) and (3.14). We also provide the successful tracking rate (STR) in Table 3.1

as done in [15, 62, 191, 76, 205, 118, 119] on 10 image sequences. To observe the effect of

each component of the proposed method, the result of three systems (p1)-(p3) are reported:

(p1) MM-THM with fixed dictionaries;

(p2) MM-THM (Eq.(3.4)) with constant group weights ω;

(p3) MM-THM without multimodal classifiers;

(p4) MM-THM, the whole system;

Overall precision and success metrics for system p2 has 5.8% and 5.4% drop with respect to

p4, while these metrics for system p3 are 14.4% and 13.1% less than p4, respectively; which

shows the importance of classifiers (decision-level fusion). Overall, the proposed MM-THM

algorithm performs favorably against the other state-of-the-art sparse trackers on all tested

sequences and show better performance than very recent trackers like MEEM, CN and KCF.
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Figure 3.11: (a) precision and (b) success plots for the 100 videos with all available trackers
in the benchmark OTB-100. The proposed MM-THM achieves overall the best performance
in both metrics and outperforms the second best tracker SMS and STRUCK more than 5%
and 13%, respectively.

Table 3.2 and Table 3.3 show the average center location error and success rates for all

the trackers with respect to all attributes at the average Euclidean distance between the

center locations of the tracked targets and the manually labeled ground-truth as 20 pixels

and overlap threshold of 0.5, respectively. The tracking algorithms are sorted by the average

success rates, and the top-five methods denoted by different colors.

3.7 Conclusion

The visual tracking in the sparsity scheme was studied and a method was proposed to learn

the unsupervised dictionary and classifier while obtaining multimodal sparse representation

of each positive and negative patches using tree-structure sparsity model. The imposed

tree-structured joint sparsity enabled the algorithm to fuse information at feature-level in

different granularity by forcing their sparse codes to have similar basis within each group and

at decision-level by augmenting the classifier decisions. In contrast to other tree-structured

sparsity models that assign constant weights, we automatically assign them by getting
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Figure 3.12: Comparison with state-of-the-art deep learning trackers. (a) precision and
(b) success plots trackers in the benchmark OTB-100.

feedback from their proposed reliability measure. The experimental results shows that the

proposed method outperforms state-of-the-art trackers in challenging scenarios.

Our designed scheme is originated from matrix factorization. It is designed to make a

connection between modalities using a latent factors space. This way, our framework extracts

the common structure of all the modalities and provides the projection of one representation

on an alternative space. In our latent factor model, the correlation between modalities

directly depends on the modality configuration that we found before. Intuitively, we say that

modalities have the same underlying semantics in the latent space. We target learning cross-

modality correlations while at the same time try prohibiting false co-adaptations between

data representations and ensuring robustness of the classifier to missing signals and signal

corruption.
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Figure 3.13: Comparing MM-THM in precision plot with trackers in OTB-100 in all
attributes. The score for each tracker is shown in the legend. The top 10 trackers are
presented for the sake of clarity, and the rest are shown as gray dashed curves.
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Figure 3.14: Comparing MM-THM in success plot with OTB-100 trackers in all attributes.
The score for each tracker is shown in the legend. The top 10 trackers are presented for the
sake of clarity, and the rest are shown as gray dashed curves.
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Table 3.2: Precision (Center Location Error) in OTB-100 (sequence average). The trackers
are ordered by the average overlap scores, and the top 5 methods in each attribute are
denoted by different colors: red, green, blue, cyan, and magenta.

Attributes All BC DEF FM IPR IV LR MB OCC OPR OV SV

MM-THM 75.0 74.6 72.7 61.5 71.2 70.7 84.8 57.6 66.8 71.0 51.5 71.4

SMS 69.3 70.8 70.1 67.0 67.8 71.9 75.2 61.7 67.6 67.5 64.6 70.9

STRUCK 60.9 54.5 53.9 57.1 60.6 54.4 61.2 54.1 54.1 58.1 44.9 57.0

SCM 60.7 64.0 58.9 38.3 57.1 63.1 71.1 35.6 58.5 58.1 46.5 58.8

TLD 60.4 50.9 54.6 55.2 57.4 54.7 57.2 53.0 54.4 55.5 46.6 58.0

MTT 56.3 54.1 50.9 46.7 54.5 52.2 56.1 44.0 55.3 54.2 51.0 54.4

L1APG 52.0 52.8 49.7 42.1 51.4 46.4 51.1 42.7 49.2 48.2 34.7 46.9

LSHT 51.9 53.9 49.7 36.6 51.8 53.9 49.5 32.3 48.8 52.8 36.4 47.6

CXT 51.7 42.5 36.6 50.5 56.3 47.4 54.7 49.5 42.1 49.1 39.5 50.0

RS 50.7 49.4 52.3 42.8 48.5 43.0 52.0 41.0 48.5 51.5 39.7 50.5

VTD 49.9 51.8 47.0 35.6 53.2 50.1 47.4 31.0 48.3 54.8 40.2 50.7

VTS 48.9 50.9 46.4 35.9 52.2 49.3 45.3 29.6 46.5 53.8 39.4 49.9

LSS 48.6 53.7 44.6 32.6 47.9 47.7 53.5 31.7 47.8 49.7 42.2 46.8

OAB 46.4 39.8 38.7 44.8 45.2 41.5 41.6 44.0 42.1 42.9 35.2 45.3

MIL 46.2 45.1 47.2 37.8 48.9 40.1 49.4 31.5 46.2 49.4 43.3 45.5

KMS 45.2 41.5 47.5 43.6 44.8 39.9 41.0 45.7 45.5 46.9 44.3 46.2

ORIA 45.1 43.9 36.4 31.1 47.4 48.5 46.0 29.2 42.5 46.4 38.2 44.7

LOT 44.8 40.8 47.0 38.0 44.6 33.8 39.1 35.9 44.6 47.3 36.5 44.0

CPF 44.6 37.1 48.3 37.0 44.4 37.2 35.3 31.8 43.3 48.2 37.0 45.8

FRAG 42.7 38.7 39.8 38.9 43.1 34.6 38.3 37.6 38.9 43.5 38.3 40.8

SBT 41.1 36.2 37.3 36.3 39.7 33.3 38.5 36.7 35.6 36.2 30.1 37.5

TM 40.3 33.6 36.3 36.6 41.2 34.3 39.7 38.9 34.6 39.1 39.4 38.1

DFT 40.0 41.8 39.5 28.6 40.4 38.9 40.2 24.6 40.4 42.4 31.3 34.5

PD 39.4 31.2 38.8 34.0 38.3 32.9 46.9 35.0 38.5 37.7 32.8 40.0

BSBT 38.6 31.5 32.2 32.0 38.9 34.6 31.1 33.8 33.0 36.2 29.6 34.0

VR 36.9 32.7 36.3 30.7 37.9 24.6 41.6 32.6 35.8 36.0 29.5 36.9

CT 36.4 33.3 37.1 28.8 36.4 33.4 42.5 25.7 38.9 38.7 40.2 37.8

MS 29.3 23.9 27.6 29.6 30.2 24.5 23.6 31.0 25.2 30.6 28.2 32.3
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Table 3.3: Success rate (overlap) in OTB-100 (sequence average). Each entry contains the
average overlap in percentage at the overlap threshold of 0.5. The trackers are ordered by
the average overlap scores, and the top 5 methods in each attribute are denoted by different
colors: red, green, blue, cyan, and magenta.

Attributes All BC DEF FM IPR IV LR MB OCC OPR OV SV

MM-THM 59.7 62.0 56.3 51.6 54.8 58.1 52.3 48.9 54.3 55.5 42.0 54.5

STRUCK 45.9 43.2 39.6 46.3 44.8 42.4 31.3 45.9 40.3 42.9 37.2 40.5

SCM 44.2 46.3 39.7 29.4 40.5 49.1 47.8 27.1 42.6 42.5 33.7 43.0

TLD 42.4 35.7 32.5 42.5 42.6 41.8 34.6 42.4 35.5 37.7 34.9 39.1

CXT 41.1 35.6 29.3 40.0 44.1 38.1 36.1 38.7 33.3 38.7 33.3 38.2

VTD 36.6 39.8 35.1 27.6 39.1 38.0 26.0 26.1 36.8 40.4 34.0 35.5

OAB 36.3 31.8 30.8 37.6 35.6 32.3 22.6 38.2 33.4 33.3 31.4 33.7

LSHT 36.2 39.5 35.1 26.2 35.8 38.0 23.2 22.7 34.4 37.1 28.9 30.2

VTS 36.1 38.9 34.8 27.6 37.9 37.5 24.9 25.0 35.3 39.4 33.2 34.9

L1APG 35.4 36.1 29.6 28.5 35.1 33.9 31.3 32.7 32.0 32.2 26.9 30.6

RS 34.8 33.2 37.0 32.1 32.7 27.1 24.9 33.4 34.0 35.5 31.4 32.2

MTT 34.4 34.3 26.1 29.7 35.9 31.4 29.9 26.8 30.5 32.2 26.2 30.6

CPF 34.1 27.8 36.1 32.7 33.4 27.0 21.2 29.4 33.3 35.7 32.0 34.4

LOT 33.8 31.6 35.3 32.3 32.1 26.6 21.1 31.1 33.9 35.1 32.1 33.0

FRAG 33.4 29.0 32.0 32.2 32.0 26.2 22.5 33.2 30.4 32.8 30.0 30.0

MIL 33.2 34.6 35.8 29.3 34.1 28.5 24.8 25.3 33.2 35.1 35.0 31.6

TM 33.1 27.6 29.8 32.0 33.6 29.7 22.4 35.4 28.8 31.2 32.3 30.0

SBT 32.8 28.3 28.9 31.1 30.6 27.9 20.8 32.8 27.9 28.9 26.5 28.8

DFT 32.3 36.3 33.1 26.0 32.0 32.9 22.6 24.4 33.1 33.5 27.7 26.3

KMS 32.2 28.2 34.0 33.5 30.7 28.3 17.7 35.6 31.0 32.6 32.1 31.2

LSS 32.0 32.3 25.7 21.7 30.6 33.7 33.5 20.9 30.3 31.3 30.8 30.2

PD 31.8 26.1 32.7 30.0 29.6 26.7 26.6 32.6 30.7 30.5 26.7 30.8

BSBT 31.2 25.1 25.2 28.8 30.7 29.0 16.6 31.1 26.9 28.7 25.8 26.3

ORIA 30.8 29.7 23.6 20.0 33.1 32.8 29.9 18.1 30.4 31.2 23.1 29.2

VR 30.3 28.1 31.8 27.4 29.2 21.0 22.9 31.3 28.7 29.3 25.1 29.3

CT 28.1 27.6 30.1 24.5 26.9 27.4 18.5 23.6 30.8 29.7 34.3 27.9

MS 23.6 20.0 23.5 26.6 22.8 20.5 8.3 28.3 21.8 24.6 26.7 25.8

SMS 21.3 16.0 22.2 23.6 19.8 16.4 17.6 24.4 22.0 23.0 24.4 23.3
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Table 3.4: Comparing the best trackers of OTB-100, and Deep Learning trackers with
MM-THM using Precision rate (Center Location Error) in OTB-100 (sequence average).
Each entry contains the average overlap in percentage at the overlap threshold of 0.5. The
trackers are ordered by the average overlap scores, and the top 5 methods in each attribute
are denoted by different colors: red, green, blue, cyan, and magenta.

CCOT 82.2 81.9 77.9 80.3 79.5 81.6 90.0 83.1 82.1 80.3 79.3 82.9

MDNet 82.1 83.7 79.2 78.6 80.3 82.1 87.1 76.3 76.2 80.0 75.0 81.1

SRDCF 77.9 80.6 69.3 73.5 73.9 78.6 70.3 75.3 71.8 73.4 63.7 76.1

HDT 76.2 76.2 73.3 72.4 75.0 72.3 78.1 70.3 68.8 71.6 62.2 72.8

CF2 75.2 75.8 70.3 72.0 75.8 72.3 75.2 71.7 68.0 71.5 60.6 71.9

MM-THM 75.0 74.6 72.7 61.5 71.2 70.7 84.8 57.6 66.8 71.0 51.5 71.4

Scale_DLSSVM 75.0 73.7 70.0 67.3 74.4 73.2 87.1 66.9 69.5 71.9 61.8 70.6

STAPLE 72.9 71.0 69.9 65.2 69.9 71.5 66.3 64.3 67.5 67.8 59.5 68.3

DLSSVM 71.3 70.3 66.1 68.4 71.0 67.9 75.5 69.7 65.4 69.7 62.2 67.6

Struck 60.9 54.5 53.9 57.1 60.6 54.4 61.2 54.1 54.1 58.1 44.9 57.0

SCM 60.7 64.0 58.9 38.3 57.1 63.1 71.1 35.6 58.5 58.1 46.5 58.8

MTT 56.3 54.1 50.9 46.7 54.5 52.2 56.1 44.0 55.3 54.2 51.0 54.4
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Table 3.5: The best trackers of OTB-100, and Deep Learning trackers are compared with
MM-THM using Success rate (overlap) in OTB-100 (sequence average). Each entry contains
the average overlap in percentage at the overlap threshold of 0.5. The trackers are ordered by
the average overlap scores, and the top 5 methods in each attribute are denoted by different
colors: red, green, blue, cyan, and magenta.

MDNet 67.2 67.4 63.5 66.2 64.5 67.6 63.0 66.1 63.2 65.1 62.3 65.7

CCOT 65.5 64.2 59.3 65.9 61.1 66.0 62.4 68.4 65.3 63.5 63.9 64.8

SRDCF 62.0 64.0 52.9 59.1 56.2 63.4 51.5 62.3 56.8 57.6 50.6 60.5

MM-THM 59.7 62.0 56.3 51.6 54.8 58.1 52.3 48.9 54.3 55.5 42.0 54.5

STAPLE 57.2 55.9 55.4 52.6 53.7 57.7 39.9 52.1 54.4 53.6 47.2 51.7

HDT 55.9 57.6 52.3 55.5 54.5 52.2 40.1 55.7 50.8 51.9 47.0 48.4

CF2 55.7 58.3 51.0 55.9 55.0 52.9 38.8 56.9 50.7 52.1 47.1 48.4

Scale_DLSSVM 55.6 54.5 50.2 52.7 54.7 56.2 43.5 56.2 52.5 53.4 46.5 49.3

DLSSVM 53.2 51.6 49.1 52.8 52.2 51.1 37.6 55.3 48.9 51.6 46.5 46.4

Struck 45.9 43.2 39.6 46.3 44.8 42.4 31.3 45.9 40.3 42.9 37.2 40.5

SCM 44.2 46.3 39.7 29.4 40.5 49.1 47.8 27.1 42.6 42.5 33.7 43.0

MTT 34.4 34.3 26.1 29.7 35.9 31.4 29.9 26.8 30.5 32.2 26.2 30.6
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Chapter 4

Supervised Dictionary Learning

4.1 Introduction

Dictionary learning methods can be categorized into two parts: unsupervised and supervised

algorithms. In unsupervised dictionary learning the optimization formula only has

reconstruction penalty, and therefore, the dictionary is adapted to the data. We elaborate

unsupervised dictionary learning in Chapter 2. The unsupervised dictionary learning

methods are applied to mostly reconstructive tasks like signal and image denoising [36].

Although in unsupervised approach there is no discriminative penalty, the obtained

dictionary is applied for discriminative tasks like classification [198, 185, 193]. It has been

shown that if the dictionary is learned to adapt to the specific task and not only to the

data, the classification result will improve [104, 68]. This type of dictionary learning is

supervised and sometimes called the task-driven method. The higher classification accuracy

achieved because the error in supervised methods are based on misclassification and not only

the reconstruction; hence, the dictionary is more suitable for the discriminative task like

classification rather than to reconstruct the data [159, 65]. Some studies have investigated

weighted mixture of discrimination and reconstruction errors [77, 206, 111]. Unsupervised

dictionary learning is accounted as large-scale matrix factorization and solved efficiently

in [105, 63]. The supervised scheme, in contrast, is more complicated to solve. Bilevel
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optimization scheme especially stochastic gradient descent algorithm is used to solve the

supervised dictionary learning [192], and the efficiency is tested for different discriminative

tasks like compressive sensing and classification.

Most of the dictionary learning studies, unsupervised or supervised, are designed for

single feature modality. Supervised dictionary learning using multiple feature modalities

is studied for action recognition in [211]. Each view is considered as a modality, and a

dictionary is trained for each view to capture specific information of each camera. Also, a

shared dictionary is learned to model the correlation between different cameras. Although

the method minimizes reconstruction error, it exploits class labels to make class-specific

atoms. The method can only handle fusion between feature modalities of the same size.

Constrained supervised dictionary learning is used for text and image modalities retrieval

[216]. The dictionaries are learned by joint reconstruction error minimization across all

modalities. However, this method only relies on reconstruction error and does not consider

any discriminative error term. Also, the dictionary learning method does not exploit the

valuable correlation between modalities.

One important distinction between supervised and unsupervised dictionary learning

which is not proved mathematically or empirically is the relation between number of atoms

and dimensionality of the signal. The unsupervised dictionary should be overcomplete: the

dictionaries have more atoms than the signal dimension. In particular for image processing

applications, this is reported to lead to better reconstruction [36, 108]. On the other hand,

perfect reconstruction is not always required for discriminative tasks, as long as the sparse

coding procedure captures discriminative latent features. That is, with supervised learning,

we expect to get better classification result with small and compact dictionaries, p < nm.
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4.2 Single Modal

4.2.1 Estimation of Dictionary and Classifier: Independent

The framework is to learn a dictionary in training phase in an unsupervised scheme. The

learned dictionary is used to extract sparse code coefficients of the test signal using Lasso

or basis pursuit (1.2,1.3). In [185, 14, 67] the test signal is assigned to the class that can

approximate the test signal with minimum reconstruction error. But, utilizing class labels of

the data in a misclassification error is more reasonable for the classification task. Therefore,

some methods use obtained sparse code α?(x, D) as latent features for representing the

training data and learn a classifier. Some of existing sparse coding approaches train a

classifier for each pair of categories or they train an independent classifier in the one-against-

all scheme [193, 107, 194, 111]. Some studies try to train a universal multi-class classifier in

the all-against-all scheme [107, 110, 70]. The advantage of all-against-all classifier lies in the

fact that the classifier is obtained by looking at all classes at the same time, and the method

can model shared features between classes.

Learning dictionary for a specific task have shown to get a better result than unsupervised

methods. For example in [110, 77] the learned dictionary designed for compressed sensing

and classification showed to have superior results than unsupervised learning in (2.9).

Data-Driven Dictionary Learning. The classical dictionary learning framework

having already been introduced in details in the previous Chapters, we just briefly recall

the formulation here to fix the notations. Assume a finite set of training samples

X = [x1, . . . , xN ] ∈ Rm×N . Classical dictionary learning techniques for sparse coding

([135, 2, 154]) assume a finite training signals X = [x1, . . . , xN ] in Rm×N and minimize

the empirical cost function

fn(D) ,
1

N

N∑

i=1

(Lu(x
i, D)),

with dictionary D in Rm×p as optimization variable, whose each column is an atom or

dictionary element. The unsupervised loss function Lu should be designed so that the learned

dictionary D is good at representing the input data x in sparse scheme. The subscript u in
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Lu emphasizes that the loss function is data-driven and does not use the labels. Following

[154, 106], the optimal value of a sparse coding problem is defined as Lu(x, D), which we

use elastic-net [217] over Lasso or basis pursuit for the stability reasons

Lu(x, D) , argmin
α∈Rp

1

2
‖x−Dα‖22 + λ1‖α‖1 +

λ2

2
‖α‖22 (4.1)

where regularization parameters are λ1 and λ2. If λ2 = 0, we have `1 sparse decomposition

problem, also known as Lasso [176], or basis pursuit [26]. With λ2 > 0 the optimization

problem (4.1) would be strongly convex. We will show in this chapter that it guarantees its

solution to be unique and Lipschitz on x and D with a constant depending on λ2. We will

show in experiments that stability does not play an important role in learning a dictionary

for a reconstruction task; however, it is a crucial issue for discrimination tasks.

Without any restriction on columns of the dictionary, we would get small values of sparse

representation. To solve this issue, the `2 norm of each dictionary element {di}i∈J1;pK is

regularized to be less than or equal to one. The convex set of all eligible dictionary candidates

D is defined as

D , {D ∈ Rm×p s.t. ∀k ∈ {1, 2, . . . , p}, ‖dk‖22 ≤ 1} (4.2)

the members of the convex set D are matrices in Rm×p which their columns are in the

unit ball of the `2 norm. As mentioned in [19, 64] the dictionary should be obtained by

minimizing expected cost f(D). Minimizing empirical cost fn(D) with high precision obtains

a dictionary that is sub-optimum to represent data in general. The reason lies in the fact

the empirical cost is an approximation of the expected cost. In [105] an inaccurate solution

but with better expected cost for D is proposed in online scheme using the expected cost

f(D) , Ex
[
Lu(x, D)

]
= lim

N→∞
fN(D) a.s. (4.3)

the expectation is taken relative to the (unknown) probability distribution of the data p(x).

The coefficients α?(x, D) generated by a given dictionary D for decomposing the sample

87



x ∈ X is estimated using elastic-net formula [217].

α?(x, D) , argmin
α∈Rp

1

2
‖x−Dα‖22 + λ1‖α‖1 +

λ2

2
‖α‖22 (4.4)

In this chapter, our goal is to design a sparse coding method to learn a dictionary so that

the generated sparse representation is suitable for the classification task. Let us denote a

finite set Y with C members as labels for classification tasks. A more concrete explanation

is that we are looking for a variable y in Y from each sample x in X ∈ Rm. The learned

unsupervised dictionary using (4.3) are largely utilized for classification tasks in two ways:

1. The estimated decomposition coefficients α?(x, D) is used to approximate data x as

x̂ ≈ Dα?, and the reconstruction error ‖x − x̂‖22 is shown to be a robust measure for

classification tasks [14, 185]. 2. A classifier is trained using the generated α?(x, D) as a

latent feature vector of data x for predicting the variable y in the classical expected risk

optimization

argmin
W∈W

Ey,x[Ls

(
y, W , α?(x, D)

)
] +

ν

2
‖W ‖2F (4.5)

where the loss Ls with subscript s is a supervised learning method. It evaluates classifier by

how close it can find the label y given the latent feature α?(x, D). The expectation is taken

with respect to the unknown probability distribution p(y, x) of the data.

The major issues of this approach are as follows:

• The dictionary is obtained in the unsupervised scheme and independent of the labels.

• The features to learn a classifier are decomposition coefficients that are produced by

a dictionary that does not have any information about the labels Y . So, the method

does not fully utilize the label information.

• The dictionary D is fixed during training classifier.
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4.2.2 Estimation of Dictionary and Classifier: Jointly

In supervised learning scheme, the goal is to estimate dictionary D while exploiting class

labels. This can be done in two schemes: one-against-all and all-against-all. In one-against-

all a class-specific dictionary Dc is trained on data of c-th class using Eq. (4.3). Then

all the class-specific dictionaries are concatenated horizontally to make the final dictionary

D = [D1, D2, ∙ ∙ ∙ , DC ] [198, 66, 145]. The issue in this approach is that each sub-

dictionary Dc obtained independent of other classes. Often, classes are not completely

independent from each other, and they have some features in common. Since the class-specific

dictionariesDc obtained independent of each other, it is high probable that they have similar

atoms which lead to similar sparse representations for samples that belong to the different

classes and hence degrades classification accuracy. Since, in each iteration, most of the

computational time is specified for estimation of the coefficients vectors {αi}i∈J1;NK, having a

large number of dictionary elements increases the computational time. In practice, one-vs-all

dictionary learning methods require relatively large dictionaries to achieve good classification

performance, leading to high computation cost. To obtain a dictionary with independent

elements, the optimization formula is designed to enforce class-specific dictionaries to be

uncorrelated [147, 140, 101, 141, 173, 172]; but still the dictionary learning is unsupervised

and is only based on reconstruction error.

In all-against-all dictionary learning, a single dictionary is shared between all classes.

The shared dictionary usually has a less number of atoms, which make the coding in the

testing phase efficiently, but, there is no guarantee that each atom is representing a certain

class. If an atom is adapted to multiple classes, the generated codes of that atom are

not discriminative enough. The idea of estimating dictionary and classifier jointly in the

all-against-all scheme while they are connected via sparse codes proposed in [104] and it

outperforms other sparsity based methods.

argmin
W∈W,D∈D

f(D, W ) +
ν

2
‖W ‖2F (4.6a)

f(D, W ) , Ey,x

[
Ls

(
y, W , α?(x, D)

)]
(4.6b)
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where, the set of all possible choices of dictionaries D is defined as Eq. (4.2), y is the

label of input data x, and W is parameters of the classifier. The supervised loss function is

mentioned as Ls. The optimal sparse codes α?(x, D) is obtained from data x and dictionary

D using elastic-net (4.4). The optimization problem (4.6a) is challenging because it is non-

differentiable with respect to α?(x, D) which is the elastic-net solution of the problem (4.4).

This issue is addressed in [20] by introducing a smooth function for sparsity regulation so

that the gradient of loss function with respect to sparse representation can be calculated.

This simplification leads to a smooth and non-sparse solution and so most of the elements

of α? are not truly zero, where α? is shorthand for α?(x, D).

Explicitly Defined Dictionary. In this section, we consider two state-of-the-art

supervised dictionary learning methods that are originally designed for single modality

and extend them to do fusion at feature-level and compare their performance on different

classification tasks. In particular, the method in Sec. (4.3) is an all-against-all scheme [172]

that learns a single dictionary shared between all classes and the algorithm in Sec. (4.4)

learns independent dictionaries for every class (one-against-all) [174].

4.3 Multimodal: All-Against-All

Label Consistent K-SVD

In this section, we briefly introduce LCKSVD [77] that is equivalent to JDL for the case of one

single modality (m = 1). LCKSVD minimizes a mixture of classification and reconstruction

errors and generates a discriminative and compact dictionary in an all-vs-all scheme. In

order to learn dictionaries with uncorrelated atoms, LCKSVD forces each atom to represent

only one class. Assuming i-th training sample xi from the c-th class, a binary vector qi ∈ Rp

is defined that is zero everywhere except at the indices of atoms which belong to the c-th

class. This so called “label consistency constraint” is applied using {qi}Ni=1 so that the sample

from c-th class is represented using the same subset of dictionary items associated with class
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c:

argmin
D,T ,W ,αi

N∑

i=1

‖xi −Dαi‖2`2 + α‖qi − Tαi‖2`2 + β‖yi −Wαi‖2`2 + λ‖αi‖`1 (4.7)

where T is a linear transformation matrix, W is the parameters of a linear classifier and α and

β are regularization paramters of label consistency and miss-classification error, respectively.

The label consistency ‖qi− Tαi‖2`2 regularization enforces the linear transformed version of

original sparse codes Tαi to be most discriminative in the Rp space.

4.3.1 Coupling Latent Feature Spaces

We intend to generalize problem (4.7) to be able to fuse information at the feature level using

a bilevel optimization to exploit relationships between sparse codes across different feature

spaces. The outer-level objective enforces similarity across sparse codes for all modalities

within each class, subject to inner-level constraints such that for each modality, the dictionary

is reconstructive and has incoherent atoms. We propose the following objective function to

jointly learn multimodal dictionaries {Dm}Mm=1, classifiers {W m}Mm=1, linear transformations

{T m}Mm=1 and multimodal sparse coefficients Ai = [αi
1, . . . , α

i
M ]:

M∑

m=1

(1
2
‖xi

m −Dmαi
m‖

2
2 + α‖qi − T mαi

m‖
2
2 + β‖yi −W mαi

m‖
2
2

)
+

ν

2
‖Ai‖2F + Ω(Ai)

Ω(Ai) = λ1‖A
i‖`12 + λ2‖A

i‖`11 (4.8a)

where ν is a regularization parameter for the Frobenius norm. We follow [77, 104] in

order to assign regularization parameters i.e. λ1, λ2, α, β, and ν. The fusion between M

different features of the sample {xm
i,c}

M
m=1 is enforced in the space of sparse codes using `12

regularization, Ω(A) =
∑p

r=1 ‖Ar→‖2; where Ar→ is the r-th row of A and promotes a

solution with sparse non-zero rows in A. Hence, similar support is enforced on Ai at the

column level of each dictionary Dm. Joint sparsity gives a strong statistical co-occurrence

structure: if a sample belongs to the c-th class most of its modalities should have the same
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label, so knowing the label of one source can act as a strong prior for inferring the label of

others. However, multimodal data analysis may become trickier in following situations: 1.

in the presence of modalities that either contaminated with the different noise power or 2.

proper reconstruction of different modalities require different sparsity levels. In this case,

imposing `12 may lead to suboptimal results.

We exploit a combination of the `12 and `11 norms to let the multimodal inputs have

shared and private pattern. The non-zero pattern of Ai = [αi
1, . . . , α

i
M ] has a strong

relation with the selection of λ1 and λ2. Hence with increasing the ratio of λ1/λ2, sparse

representation of different modalities are more motivated to collaborate and have a similar

non-zero pattern. In contrary, decreasing the ratio λ1/λ2, let each modality of the signal to

be reconstructed independent of other modalities. If λ1 = 0, the above optimization problem

is separable across the modalities and is equal to decision fusion. When ν > 0 problem (4.8)

is a generalization of elastic-net optimization [217]. Mairal et al. proved that this design

leads to more stable results than Lasso (ν = 0) in [104]. In our experiments, ν is assigned

a small positive value as ν = 10−3λ1. We will explain briefly in Sec. 4.3.1. We rewrite the

optimization problem (4.8) as:

argmin
Ai

M∑

m=1

1

2

∥
∥
∥
∥
∥
∥
∥
∥
∥








xi
m

√
αqi

√
βyi







−








Dm

√
αT m

√
βW m








αi
m

∥
∥
∥
∥
∥
∥
∥
∥
∥

2

`2

+ Ω(Ai) (4.9)

Assume Dm = [D>
m,
√

αT>
m,
√

βW>
m]> and Y i

m = [xi
m

>
,
√

αqi
m

>
,
√

βyi
m

>
]>. We normalize

both Dm and Y i
m. Then, optimization problem (4.9) is converted to:

argmin
{Dm}M

m=1,Ai

f(Ai) + Ω(Ai) (4.10)

where f(Ai) =
∑M

m=1
1
2
‖Y i

m − Dmαi
m‖

2
`2
is smooth and differentiable and Ω(Ai) is the

convex but non-smooth joint `12− `11 regularization of (4.8a). Hence, we use the alternating
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direction method of multipliers (ADMM) [136] to obtain multimodal sparse codes for each

training sample Ai = [αi
1, . . . , α

i
M ].

Optimization

We first solve optimization (4.10) for multimodal sparse codes {Ai}Ni=1 while the multimodal

dictionaries {Dm}Mm=1 are initialized with training samples as in [104]. This part is done

using the solution in Sec. (3.5.1)

Next, we exploit Am = [α1
m, . . . , αN

m] to update corresponding dictionary Dm. Each

atom is updated using the classical projected stochastic gradient algorithm and orthogonally

projected onto the compact set of the unit-norm ball: {Dm|s.t.∀j ∈ {1, . . . , p}, ‖d
j
m‖`2 6 1}

following [104, 77].

So far we have found multimodal Dm and {A
i}Ni=1. Since each column of Dm is normal-

ized, we obtain the desired optimization variables Dm = [d1
m, . . . , dp

m], T m = [t1
m, . . . , tp

m]

and W m = [w1
m, . . . , wp

m] as follows Dm = {dj
m/‖dj

m‖`2}, T m = {tj
m/
√

α‖dj
m‖`2} and

W m = {wj
m/
√

β‖dj
m‖`2} for 1 ≤ j ≤ p.

Given {Dm, W m}Mm=1 from the training step, for a test sample input X t which is observed

from all M modalities, X t = {xt
m}

M
m=1, we first compute its sparse representation At =

{αt
m}

M
m=1 by solving

∑
m ‖x

t
m − Dmαt

m‖
2
2 + Ω(At), where Ω is (4.8a). Then, we use the

linear classifiers {W m}Mm=1 to estimate a label vector ŷ =
∑M

m=1 W mαt
m. The label of X t

is the index corresponding to the largest element of ŷ.

4.4 Multimodal: One-Against-All

Latent dictionary learning (LDL) [195] is a state-of-the-art supervised DL designed for single

modality. The proposed, MWDL generalizes LDL to be able to fuse information from

various sources at feature-level in order to make more discriminative sparse codes suitable

for classification task.
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Latent Dictionary Learning

In this section we briefly introduce LDL [195] that is similar to MWDL for the case of one

single modality (m = 1). LDL models the relation between each atom of the dictionary

with class labels using weight matrix Γ = [γ1, γ2, . . . , γC ] in Rp×C . The c-th vector γc =

[Γ1c, . . . ,Γpc]
> in Rp indicates how effective is each atom to represent c-th class. All elements

of Γ are constrained to be equal or greater than zero: {Γkc}
p
k=1 ≥ 0. When the k-th atom

has no contribution to reconstruct the c-th class, then Γkc = 0. Also, the sum of all weight

elements for c-th class is
∑

k Γkc = σ. This is to ensure that the dictionary has enough

representation power for each class. The goal is to learn D and the Γ, so that the data can

be reconstructed in a sparse coding scheme as: xi,c ≈D diag(γc)αi,c:

argmin
Γ,D,α

N∑

i=1

(

‖xi,c −D diag(γc)αi,c‖
2
2 + λ1‖αi,c‖1+

λ2‖αi,c − Ei({αi,c})‖
2
2 +

μ

2

C∑

c=1

∑

l 6=c

p∑

k=1

∑

j 6=k

Γjc(d
>
j dk)

2Γkl

)

s.t.Γkc > 0 and
p∑

k=1

Γkc = σ, ∀c ∈ {1, . . . , C} (4.11)

4.4.1 Multimodal Weighted Dictionary Learning

Our intention is to generalize LDL with efficient feature-fusion algorithm so that it can

achieve better classification performance in the presence of multimodal input data. Here,

the sample i from c-th class is multimodal and observed from M features: X i,c = {xm
i,c}

M
m=1.

The goal is to learn multimodal dictionaries that can reconstruct X i,c with decomposition

coefficients {αm
i,c}

M
m=1 that are suitable for classification task. Our motivation is to exploit

the group structure that is induced by the modality configuration of a multimodal data.

However, in LDL, sparse coding is implemented (see Eq. (4.11)) using the standard `1-

norm, which penalizes the cardinality of decomposition coefficients {αi,c}. Particularly, this

regularization treats each variable individually, and it is blind to potential group structure

between different features of a sample. Joint sparsity priors are able to do fusion between
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multiple features which makes them suitable to reconstruct samples originated from different

sources [14, 156].

For each modality/feature, there is a weight matrix Γm = [γm
1 , . . . , γm

C ] in Rp×C and a

dictionary Dm in Rnm×p. Vector γm
c describes how much each of p atoms in Dm is used

to reconstruct c-th class. Let us denote the weight vectors of c-th class from all modalities

by W c = [γ1
c , . . . , γ

M
c ] in Rp×M and the multimodal sparse representation of the data X i,c

as Ai,c = [α1
i,c, . . . , α

M
i,c]. The proposed method is a bilevel optimization. The outer-level

objective enforces similarity across columns of two matrices within each class: Ai,c and W c.

The outer-level is subject to inner-level constraints such that the class-specific dictionary in

each modality, Dm
c ≈ Dm diag(γm

c ) for all m in {1, . . . , M} is reconstructive while at the

same time to be incoherent with the dictionary of other classes.

We propose to obtain simultaneously, the multimodal sparse representation Ai,c =

[α1
i,c, . . . , α

M
i,c] and the set of dictionaries {D

m,Γm}Mm=1, for all m in {1, . . . , M}:

argmin
M∑

m=1

(
1

2
‖xm

i,c −Dm diag(γm
c )αm

i,c‖
2
2 +

μ

2

∑

l 6=c

p∑

k=1

∑

j 6=k

Γm
jc(d

m
j

>dm
k )2Γm

kl

)

+

ξΩ(Ai,c) +
λ

2
‖Ai,c‖

2
F + υΩ(W c)

s.t.Γm
jc > 0 and

p∑

j=1

Γm
jc = σ, ∀c ∈ {1, . . . , C} (4.12)

where the fusion between M different features of the sample {xm
i,c}

M
m=1 is enforced in the

space of sparse codes using `12 regularization, Ω(A) =
∑p

r=1 ‖Ar→‖2; where Ar→ is the r-th

row of A and promotes a solution with sparse non-zero rows in A. Applying joint sparse

representation on the multimodal sparse codes, Ω(A) promotes all modalities to share the

same sparsity pattern: if k-th atom, dm
k , is selected to reconstruct the input xm

i,c, then all

modalities of k-th atom, {d1
k, . . . , d

M
k } should contribute to reconstruct {x

m
i,c}

M
m=1. In the

same way, if γm
c , the m-th column of W c determines a certain subset of atoms in Dm to

represent c-th class, other columns of W c should also have the same opinion.
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Optimization

The optimization problem (4.12) has the product of three optimization variablesD diag(γc)αi,c;

which implies that this problem is not joint convex in the space of variables. However, when

two of the three optimization variables are fixed, the problem (4.12) is convex with respect

to the third variable [108]. Hence, the problem (4.12) is solved by splitting to three sub-

problems: 1. given {Γm}Mm=1 and dictionaries {D
m}Mm=1, estimate the multimodal sparse

codes {αm
i }

M
m=1 for all i in {1, . . . , N}; 2. given Γm and sparse codes {αm

i }
N
i=1, update the

corresponding dictionary of m-th modality Dm; 3. given {αm
i } and Dm, update Γm. Step

2 is done for each m in {1, . . . , M} and c in {1, . . . , C}, separately.

Step 1: Find Multimodal Sparse Codes

In this section, we fix {Γm}Mm=1 and {D
m}Mm=1 and treat them as data for the problem (4.12).

We initialize the multimodal dictionaries {Dm}Mm=1 by training samples of all classes same as

[77, 104]. The problem (4.12) is converted to (4.13) to find an optimal A?
i,c = [α1

i,c, . . . , α
M
i,c]

in Rp×M for all i in {1, . . . , N}:

argmin
Ai,c

M∑

m=1

1

2
‖xm

i,c −Dm diag(γm
c )αm

i,c‖
2
2 + ξΩ(Ai,c) +

λ

2
‖Ai,c‖

2
F (4.13)

where ‖.‖F is the Frobenius norm. To obtain optimal multimodal sparse codes A?
i,c of i-th

multimodal sample {xm
i }

M
m=1, we solve the optimization problem (4.13) for a limited number

of iterations using the alternating direction method of multipliers (ADMM) [136]. This part

is done using the solution in Sec. (3.5.1).

Step 2: Multimodal Dictionary Learning

In Sec. 4.4.1, we obtain multimodal sparse coefficients of i-th sample, A?
i,c = [α1?

i,c, . . . , α
M?
i,c ]

by solving the optimization problem (4.12) given the set of dictionaries {Dm}Mm=1. In

this section, the obtained coefficients {A?
i }

N
i=1 are used to update the dictionaries. The

dictionary Dm = [dm
1 . . . , dm

p ] is updated using the sparse representation of all samples from
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m-th modality: [αm
1 , . . . , αm

N ]. Since in this step dictionary of each modality is obtained

independent of other modalities, we drop superscript m. We solve following optimization

problem with dictionary as variable using Iterative Projection Method [149].

min
D

∑

i

1

2
‖xi,c −Dβi‖

2
2 +

μ

2

∑

l 6=c

p∑

k=1

∑

j 6=k

Γjc(d
>
j dk)

2Γkl (4.14)

where βi = diag(γc)αi,c in R
p. Let us define B = βiβ

>
i and G = xiβ

>
i . Also,

note that the second part of the Eq. (4.14) for the k-th atom would be simpilified to

S , μ
∑

j 6=k(djd
>
j )
∑

l 6=c ΓjcΓkl. We solve problem (4.14) to update the k-th atom, dk

following [104]:

dk ← dk + (BkkI + diag (S))−1(Gk↓ −DBk↓ − SDk↓) (4.15)

where Bkk is the k-th element in the diagonal of the B. Finally, the updated atom dk is

projected orthogonal to the unit-norm ball. We do the same to update each atom from any

feature, {dm
k }

p
k=1 and m in {1, . . . , M}.

Step 3: Weight Estimation

Given {Dm}Mm=1 and {xm
i,c}, the Eq. (4.12) is converted to a constrained quadratic

programming and solved for each class-specific weight matrix from all modalities W c =

[γ1
c , . . . , γ

M
c ] in Rp×M separately.

argmin
W c

∑

i

1

2
‖xm

i,c −Dm diag(γm
c )αm

i,c‖
2
2 + μ

p∑

k=1

Γm
kc

∑

j 6=k

(dm
j

>dm
k )2

∑

l 6=c

Γm
jl + υΩ(W c)

s.t.Γkc ≥ 0 ∀k ∈ {1, ∙ ∙ ∙ , p} and
p∑

k=1

Γm
kc = σ (4.16)

with Γkc ≥ 0. Similar to problem (4.13), the optimization problem (4.16) is made of smooth

and non-smooth parts (Ω(W c)); hence the solution methodology is similar to Sec. (4.4.1): the

proximal problem (3.13a) over smooth part of (4.16) is solved similar to [195]. The proximal
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(3.13b) over non-smooth part is solved same as Eq. (3.16), which enforces row-sparsity for

the variable W c.

Classification Approach

Each test sample X t is observed from the same set of M features, X t = {xm
t }

M
m=1. We

use the learned dictionaries and the weight matrices {Dm,Γm}Mm=1 in training phase to

extract sparse codes of the test sample, {αm
t }

M
m=1, as elaborated in Sec. (4.4.1). The query

is assigned to the class with minimum summation of reconstruction error of all features,

Et =
∑M

m=1 ‖x
m
t −Dm diag(γm

c )αm
t ‖

2
2.

4.5 Implicitly Defined Dictionary

Learning a supervised dictionary in all-vs-all scheme results in similar atoms which are shared

among multiple classes because the atoms in dictionary are not required to be uncorrelated.

We propose a multimodal dictionary learning method that minimizes correlation between

atoms. In this section, we elaborate our bilevel sparse coding model to learn multimodal

task-driven dictionaries with uncorrelated elements that is able to formulate feature-fusion as

a mixed-norm structure sparsity. The method is designed to obtain dictionaries via coupling

across different features of a signal in space of sparse codes.

The outer-level objective is designed to find optimization variables jointly; whose variables

are the dictionary, classifier and transformation of modality m, {D∗
m, W ∗

m, T m}m∈J1;MK.

Multimodal sparse coefficients, Ai∗ ∈ Rp×M is parameter for outer-level, but variable for

the inner-level objective. Assuming i-th training sample X i from the c-th class, a binary

vector qi ∈ Rp is defined that is zero everywhere except at the indices of atoms which belong

to the c-th class. This so called “label consistency constraint” is applied using {qi}
N
i=1 so

that the sample from c-th class is represented using the same subset of dictionary items
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associated with class c. The outer-level is defined as

argmin
{Dm,Wm}

f({Dm, W m}) +
ν1

2

M∑

m=1

‖W m‖
2
F (4.17a)

f({Dm, W m}) , Ey,x

[ M∑

m=1

Ls(y, W m, αi∗
m)

]

(4.17b)

Ls(y
i, W m, αi∗

m) , ‖yi −W mαi
m‖

2
2 (4.17c)

where Ls is the supervised loss function for i-th sample from modality m, W m is the

parameters of a linear classifier with the regularization parameter ν1. The loss function in

(4.17a) is defined as the expectation over summation of cost from each modality in (4.17b).

The inner-level objective with i-th multimodal input X i = {xi
m}

M
m=1, multimodal dictio-

naries {Dm}Mm=1 as parameters is designed to find multimodal decomposition coefficients Ai?

A∗
(
{xi

m, Dm}
M
m=1

)
, argmin
A∈Rp×M

1

M

M∑

m=1

1

2
‖xi

m −Dmαi
m‖

2
2 + λ1Υ(A) +

λ2

2
‖A‖2F (4.18a)

Υ(A) ,
p∑

r=1

∑

g∈G

(∑

m∈g

(ω(g)
m )2|Arm|

2

) 1
2

=

p∑

r=1

∑

g∈G

‖ω(g) ◦Ar→‖2 (4.18b)

where αi?
m is the m-th column of the multimodal sparse codes A?({xm, Dm}). The Frobenius

norm ‖.‖F will be proved to find a unique solution to the inner-level optimization (4.18a).

(ω(g))g∈G is a |G|-tuple of M dimensional vectors that are zero for indices of modalities that

are not member of g ∈ G; i.e. ω
(g)
m > 0 if m ∈ g and is zero otherwise.

The desired pattern of nonzero elements for the r-th row of Ar→ is a given tree G with

|G| nodes index by g in {1, . . . , |G|}. Υ penalizes sparse representations of groups of features

that are embedded in a tree-shaped hierarchy. Assume G a subset of power set of J1; MK,

i.e. G ⊆ J1; MK with the condition that the G span the set of modalities, i.e. ∪g∈G = J1; MK.

Equivalently, the solution is sparse at the group level, in the sense that coefficients within

a group are usually zero or nonzero together. The regularization parameter λ1 ≥ 0 is used
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to adjust the tradeoff between minimizing the loss and finding a solution which is sparse at

the group level.

This tree has M leaves corresponding to the M modality-based sparse codes: αi
1, . . . , α

i
M

and some internal nodes representing different grouping between the leaves (modalities).

Each internal node encodes a possible grouping between leaves of the subtree ({αi
m}

M
m=1)

which internal node is their root [87, 14]. Let us define the set of indices corresponding to

the parents of the leaf (feature) m in G as parents(m). Then, the tree-structure sparsity Υ

enforces the following effect: αm 6= 0 ⇒ [αg 6= 0, ∀g ∈ parents(m)]. In other words, the

structure of G may be expresses as following: the codes of any multimodal signal {xi
m}

M
m=1

can exploit a dictionary atom from m-th modality only if the parents of that modality

(parents(m)) in the tree G are themselves part of the decomposition.

Following [72], a tree-structure G associated with grouping M modalities is defined as

G = {Gυ|υ ∈ V} that has |V| nodes Gυ where ∪υGυ = {1, . . . , M}. Each node Gυ represents

a member of the 2M set of all possible grouping structures. Also, for each pair Gi and Gj

we have (Gi ∩ Gj 6= ∅) ⇒ ((Gi ⊆ Gj) ∨ (Gj ⊆ Gi)). Either prior information or hierarchical

agglomerative clustering algorithm can be used to obtain the tree structure [87, 14].

Following, we present applications of our hierarchical task-driven dictionary learning

formulations for binary and multi-class classification. Our approach is not limited to these

examples.

Binary Classification.

In this setting, the set of labels y is a member of the set {−1, +1}. Logistic regression is

used for supervised loss function Ls = log(1 + exp(−yw>
mα?

m(xm, Dm))). Any other twice

differentiable loss function can be used, for instance, the square loss is also a reasonable

choice. Given a multimodal input data {xi
m}

M
m=1, we want to learn the parameters wm ∈ R

p

of a linear model to predict y in Y , using the sparse representation αi?
m as features, and
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jointly optimize Dm and wm

argmin
wm,Dm

Ey,x

[ M∑

m=1

log
(
1 + e−yw>

mα
?
m
)
]

+
ν1

2

M∑

m=1

‖wm‖
2
2 (4.19)

Equation (4.19) provides the optimal variables {Dm, wm}. Then a multimodal query {xm}

is assigned to sign of
∑M

m=1 w>
mα?

m. For simplicity the intercept is omitted, however, it can

be easily added. Note that, only outer-level optimization Eq. (4.17b) needs to be changed.

Multi-class Classification.

Multi-class classification can be obtained by extending binary classification with two labels

to a set of labels in {1, 2, . . . , C} with C > 2. The discriminative power of dictionary in

supervised methods depend on the relation between the label of atoms and class labels in

the data.

This extension can be done in two schemes: one-against-all and all-against-all. In one-

against-all a class-specific dictionary is trained on its corresponding data. Then all the

class-specific dictionaries are concatenated horizontally to make the final dictionary [185].

The issue in this approach is that each sub-dictionary obtained independent of other classes.

Often, classes are not completely independent from each other, and they have some features

in common, hence it is high probable that they have similar atoms which lead to similar sparse

representations for samples that belong to the different classes which degrades classification

accuracy. In all-against-all dictionary learning, a single dictionary is shared between all

classes. The shared dictionary usually has a less number of atoms, which make the coding

in the testing phase efficiently, but, there is no guarantee that each atom is representing a

certain class. If an atom is adapted to multiple classes, the generated codes of that atom

are not discriminative enough. The idea of estimating dictionary and classifier jointly in

the all-against-all scheme while they are connected via sparse codes proposed in [104]. In

practice, one-against-all DL methods lead to large dictionaries. In all-against-all setting,

the dictionary is shared between classes. This results in a dictionary with fewer atoms
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but the discriminative power suffers from the fact that each atom may represent multiple

classes [77, 104, 128].

Multi-class classification in all-against-all scheme can be modeled using the softmax

regression loss function

Ls(y, W , α?) =
C∑

c=1

1{y=c} log

(
ew

>
c α

?

∑C
c=1 ew>

c α
?

)

(4.20)

where 1{y=c} is the indicator function for class c, and W = [w1, . . . , wC ] in RC × p.

Equation (4.20) obtains {Dm, W m}. then, a new query {xm} is classified as

argmax
c∈{1,...,C}

M∑

m=1

(
ew

>
m,cα

?
m

∑C
c=1 ew

>
m,cα

?
m

)

(4.21)

4.5.1 Extension

We now extend the proposed algorithm with a more discriminative structure on the sparse

codes. We enforce each atom to represent a particular class in all modalities; which enables

the multimodal dictionaries to be more discriminative.

We change the outer-level objective in Eq. 4.17b. Assuming i-th training sample X i

from the c-th class, a binary vector qi ∈ Rp is defined that is zero everywhere except at the

indices of atoms which belong to the c-th class. This so called “label consistency constraint”

is applied using {qi}
N
i=1 so that the sample from c-th class is represented using the same

subset of dictionary items associated with class c. The outer-level would be

argmin
{Dm,Wm,Tm}

f({Dm, W m, T m}) +
ν1

2

M∑

m=1

‖W m‖
2
F +

ν2

2
‖T m‖

2
F

f({Dm, W m, T m}) , Ey,x

[ M∑

m=1

Ls(y, W m, T m, αi∗
m)

]

(4.22a)

Ls(y
i, W m, T m, αi∗

m) , μ‖qi − T mαi
m‖2 + (1− μ)‖yi −W mαi

m‖2
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where Ls is the supervised loss function for i-th sample from modality m and T m is a

linear transformation matrix, W m is the parameters of a linear classifier and ν1 and ν2 are

regularization paramters. The label consistency ‖qi − T mαi
m‖

2
`2
regularization enforces the

linear transformed version of original sparse codes T mxi
m to be most discriminative in the

Rp space. The inner-level is the same as Eq. 4.18.

4.6 Optimization

The main difficulty is to calculate the partial differential of cost function f in optimization

problem (4.17) with respect to dictionary Dm. Because dictionary is not explicitly defined

in optimization problem (4.17); but, it is defined implicitly in inner-level problem (4.18).

The other challenge is that the optimization problem (4.17) is not differentiable with respect

to A∗({xi
m, Dm}Mm=1). However, we will show that the function f({Dm, W m, T m}) defined

in (4.17b) is differentiable on space of D1 × ∙ ∙ ∙ × DM ×W1 × ∙ ∙ ∙ × WM × T1 × ∙ ∙ ∙ × TM ;

hence its gradient can be computed. We use chain rule to compute the step direction of

gradient descent algorithm for optimization variable Dm. We use A∗ as shorthand for

A∗({xi
m, Dm}Mm=1).

Assumptions

The optimal condition of Eq. 4.18b is one way to show that A∗ is differentiable everywhere

except rows with all zero elements. Also, the proposed optimization method belongs to the

class of online methods based on stochastic approximations and uses a mini-batch of training

set on each iteration to update the variables and sequentially minimizes a quadratic local

surrogate of the expected cost. In an attempt to prove the differentiability of function f , one

can generalize required assumptions for the case with only single feature in [104] and come

up with following

(A) The joint probability density p(X, y) of the multimodal data in image and video

processing and its corresponding variable y, (X = {xm}Mm=1) is compact. This lies in the

fact that sensors in the image and video data acquisition generate bounded values.
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(B) For classification task of finite number of classes, c ∈ {1, . . . , C}, for any label y,

the distribution p(y, .) is continuous and the supervised loss function Ls(y, .) is twice

continuously differentiable.

We propose to solve problem (4.17) using projected first-order stochastic gradient descent

algorithm. But first we need to define active set to state the main proposition

Definition 4.1. (Active set:) The active set Λ with the cardinality π = |Λ| of the multimodal

sparse representation A∗ ∈ Rp×M with p rows of {A?
r→ ∈ R

M}r∈J1;pK is defined as

Λ =
{
r ∈ {1, . . . , p} :

∑

g∈G

‖A(g)
r→‖2 6= 0

}
(4.23)

where A(g)
r→ is the vector of size M whose coordinates are equal to those of Aj→ for indices

in the set g, and 0 otherwise. For the rows that belong to the active set, A∗
Λ we calculate

the partial derivative of the problem (4.18b) with respect to members of active set. Consider

A ∈ Rπ×M to only include π rows of A that are members of active set: A = {Ai→}i∈Λ. We

show the i-th row of A as Ai→, the j-th column as Aj and the element of i-th row and j-th

column with A(i, j).

Proposition 4.2. (Differentiability and gradients of f):

Assume λ2 > 0 in Eq. 4.18a and the assumptions (A) and (B) holds. Let us denote d̃
i

m ∈ R
n

as extended version of atom di
m ∈ R

nm with zeros, where n =
∑M

m=1 nm. Then, for the i-th

atom that i is a member of active set, we concatenate horizontally the atom from all features

as Δ̃i ∈ R
n×M = [d̃

i

1, . . . , d̃
i

M ]. Furthermore, a block diagonal matrix D has cross-correlation

of each active atom from all features in its diagonal

D ∈ RπM×πM =








Δ̃1
>
Δ̃1 . . . 0

0
. . . 0

0 0 Δ̃π
>
Δ̃π








(4.24)
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Also, for each active atom i in Λ, we have a square matrix Ξi in R
M×M as Ξi =

[ξ1
i , . . . , ξ

M
i ]; whose m-th column is denoted as ξm

i in RM is defined as

ξm
i =

1

‖Ai→‖`2

(

Im −
A>

i→A(i, m)
(
‖Ai→‖`2

)2

)

(4.25)

where Im is the m-th column of identity matrix I. We use {Ξi}i∈Λ to make a block diagonal

matrix X with Ξi in its i-th diagonal element

X ∈ RπM×πM =








Ξ1 . . . 0

0
. . . 0

0 0 Ξπ








(4.26)

Given D and X, the square matrix O in RπM×πM with πM columns {Oi}πM
i=1 in R

πM is

defined as

O =
(
DᵀD+ λ1X+ λ2I

)−1
(4.27)

where I is the identity matrix. Note that the columns of O that corresponds to dictionary

of the m-th modality is: m = {m, m + M, m + 2M, . . . , m + (π − 1)M}. Now, we denote

matrix Zm made by horizontally concatenating columns of O with indices of m to make

Zm ∈ R
πM×π = {Oi}i∈m.

The loss function Ls in Eq. 4.17c can be divided to two parts: Ls = μL1
s + (1 − μ)L2

s.

We show β1∗ and β2∗ corresponding to L1
s and L

2
s, respectively. With k in the set {1, 2},

we have βk∗ ∈ R1×p where βk∗
Λc = 0 and βk∗

Λ = vec
( ∂Lk

s

∂Aᵀ

)>
Zm and vec(.) as vectorization

operator. The vector βk∗ in R1×p contain values of vec
(

∂Lk
s

∂Aᵀ

)>
Zm corresponding to the set

Λ and zero, otherwise. Using the chain rule we obtain

∂Lk
s

∂Dm

= E

[
(
xm −DmAm

)
βk∗

m −Dmβk∗

m

>
Am>

]

(4.28)
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and Finally, we have

∇Dmf = μE

[

(xm −DmAm∗)β1∗

m

>
−Dmβ1∗

mAm∗>
]

+

(1− μ)E

[

(xm −DmAm∗
)β2∗

m

>
−Dmβ2∗

mAm∗>
]

(4.29)

The gradients of problem (4.17b) with respect to T m and W m is obtained by

∇Tmf = E
[
μ(T mαi∗

m − qi) + ν2T m

]
(4.30a)

∇Wmf = E
[
(1− μ)(W mαi∗

m − yi) + ν1W m

]
(4.30b)

The details of this proposition is given in the Appendix. Algorithm 4 describes

the stochastic gradient descent algorithm to obtain optimal multimodal dictionaries and

classifiers, {D∗
m, W ∗

m, T ∗
m}

M
m=1.

4.6.1 Algorithm

Typically the optimization problems with the form of (4.29) and (4.30) are minimized

using stochastic gradient descent algorithms. It has been shown that these methods can

converge to a stationary point even for non-convex optimization problems assuming three-

times differentiability which is slightly stricter than the assumptions in this dissertation

[19, 18]. To speed-up the dictionary learning method, instead of accessing the whole training

set at each iteration in order to minimize a cost function, inspired by [104], we chose a small

batch of training set in each iteration to update the optimization variables of the problem

(4.17).

With assumption (A) hold, the training set is made of i.i.d. samples of a distribution

p(y, {xi
m}

M
m=1). As in stochastic gradient descent, in each iteration a mini-batch is

drawn from the probability distribution p(y, {xi
m}

M
m=1)). The algorithm alternates between

estimation of the multimodal decomposition coefficients of each sample in the current mini-

batch A∗ = [αi∗
1 , . . . , αi∗

M ] of the i-th input X i = {xi
m}

M
m=1 over the dictionaries {Dm}Mm=1
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Algorithm 4 Stochastic gradient descent algorithm for multimodal task-driven dictionary
learning.

Input: λ1, λ2, ν1, ν2, μ (regularization parameters), T (number of iterations), ρ, t0 (learning-
rate parameters), {Dm ∈ Dm}Mm=1 (initial multimodal dictionaries), {W m ∈ Wm}Mm=1

(initial classifier parameters), {T m ∈ Tm}Mm=1 (initial linear transformations).
1: for t = 1, . . . , T do
2: Draw {yt, (X t = {xm}Mm=1)} from p(y, X).
3: multimodal sparse coding: Find A∗ = [α∗

1, . . . , α
∗
M ] in Rp×M .

argmin
A

1

M

M∑

m=1

1

2
‖xm −Dmαm‖

2
2 + λ1Υ(A) +

λ2

2
‖A‖2F

4: Find rows of A∗ that satisfy Eq. 4.23: active set.
5: Find D from 4.24 and X from 4.26.
6: Find O in RπM×πM using 4.27.
7: Compute Zm for all m ∈ {1, . . . , M} from O.
8: Compute β1∗

m and β2∗
m in R1×p ∀m ∈ {1, . . . , M}.

9: Choose the learning rate ρt ← min(ρ, ρ t0
t
).

10: Update the parameters by a projected first-order gradient step:

W m ← ΠWm [W m − ρt(∇WmLs + ν1W m)]

T m ← ΠTm [T m − ρt(∇TmLs + ν2T m)]

+ (1− μ)
[
(xm −Dmα∗

m)β2∗
m

>
−Dmβ2∗

mα∗
m

>]
)]

,

where ΠWm , ΠTm and ΠDm are orthogonal projections on the sets Wm, Tm and Dm,
respectively.

11: end for
12: end for
13: return {W m, T m, Dm}Mm=1
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obtained at the previous iteration solving 4.18, with learning the new dictionaries using

the gradient step of Eq. 4.29 over the convex sets {Dm}Mm=1. The advantage of this

implementation is that for each mini-batch, we only need to find βk∗ once. One may have

concern about singularity of Zm, especially when number of atoms is small. However, λ1 ≥ 0

and λ2 > 0 makes
(
DᵀD+λ1X+λ2I

)−1
positive definite and hence a unique solution for the

linear equations of β1∗ and β2∗ is guaranteed. But, in practice with λ1 enough large, the D

becomes full column rank, the Eq. 4.27 is stable and accept the Cholesky decomposition and

therefore there is no need to Frobenius norm (λ2 = 0). This is equal to have matrix D with

atoms that do not have high correlation or simply assuming the summation of the smallest

eigenvalue of DᵀD and λ1 to be greater than zero, which is common assumption in literature

[35, 105, 13]. Despite the fact that our method like any other non-convex optimization

method in the literature cannot guarantee to find the global optimum of the optimization

problem and may end up with a stationary points; we will demonstrate in the experiment that

these stationary points are acceptable for practical purposes. This is to some extent depends

on the "good" initialization of the optimization variables. Similar to [105, 13] the dictionaries

{Dm}Mm=1 are initialized by solution of the multimodal and data-driven dictionary learning in

(4.18). We exploit the generated sparse codes of m-th feature as features to train modality-

based classifiers, W m, by solving (4.5) with adopting multivariate ridge regression model

[49] with quadratic loss and `2 norm regularization: W m = HX>
m(XmX>

m + νI)−1. The

same is done to initialize transformation matrix T m = QX>
m(XmX>

m + νI)−1.

The learning rate ρt is chosen based on the heuristic rule proposed in [105], i.e. ρt =

min(ρ, ρt0/t), whose ρ and t0 are constant parameters. The result of this form of learning

rate would be a constant learning rate ρ in first t0 iterations, and an annealing strategy of

1/t for the upcoming iterations, t > t0. We experimentally find t0 = T/10 to work well for

all our experiments, where T is the total number of iterations.Then, for first few iterations,

we examine various values for ρ and the one that lead to lowest error on a small validation

set is kept. The size of the mini-batch is chosen to be 100 for all experiments.
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4.7 Proof

Given the structure of feature grouping, G and multimodal dictionaries {Dm}Mm=1, we propose

to obtain multimodal sparse representation of the candidate patch, X, while imposing the

tree-structured joint sparsity model over {xm}Mm=1:

4.7.1 Case : M=1

Definition 4.3. (Active set:) The active set Λ of the sparse representation α? ∈ Rp with p

elements of αj is defined as

Λ = {j ∈ {1, . . . , p} : αj 6= 0}, |Λ| = π

where π is the size of active set |Λ| = π and π ≤ p.

The inner-level problem (4.18) is converted to elastic-net

argmin
W∈W,D∈D

f(D, W ) +
ν

2
‖W ‖2F (4.31a)

f(D, W ) , Ey,x

[
Ls

(
y, W , α∗(x, D)

)]
(4.31b)

α?(x, D) , argmin
α∈Rp

1

2
‖x−Dα‖22 + λ1‖α‖1 +

λ2

2
‖α‖22 (4.31c)

where the dictionary D is not defined explicitly in optimization problem (4.31a) but defined

implicitly in the inner-level of the bi-level optimization (4.31c). The main challenge is to

compute the gradients of the sparse code α with respect to dictionary D. We use chain rule

to find gradient of cost function f(D, W ) with respect to D. For the non-zero elements of

sparse codes, α?
Λ we calculate the partial derivative of the problem (4.31c) with respect to

members of active set

0 ∈ −D>
Λ(x−Dα?) + λ1 sign (α?

Λ) + λ2α
?
Λ ⇒

D>
Λ(Dα? − x) + λ2α

?
Λ = −λ1 sign (α?

Λ) (4.32)
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For simplicity, we drop Λ and ? symbols. Then, we compute the partial derivative of

both sides in (4.32) with respect to the element of the dictionary in i-th row and j-th column

Dij

∂

(

D>
Λ(Dα? − x) + λ2α

?
Λ + λ1 sign (α?

Λ)

)

∂Dij

= 0 (4.33)

Iij
>x− Iij

>Dα−D>Iijα−D>D
∂α

∂Dij

− λ2
∂α

∂Dij

= 0⇒ (4.34)

∂α

∂Dij

= (D>D + λ2I)−1

(

Iij
>(x−Dα)−D>Iijα

)

(4.35)

∂α

∂Dij

= (D>D + λ2I)−1

(

Iij
>(x−Dα)−Di→

>αj

)

(4.36)

where αj is j-th element of α, Di→ is the i-th row of the dictionary and I is a binary matrix

with n rows and p columns and Iij means that only i-th row and j-th column is one and

other indices are zero. Using the chain rule

∂f

∂D
=

∂f

∂α

∂α

∂D
(4.37)

∂f

∂α
=

∂Ls

(
y, W , α∗(x, D)

)

∂αΛ

(4.38)

β?
Λ =

(

DΛ
>DΛ + λ2I

)−1 ∂Ls

(
y, W , α∗(x, D)

)

∂αΛ

and (4.39)

β?
j /∈Λ = 0

∂f

∂DΛ

=










β?
Λ
>
(

I>11(x−Dα)−D>
1→α1

)

. . . β?
Λ
>
(

I>1π(x−Dα)−D>
1→απ

)

... . . .
...

β?
Λ
>
(

I>n1(x−Dα)−D>
n→α1

)

. . . β?
Λ
>
(

I>nπ(x−Dα)−D>
n→απ

)









(4.40)
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and finally

∂f

∂D
= (x−Dα)β?> −Dβ?α> (4.41)

4.7.2 Case: Multimodal with Joint Sparsity

In this section, the i-th sample X i is observed from M features, X i = {xi
m}

M
m=1. We intend

to estimate corresponding multimodal decomposition coefficients A?({xi
m, Dm}Mm=1) =

[αi?
1 , . . . , αi?

M ]. We consider following bi-level optimization problem

argmin
{Dm∈Dm,Wm∈Wm}M

m=1

f({Dm, W m}) +
ν

2

M∑

m=1

‖W m‖
2
F (4.42a)

f({Dm, W m}) , Ey,{xi
m}M

m=1

[ M∑

m=1

Ls(y, W m, αi?
m(xi

m, Dm))

]

(4.42b)

A?({xi
m, Dm}

M
m=1) , argmin

A∈Rp×M

1

2

M∑

m=1

‖xi
m −Dmαi

m‖
2
2 + λ1‖A‖1,2 +

λ2

2
‖A‖2F (4.42c)

for simplicity we drop the symbol ?. The main difficulty is to calculate the partial

differential of cost function f in optimization problem (4.42a) with respect to dictionary

Dm. Because dictionary is not explicitly defined in optimization problem (4.42a); but, it

is defined implicitly in inner-level problem. The other challenge is that the optimization

problem (4.42a) is not differentiable with respect to A?({xi
m, Dm}Mm=1). However, we

will show that the function f({Dm, W m}) defined in (4.42b) is differentiable on space of

D1×∙ ∙ ∙×DM ×W1×∙ ∙ ∙×WM . We use chain rule to compute the step direction of gradient

descent algorithm for optimization variable Dm.

Definition 4.4. (Active set:) The active set Λ of the multimodal sparse representation

A? ∈ Rp×M with p rows of {A?
j→ ∈ R

M}pj=1 is defined as

Λ = {j ∈ {1, . . . , p} : ‖Aj→‖`2 6= 0}, |Λ| = π

where π is the size of active set |Λ| = π and π ≤ p.
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For the rows that belong to the active set, A?
Λ we calculate the partial derivative of the

problem (4.42c) with respect to members of active set. Consider A ∈ Rπ×M to only include

π rows of A that are members of active set: A = {Ai→}i∈Λ. We show the i-th row of A as

Ai→, the j-th column as Aj and the element of i-th row and j-th column with Aij . As a

reminder the dictionary in the modality m is represented as Dm = [d1
m, . . . , dp

m].

∂

∂A
=

















−d1>
1 (x1 −D1A1) + λ1 sign (A11) + λ2A11 . . . −d1>

M (xM −DMAM ) + λ1 sign (A1M ) + λ2A1M

...
. . .

...

−dπ>
1 (x1 −D1A1) + λ1 sign (Aπ1) + λ2Aπ1 . . . −dπ>

M (xM −DMAM ) + λ1 sign (AπM ) + λ2AπM

















(4.43)

where row j of (4.43) can be written as

0 =

[

− dj
1

>
(x1 −D1A

1) + λ1
Aj1

‖Aj→‖`2
+ λ2Aj1, . . . ,

− dj
M

>
(xM −DMA

M ) + λ1
AjM

‖Aj→‖`2
+ λ2AjM

]

(4.44)

(4.45)

we can further simplify it to

∂f

∂Aj→
=

[

− dj
1

>
(x1 −D1A

1), . . . ,−dj
M

>
(xM −DMA

M)

]

+

λ1

[
Aj1

‖Aj→‖`2
, . . . ,

AjM

‖Aj→‖`2

]

λ2

[

Aj1, . . . ,AjM

]

(4.46)

Then, to calculate the step direction for gradient descent minimization over the dictionary,

we can compute the partial derivation of (4.43) with respect to each element of the dictionary.

As a reminder, form-th feature, we show i-th row of the dictionary asDm,i→, the j-th column

as Dj
m and the element in i-th row and j-th column as Dm(i, j). It worth to mention that

since the multimodal coefficients A({xm, Dm}Mm=1) is a function of the set of feature-specific

dictionaries {Dm}Mm=1, the partial derivation of each column of multimodal sparse codes A,

should be calculated with respect to all the members of {Dm}Mm=1; in other words,
∂Aḿ

∂Dm
and
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m 6= ḿ is not zero by default.

∂Aj→

∂Dm(i, j)
=

[

0, . . . ,−Ij>
i (xm −DmA

m) + dj>
m IijA

m + dj>
m Dm

∂Am

∂Dm(i, j)
, . . .

]

+

λ1

∂

[
Aj1

‖Aj→‖`2
, . . . ,

AjM

‖Aj→‖`2

]

∂Dm(i, j)
+ λ2

∂

[

Aj1, . . . ,AjM

]

∂Dm(i, j)
(4.47)

where Iij is an indicator function with nm rows and p columns and it is zero everywhere

except in row i and column j and Ij
i is a vector with size nm that is zero everywhere except

in i-th row. We can further simplify second term of (4.47)

∂

[
Aj1

‖Aj→‖`2
, . . . ,

AjM

‖Aj→‖`2

]

∂Dm(i, j)
=

∂
Aj→

‖Aj→‖`2

∂Dm(i, j)
=

‖Aj→‖`2
∂Aj→

∂Dm(i,j)
−Aj→

∂‖Aj→‖`2

∂Dm(i,j)

(‖Aj→‖`2)2
=

∂Aj→

∂Dm(i, j)

1

‖Aj→‖`2

(

I −
Θjj

(
‖Aj→‖`2

)2

)

∈ R1×M (4.48)

Θjj ∈ R
M×M = A>

j→Aj→ and Ξj ∈ R
M×M = [ξ1, . . . , ξM ] (4.49)

ξm ∈ RM×1 =
1

‖Aj→‖`2

(

Im −
A>

j→Ajm
(
‖Aj→‖`2

)2

)

where Im is the m-th column of identity matrix I. So, the problem (4.47) can be written as

∂A>
j→

∂Dm(i, j)
=

[

0, . . . ,−Ij>
i (xm −DmA

m) + dj>
m IijA

m + dj>
m Dm

∂Am

∂Dm(i, j)
, . . .

]>
+

λ1
1

‖Aj→‖`2

(

I −
Θjj

(
‖Aj→‖`2

)2

)
∂A>

j→

∂Dm(i, j)
+ λ2

∂A>
j→

∂Dm(i, j)
(4.50)
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now, we generalize problem (4.50)

[
0π×1,−I>ij (xm −DmAm) + D>

mIijAm + D>
mDm

∂Am

∂Dm(ij)
, 0π×1

]
+ (4.51)

λ1








[
∂A11

∂Dm(ij)
. . . ∂A1M

∂Dm(ij)

]
Ξ1

...
. . .

...
[

∂Aπ1

∂Dm(ij)
. . . ∂AπM

∂Dm(ij)

]
Ξπ








+ λ2
∂A

∂Dm(ij)
= 0π×M

∀j ∈ Λ, Ξj = [ξ1, . . . , ξM ] and ξm =
1

‖Aj→‖`2

(

Im −
A>

j→Ajm
(
‖Aj→‖`2

)2

)

where 0π×1 is a zero vector of size π. To factor the partial derivation with respect to

multimodal sparse codes, we need to define more variables: Consider d̃
i

m ∈ R
n as extended

version of atom di
m ∈ Rnm with zeros, where n =

∑M
m=1 nm. Then, we concatenate

horizontally atom j ∈ Λ from all features as Δ̃j ∈ R
n×M = [dj

1, . . . , d
j
M ]. The block diagonal

matrix D is made as

D ∈ RpM×pM =








Δ̃1
T
Δ̃1 . . . 0

0
. . . 0

0 0 Δ̃p
T
Δ̃p








Similarly, we make block diagonal matrix X using the Ξj and j ∈ Λ as elements of diagonal

X ∈ RπM×πM =








Ξ1 . . . 0

0
. . . 0

0 0 Ξπ








where {Ξj}j∈J1;pK ∈ R
M×M is defined in (4.51).

∂A
∂Dm(ij)

=
(
D>D+ λ1X+ λ2I

)−1

[
0>

π , . . . , ι1>ij (xm −DmAm)− d1>
m IijAm, . . . , ιπij

>(xm −DmAm)− dπ
m

>IijAm . . . , 0>
π

]

(4.52)
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where {ιcij ∈ R
π}c∈J1;πK is the c-th column of Iij . We define the first term in (4.52) as

O ∈ RπM×πM =
(
D>D+ λ1X+ λ2I

)−1
. By vectorizing the both sides of (4.52)

vec

(
∂A>

∂Dm(ij)

)

= ZI>ij (xm −DmA
m)−AjmZD>

m,i→ (4.53)

where Z ∈ RπM×π is made by putting together horizontally those columns of O that

correspond to dictionary of m feature: {m, m + M, m + 2M, . . . , m + (p − 1)M}. The

Ajm is the j-th element of the vector Am. Finally, using the chain rule we obtain

∂f

∂Dm(ij)
= vec

(
∂f

∂A>

)>

vec

(
∂A>

∂Dm(ij)

)

(4.54)

The obtained formula in (4.54) is the partial derivative of the loss function f =
∑M

m=1 Ls(
∑M

m=1 Ls(y, W m, αi?
m(xi

m, Dm)) with respect to the element of i-th row and j-th

column of the dictionary in m-th feature. Assuming b ∈ R1×π = vec
(

∂f

∂A>

)>
Z we generalize

Eq.(4.54) for the dictionary as

∂f

∂Dm
∈ Rnm×π =

E















b
(
I>11

(
xm −DmAm

)
−A1mD>

1→

)
. . . b

(
I>1π

(
xm −DmAm

)
−AπmD>

1→

)

...
. . .

...

b
(
I>nm1

(
xm −DmAm

)
−A1mD>

nm→

)
. . . b

(
I>nmπ

(
xm −DmAm

)
−AπmD>

nm→

)















=

E

[
(
xm −DmAm

)
b−Dmb

>Am>
]

(4.55)

4.7.3 case : Multimodal with M features with Tree-Structure

In this section, the i-th sample X i is observed from M features, X i = {xi
m}

M
m=1. We intend

to estimate corresponding multimodal decomposition coefficients A?({xi
m, Dm}Mm=1) =
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[αi?
1 , . . . , αi?

M ]. We consider following bi-level optimization problem

argmin
{Dm∈Dm,Wm∈Wm}m∈J1;MK

f({Dm, wm}) +
ν

2

M∑

m=1

‖W m‖
2
F (4.56a)

f({Dm, W m}) , Ey,{xi
m}M

m=1

[ M∑

m=1

Ls(y, W m, αi?
m(xi

m, Dm))

]

(4.56b)

A?({xi
m, Dm}

M
m=1) , argmin

A∈Rp×M

1

M

M∑

m=1

[
1

2
‖xi

m −Dmαi
m‖

2
2

]

+ λ1Υ(A) +
λ2

2
‖A‖2F (4.56c)

Υ(A) ,
p∑

d=1

∑

Gv∈G

ωGv

∥
∥
∥A(Gv)

d→

∥
∥
∥

`2
(4.56d)

4.7.4 Multi-Task Learning of Hierarchical Structures

argmin
{Dm∈Dm,Wm∈Wm}m∈J1;MK

f({Dm, W m}) +
ν

2

M∑

m=1

‖W m‖
2
F (4.57a)

f({Dm, W m}) , Ey,{xi
m}M

m=1

[ M∑

m=1

Ls(y, W m, αi?
m(xi

m, Dm))

]

{Ai?({xi
m, Dm}

M
m=1)}

N
i=1 ,

argmin
A∈Rp×M

1

N

N∑

i=1

[
1

M

M∑

m=1

1

2

[

‖xi
m −DmAm‖22 + λ1Υ

(
A
)
]

+ λ2Ω(A) (4.57b)

Υ(A) ,
p∑

d=1

∑

Gv∈G

ωGv

∥
∥
∥A(Gv)

d→

∥
∥
∥

`2
(4.57c)

where the Υ(A) is defined as (4.57) and A is the matrix in Rp×MN . It is made by

concatenation of multimodal decomposition coefficients of all signals, A = [A1, . . . , AN ];

whose elements in the d-th row correspond to decomposition coefficients produced by the d-

th atom for all signals from every feature. The last term in (4.57b) applies `12 on the rows of

A, Ω(A) =
∑p

d=1 ‖Ad→‖22. The penalty in optimization problem (4.57b) is a combination of

Υ and Ω on multi-feature sparse representations, is in fact an instance of general overlapping

groups.
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The optimization problem (4.57) is solved by alternating between optimization variables

D and A, while one variable is optimizing, the other one is fixed [108, 154, 72]. It is worth

to mention that if λ2 = 0 and the tree-structure sparsity Υ changed to `11, then the problem

(4.57b) will changed to standard sparse coding problem. We solve the approximated version

of the problem (4.57b) as follows: we consider the current tree-structure fixed by assigning

λ2 to zero and find the multi-feature sparse codes {A
i}Ni=1. Then, we prune the dictionaries

from atoms that do not contribute well by applying the joint sparsity regularization on each

atom: ‖A‖`12 .

Appendix

We present the proof of Proposition 4.2 as following. The function f is differentiable with

respect to W m and T m is because the Y and X are assumed to be compact and the Ls is

twice differentiable. Despite the fact that the function α∗
m is not differentiable everywhere,

we now show that the function f is differentiable with respect to Dm.

We know from optimality conditions from sub-gradient calculus that 0 ∈ ∇f + λ∂Ω

[D1
>(x1 −D1α

∗
1) + λ2α

∗
1, . . . , DM

>(xM −DMα∗
M ) + λ2α

∗
M ]+

λ1∂Υ(A∗>) = 0 (4.58a)

∂Υ =

[

∂
(∑

g∈G

ω(g) ◦A∗
1→

)>
, . . . , ∂

(∑

g∈G

ω(g) ◦A∗
π→

)>
]>

(4.58b)

For the rows that belong to the active set, A∗
Λ we calculate the partial derivative of the

problem (4.58a) with respect to members of active set. Consider A ∈ Rπ×M to only include

π rows of A that are members of active set: A = {Ai→}i∈Λ. We show the i-th row of A as

Ai→, the j-th column as Aj and the element of i-th row and j-th column with Aij . As a

reminder the dictionary in the modality m is represented as Dm = [d1
m, . . . , dp

m].

For the set of groups G which has |G| groups of modalities, let us denote (φ(g))g∈G ∈ R
M×π

as a |G|-tuple of M dimensional vectors that are zero for indices of modalities that are not
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member of g ∈ G; i.e. φ
(g)
m > 0 if m ∈ g and is zero otherwise. Then, for the j-th row of AΛ,

we define a matrix Φ ∈ RM×π where the j-th column Φj = (φ(g))g∈G ◦ A>
j→.

The rational behind introducing matrix Φ with |Λ|M variables instead of Aj→ with M

variables is to consider an equivalent problem to (4.18b) that removes the issue of overlapping

groups at the cost of a larger number of variables. The partial differential of j-th row of A

with respect to the element of Dm in i-th row and j-th column would be

∂Υ(Aj→)

∂Dm(i, j)
= Ξj

∂A>
j→

∂Dm(i, j)
(4.59a)

Ξj ∈ R
M×M =

|Λ|∑

k=1

1

‖Φk‖`2

(

I −
ΦkΦk>

(
‖Φk‖`2

)2

)

(4.59b)

4.8 Experiment

In this section we evaluate the performance of HTLDL in four different applications: multi-

view object recognition using Berkeley Multiview Wireless (BMW) database [129], multiview

face recognition using UMIST [53], multimodal face recognition AR face dataset [116],

multiview action recognition using IXMAS [183].

For all the experiments, we choose Ls same as (4.17c). Samples are normalized to

have zero mean and unit `2 norm. The regularization λ1 and ν are selected in the set

{0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05} by cross-validation and {10−1, 10−2, . . . , 10−9}. The

regularization parameter of the Frobenius norm is chosen as λ2 = 0.01λ1.

To compare with the performance of unimodal dictionary learning algorithms, we learn

independent dictionaries and classifiers for each modality and then combine the individual

scores for a fused decision. This is equivalent to applying `11-norm on A instead of `12-norm

in problem (4.18) as Ω(A) =
∑
|Aij | in Eq. (4.18) [156, 14]. The `11 does not enforce

correlation between the features in space of sparse codes.
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4.8.1 Gender Classification

Gender classification is an important task in social activities and communications. In fact,

automatically identifying gender is useful for many applications, e.g. security surveillance

and statistics about customers in places such as movie theaters, building entrances and

restaurants.

Most of the published work in gender classification is based on facial images. Moghaddam

et al. [127] used Support Vector Machines (SVMs) for gender classification from facial images.

They used low resolution thumbnail face images (21× 12 pixels). Wu et al. [186] presented

a real time gender classification system using a Look-Up-Table Adaboost algorithm. They

extracted demographic information from human faces. Face-based gender classification is

still an attractive research area and there is room for developing novel algorithms that are

more robust, more accurate and fast.

Similar to [195, 196], we consider the first 25 males and 25 females, 14 images per subject,

for training, and testing is done on the rest. We extract three features from each sample and

treat them as modalities: raw pixels, quantized gradient [33] and fhog with 9 orientations

and 8 bins [41]. Note that, we are not the first one to consider features as modalities; e.g. in

[90] face recognition is done using edges and raw image intensities as modalities, and in [69]

color, gradient, and texture are extracted for feature fusion. We compare JDL, JTLDL and

MWDL with recent dictionary learning methods like SRC [185], DLSI [147], DKSVD [206],

LC-KSVD [77], FDDL [196], LDL [195], COPAR [89], DLSI [147], and JDL [215].

This experiment is a two-class classification problem with huge variations in each class and

large number of training samples. We report the performances for dictionary size of p = 250

in Table (4.1) and with p = 25 in Table (4.2). When number of atoms are large, p = 250,

DL methods based on all-vs-all scheme like DKSVD and LCKSVD have less classification

accuracy comparing to the class-specific (one-vs-all) DL methods like LDL, FDDL and DLSI.

MWDL outperforms others with more than 3%. JDL and JTLDL enhance LDL and LC-

KSVD with 0.4%, 5.7% and 0.8%, 6% respectively in Table (4.1).
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Table 4.1: The gender classification accuracy (%) with p = 250.

Methods Accuracy Methods Accuracy

SRC [185] 93.0 JDL [215] 90.8
Yang et al. [194] 94.5 DLSI [147] 93.2
DKSVD [206] 85.6 FDDL [196] 94.1
LCKSVD [77] 89.5 LDL [195] 94.8
JDL 95.2 MWDL 97.9
COPAR [89] 93.4 JTLDL 95.6

Table 4.2: Gender classification rates obtained with p = 25 atoms.

DLSI JDL FDDL LDL COPAR JDL MWDL JTLDL

93.7 91.0 92.1 92.4 93.0 92.9 97.1 94.2

To visualize the fact that class-specific DL methods need a large number of atoms, we

reduce the number of atoms from p = 250 to p = 25 and report the one-vs-all DL methods

performances in Table (4.2). As we expected, the one-vs-all methods have poor performance

with small number of atoms. Although with small p, the accuracy of all methods are reduced,

MWDL is more discriminative and outperforms other methods including LDL for more than

4.0%. The accuracy of JTLDL and JDL have reduced by 1.4% and 2.3%. However, MWDL

only has 0.8% drop in performance.

4.8.2 Multimodal Face Recognition

The AR database. consists of faces under different poses, illumination and expressions,

captured in two sessions [116]. A set of 2,600 images 100 users (50 males and 50 females)

are used, each consisting of seven images from the first session as the training samples and

seven images from the second session as test samples (Fig. 4.1). We chose randomly 50 out

of 700 of the training set as the validation set for optimizing the design parameters. Each

face image, with dimension 165 × 120 pixels, is PCA-transformed and then normalized to

have zero mean with unit `2-norm. We studied the effect of fusion of face as the strong

modality along with the four weak modalities. Intensity values are used from each modality.
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Figure 4.1: Samples of male and female with extracted modalities in AR dataset.

Table 4.3: Face recognition accuracy with the whole face modality

SVM SRC LDL UTDL STDL FDDL MKL

86.43 88.86 84.56 89.58 90.57 91.90 82.86

We crop out and resize the respective rectangular masks of the weak modalities, as shown

in Fig. (4.2).

We briefly introduced this setup in Fig. (3.4) in Sec. (2) to illustrate tree-structure relation

between modalities. Our intuition is that leveraging different levels of correlation between

weak and strong modalities as the hierarchical structure in the space of sparse codes to

enhance face recognition performance. The tree G has |G| = 7 nodes, that includes 5 leaves

corresponding to the M = 5 modalities and 2 internal nodes. Each internal node encodes a

possible grouping between leaves of the subtree which internal node is their root [87]. Here,

one internal node represents the high correlation between left and right periocular and the

other internal node is the root of the tree that model the grouping between nose, mouth,

face and the group of eyes.

Case I: Only Face. We report the face recognition performance of sparse representation

classification (SRC) [185], linear support vector machine (SVM) [16], multiple kernel learning

(MKL) [146] using linear, polynomial, and RBF kernels, supervised dictionary learning

(STDL) [104], latent dictionary leaning (LDL) [195], and fisher discrimination dictionary

learning (FDDL) [196] using only the face in Table (4.3). STDL and FDDL outperform

other state-of-the-art in face recognition for AR dataset. Also, to have a better idea about

each modality, the performance of using single modalities using SVM and SRC algorithms
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Figure 4.2: We employ the blue rectangular masks and cropping out the corresponding
areas. These, along with the whole face, were taken for fusion. Simple intensity values were
used as features for all of them. Tree-structure G corresponding to the four weak modalities
of left periocular, right periocular, nose, and mouth, and a strong modality face.

Table 4.4: Recognition performance of each single modality in AR database. Modalities
include left periocular, right periocular, nose, mouth, and face.

Left periocular Right periocular Nose Mouth Face
SVM 71.00 74.00 44.00 44.29 86.86
SRC 79.29 78.29 63.43 64.14 93.71

are shown in Table 4.4. We did not report the proposed methods in Table 4.4 and Table 4.3

due to the fact that they need multiple sources and in the presence of only one source (only

face) they are similar to LC-KSVD or LDL.

Case II: Sparse Regularization Evaluation: `11 vs `12 vs tree-structure

we learn independent dictionaries and classifiers for each modality and then combine the

individual scores for a fused decision. This is equivalent to applying `11-norm on A instead

of structural norm (e.g. `12 or Υ) in problem (4.18).
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Table 4.5: Modalities include 1. left periocular, 2. right periocular, 3. nose, 4. mouth, and
5. face.

Modalities {1, 2} {1, 2, 3} {1, 2, 3, 4} {1, 2, 3, 4, 5}

STDL`11 83.86 87.86 92.42 95.86
LDL`11 82.52 87.46 90.16 92.29
LC-KSVD`11 83.86 89.86 92.42 95.86
MWDL 86.36 87.24 93.16 97.63
JTLDL 86.43 89.86 93.57 96.86
HTLDL 87.24 94.16 98.04

Table 4.6: Multimodal face recognition results for the AR dataset

SVMsum SVMmv STDL`11 LDL`11 JSRC JDSRC MTSRC MKL MWDL JTLDL HTLDL

92.14 85.57 95.86 90.29 96.14 96.14 97.14 91.14 97.63 96.86 98.04

To better observe the effect of each component of the proposed method, the result of four

systems are reported in Table (4.5):

(MWDL) unsupervised HTLDL with `12-norm in Eq. (4.18) (without task-driven part);

(LC-KSVD`11) HTLDL with `11-norm in Eq. (4.18);

(JTLDL) HTLDL with `12-norm in Eq. (4.18);

(HTLDL), HTLDL with Υ-norm in Eq. (4.18);

Table (4.5) demonstrates that the proposed framework with `12-norm achieves better

accuracy comparing to the one with `11-norm. Concisely, sHTLDL`12 outperforms sHTLDL`11

with approximately 3% for fusion between left and right periocular, and with more than

1% for fusion between left periocular, right periocular, nose, and mouth and for the fusion

between all modalities. Note that, we do not expect to have a significant correlation between

nose and eyes, that is why, in most cases the fusion between nose, left and right periocular

does not show any noticeable improvement. However, performance improves when mouth is

added to the set of available modalities, and acts like a connection between nose and eyes

for the task of face recognition. Also, HTLDL achieves the best result, since it can embed

the information that we have about the task, here, the connection between each part of the

face and itself.
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Case III: Comparison with state-of-the-art fusion methods. To compare our

proposed method with classification methods (like SVM) that originally are designed for

single modality, we combine the classification results of individual modalities in the decision-

fusion scheme. That is, the label of multi-modal data is determined either by the outcome of

summation of modality-specific scores or in a majority voting scheme among the independent

decisions from each modality. The former is shown with subscript sum and the latter by

subscript mv, respectively in Table 4.6. Note that, decision-fusion by summation has the

same effect as to change structural sparsity regularization Υ in Eq. (4.18) with `11-norm on

multi-modal sparse codes A. We know that `1-norm is blind to see any relation between

variables. Similarly, `11-norm look at each modality independent of others. We report the

classification accuracy for STDL and LDL in multimodal case when fusion is done using `11

as STDL`11 and LDL`11 in Table (4.6).

Three other feature-fusion algorithms, the joint sparse representation classifier (JSRC) [156],

joint dynamic sparse representation classifier (JDSRC) [202] and multimodal tree-structured

sparse representation classification (MTSRC) [14] in Table (4.6). The dictionary for JSRC,

JDSRC and MTSRC is fixed without training and they include all the training samples with

all the training samples. JSRC [156] applies `12 to enforce similar sparsity pattern among

all different modalities at the space of sparse codes. JDSRC relaxes each multimodal input

data to have the same sparsity pattern and lets it be reconstructed using different training

samples. It applies joint sparsity on data of each class separately. MTSRC enforces a more

generalized joint sparsity using a hierarchical structure regularization on each multimodal

data.

Comparing Tables (4.3) and (4.6), we can see that decision-fusion by `11 enhances the

performance of LDL, and STDL with approximately 6% and 3%. However, MWDL, JTLDL

and HTLDL that can do fusion at both feature-level and classifier-level outperforms decision-

fusion competing methods with `11-norm. This outperformance is more significant for fusion

of left and right periocular (around 3%) in Table (4.5). The reason lies in the fact that these

modalities are highly correlated, and HTLDL learns multimodal dictionaries jointly, which
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Table 4.7: Multiview face recognition results for the UMIST datasets

Views JSRC JDSRC MTSRC MWDL HTLDL

2 Views 87.77 86.52 88.42 93.59 91.59
3 Views 99.51 98.96 99.63 100.0 100.0

results in a high recognition accuracy. The proposed HTLDL with 400 atoms achieves better

performance than JSRC and JDSRC with 700 atoms. This superior results demonstrate

that the dictionary learning in HTLDL is able to make discriminative and reconstructive

dictionaries that can generate more discriminative sparse codes with less number of atoms.

This superior results demonstrate that the dictionary learning in HTLDL is able to make

discriminative and reconstructive dictionaries that can generate more discriminative sparse

codes with less number of atoms. Also, it is interesting that MWDL in general outperfoms

JTLDL. This is due to applying multimodal weights with `12 regularization on multimodal

class-specific weights, ‖W c‖`12 through optimization problem (4.16).

4.8.3 Multi-View Face Recognition on UMIST Dataset

UMIST face database consists of 564 cropped images of 20 persons with mixed race and

gender [53]. Each person has different poses from profile to frontal views. The setup is

unconstrained and faces may have pose variations within each view-ranges. We run multiview

face recognition using UMIST by segmenting views of each person to M different view-range

with equal number of images. In Fig. (4.3), the poses of a subject from UMIST is divided in

M = 3 view-ranges. We report the performance of the MWDL for 2 and 3 views. Table (4.7)

has the the results of 10-fold cross validation. The corresponding dictionary of each view

has one normalized image from each subject in that view, p = 20.

We expect a higher correlation between view ranges that are close to each other. Hence,

the design of the tree structure in HTLDL models the fusion and group characteristic among

close views. HTLDL and MWDL achieve higher accuracy, with more than 4%, 5% in 2-views

and around 1% for 3-views. Note that HTLDL for 2-view scenario converts to JTLDL.
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Figure 4.3: Illustration of 3 view-range (modalities) in UMIST. Different poses of a subject
from UMIST database. Each row is a view-range or modality for the subject.

Figure 4.4: (a) Apparatus which instruments five camera sensors [129]. (b) Five “large
baseline” images captured at different vantage points.

4.8.4 Multi-View Object Recognition

The BMW database consists of multiple-view images of 20 landmark buildings on the campus

of University of California, Berkeley. For each building, 16 different vantage points have been

selected to measure the 3-D appearance of the building. The apparatus for image acquisition

incorporates five low-power CITRIC camera sensors [25] on a tripod, which can be triggered

simultaneously. Figure 4.4 shows the configuration of the camera apparatus. The cameras

on the periphery of the cross with a counter-clockwise naming convention are named Cam

0, Cam 1, Cam 4, Cam 3, and the center camera is called Cam 2. The BMW database has

a total of 960 images.

First, we split the database into training and testing set. As the vantage points of

each object are named numerically from 0 to 15, training set includes images from all the

even number locations, and the testing set has the ones from the odd number locations.
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Table 4.8: The recognition rate obtained for the “large-baseline” evaluation of BMW.

BMW%

LC-KSVD [77] SDL [78] sPCA [129] TDL [104]
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1
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og ` 1

1
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1
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h
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1

1 Cam 89.02 90.04 90.62 92.23 91.02 91.14 91.65 92.81 71.25 80.62 81.88 84.37 92.75 92.26 93.35 94.72

2 Cam 91.08 91.73 92.02 94.64 92.45 93.12 93.76 94.76 76.88 88.13 93.75 94.58 93.25 93.25 94.68 95.58

Table 4.9: Evaluation of MWDL, JTLDL and HTLDL for the recognition rate on “large-
baseline” evaluation of BMW

`11`12/`12 MWDL JTLDL HTLDL

1 Cam 97.03/95.79 97.10/96.73 98.24
2 Cam 98.93/97.41 99.14/97.04 100

Furthermore, since the main purpose of the experiment is to validate the recognition

performance of using multiple-view testing images, we do not include the redundant multiple

views in the training set.

The BMW set also provides three feature modalities: SIFT, SURF and CHoG [24] for all

images. SURF and CHoG are variants of SIFT, which are more suitable for deployment on

mobile camera platforms. These features are robust to the viewpoint variance, clutter and

occlusion.

Like [130, 129] we use 8 images from all the even vantage points from the central camera

for training model variables and test the method on the other cameras. Same as [129], we

evaluate the recognition performance using one camera (i.e., Cam 2) and two cameras (i.e.,

Cam 1 and Cam 2). We compare JTLDL and HTLDL with state-of-the-art DL methods

like SDL [78], LC-KSVD [77], TDL [104] and sparse PCA [129] in Table 4.8 and Table 4.9.

We assign 8 atoms per class that leads to p = 160 atoms in all the settings. We report

performance of other methods for single feature (SIFT, SURF and CHoG) and for multimodal

setting under the `11. We report JTLDL and MWDL when all three are available under

`11`12/`12 which corresponds to λ2 > 0/λ2 = 0. We did not report JTLDL or HTLDL for
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Figure 4.5: Check watch action sample from the IXMAS dataset [183]. Each action is
viewed by 5 cameras (M = 5).

one feature because, it exploits correlation between different sources and when only one

source is available it is equivalent to LC-KSVD.

The result shows that HTLDL, MWDL outperform other methods in one camera and

two cameras setup by more than 2.3% and 3.35%, respectively. Also, SDL and LCKSVD

cannot generate discriminative dictionaries when extra information from multiple cameras

is present with the same number of atoms, and they need more atoms when the amount of

training data increases. However, MWDL and JTLDL successfully generates discriminative

dictionaries of the same size when more data is made available. Moreover, robust fusion using

`11`12 achieves superior result and increases the accuracy more than 1.4% in both scenarios.

For all the methods in Table 4.8, decision-level fusion using `11 enhances the classification

accuracy. However, our proposed fusion, which is designed to exploit feature-level fusion,

outperforms decision-level fusion with other methods. This demonstrates the superiority of

fusion at the feature level over fusion at the decision level.

4.8.5 Multi-View Action Recognition

The same action may seem quite different if viewed by various cameras from different angles.

That is why action recognition across Camera views is a challenging task and an active area of

research in computer vision. Human action recognition is an essential task to many real-world

applications, such as visual surveillance, video retrieval, and human-computer interaction.

Most of the methods assume all the actions are captured for training and testing from the

same camera view, which is may not be the case most of the time. In practice, the same
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Table 4.10: Multiview action recognition on the IXMAS (%)

Methods Accuracy Methods Accuracy

STDL [104] 91.9 Wang et al. [180] 87.8
LCKSVD [77] 87.5 Tran et al. [177] 80.2
JSRC 93.6 LDL [195] 88.4
MWDL 96.1 HTLDL 97.2
JTLDL`12 92.5 JTLDL`11`12 95.6

action can be hard to recognize from a different angle, because the magnitude of variations of

action characteristics, which discriminates one action from the others, may be even smaller

than the variation originated by the change of viewpoints.

Dataset. We test our approach based on the IXMAS [183] multiple views action dataset.

It includes 11 categories of daily actions: check watch, cross arms, scratch head, sit down,

get up, turn around, walk, wave, punch, kick, and pick up. Ten actors performed each action

three times. There are five cameras, four side views and one top view that are considered

as modalities in this experiment. A multimodal sample of the IXMAS dataset is shown in

Fig. (4.5). Following [183, 177, 180] leave-one-actor-out cross validation is performed and

samples from all five views are used for training and testing. We extract dense trajectories

from all samples using the code provided by [180]. Then, following [55] using k-means we

made a code-book of 2000 words from a random subset of all the trajectories.

We consider 4 atoms per class, which leads to 44 atoms per view. However, the

performance of JSRC in Table 4.10 is reported for a view-specific dictionary with all the

training samples, i.e. p = 297. Also, the method in [180] besides dense trajectories,

exploits three descriptors of motion boundary histograms (MBH), histogram of flow (HoF)

and histogram of gradients (HoG), while we only use dense trajectories in HTLDL, JTLDL

and MWDL.

The results show that MWDL outperforms competing methods more than 3% and

enhances LDL with 7.0%. The performance of JTLDL is reported once without `11 as

JTLDL`12 and once as the joint `11`12. The results show that JTLDL that exploits feature
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fusion and classifier fusion outperforms other methods. Specially, JTLDL enhances LCKSVD

by more than 4.0%. Also, JTLDL`11`12 gets superior results compared to the JTLDL`12 .

Table 4.10 demonstrates that MWDL and JTLDL`12 outperforms JSRC and LDL. It

shows that feature-fusion by applying structured norm in space of sparse codes generates

more discriminative features. Plus, JTLDL`12 , MWDL, HTLDL using only dense trajectories

outperforms Wang et al. [180] with more than 6.7%. This demonstrates that the sparse

codes generated in a multi-modal multi-task data-driven scheme are more distinctive than

the hand-designed features of MBH, HoF and HoG. In addition, HTLDL with tree-structure

achieves the best performance with 1.1% higher classification accuracy than the second best

approach MWDL.

4.9 Conclusion

Multiview object and action recognition in the sparsity scheme was studied and a method

proposed to learn a supervised dictionary and classifier while obtaining multimodal sparse

representations of each sample using a joint sparsity model. The imposed joint sparsity

enabled the algorithm to fuse information at the feature level by forcing each modality’s

sparse codes to have a similar structure within each class and at the decision level by

augmenting the classifier decisions. We investigate the stability issue of fusion using `12

regularization and provide an exact solution for robust feature fusion using `11`12 while

simultaneously learning dictionary and classifier. JTLDL is able to learn reconstructive and

discriminative dictionaries because it learns modality-based dictionaries such that the same

subset of dictionary items from different modalities represent each certain class and also

promotes learning dictionaries which are incoherent between classes in each modality. The

experimental results demonstrate that the proposed method outperforms state-of-the-art

dictionary learning methods in the challenging scenarios of multi-view object and multi-view

action recognition.

In this Chapter, we presented a new method for learning multimodal dictionaries while

multimodal sparse representations are forced to share the same sparsity patterns at the atom
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level of modality-based dictionaries using `1,2 regularization. The imposed joint sparsity

model enabled algorithm to fuse information in feature-level and it can be easily extended to

include augmenting the decision of modalities. To obtain discriminative dictionary suitable

for classification task in each feature modality, relationship between dictionary atoms and

class labels is defined as a weight matrix. The solution to the optimization problem is

designed to jointly solve multimodal dictionaries, multimodal weights and multimodal sparse

codes. The weights are updated adaptively in order to decrease the correlation between

atoms of the modality-base dictionary, while sparse representation of different modalities of

same class are obtained with high correlation. The solution provides a compact with small

number of atoms dictionary in each modality that is suitable for discrimination task. The

experimental results demonstrated that the proposed method outperforms state-of-the-art

dictionary learning methods in most challenging scenarios.

Supervised dictionary learning can be divided into three categories based on the

predefined relation between dictionary elements and class labels in the data:

• all-against-all or shared dictionary learning which each atom may represent all classes,

• one-against-all or class-specific dictionary learning that each dictionary element is

assigned to only a single class,

• hybrid dictionary learning that is a combination of all-against-all and one-against-all.

In the first category, a dictionary is obtained in a data-driven scheme to be able to

reconstruction input data independent of its label, while simultaneously, a discriminative

regularization enforces the generated decomposition coefficients in the space of sparse codes

to be discriminative between classes [104, 206, 77, 111, 71]. Often, these methods can be

summarized as learning a dictionary shared among all classes and a classifier over sparse

representation. On a bright side, these methods provide a compact dictionary with a small

number of atoms and as a result, the estimation of the sparse representation would be faster

in the testing phase. However, no class-specific representation residuals can be used, and

there is no guarantee about the relation between atoms and classes.
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In the one-against-all dictionary learning, for each class, a dictionary is learned which

is optimal to reconstruct that specific class ( it does not have any information about other

classes). In this scenario, we know the label of each atom inside the dictionary. However, the

obtained class-specific dictionaries are blind to information about other classes [107, 196, 197,

147]. Since each dictionary only captures information of one specific class, the classification

can be done using the reconstruction error of each class-specific dictionary. However, the

methods in this scenario do not consider the possible correlation between the classes and they

do not bother themselves to learn dictionaries based on the information that discriminates

classes from each other. Furthermore, to get a good classification accuracy, these methods

need to have a large number of atoms for each class.

Recently, some studies are done on a combination of one-against-all and all-against-all

to come up with a method that has advantages of the both schemes [158, 215, 89]. The

dictionary learning method in this scheme is not trivial. The algorithm should be designed

in a way that the shared and private parts of the dictionary can capture the underlying

information in the data. In both of the two schemes, the relation between class labels

and each atom is predefined. However, in our method, this connection is updated in each

iteration, while the link is enforced to be supported from all modalities.
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Chapter 5

Conclusions and Future Work

This Chapter summarizes the study observations and discusses possible improvements for

future research. We briefly go over the key concepts.

• Modality. In various scenarios, information about the same phenomenon or event

can be obtained from different types of detectors, at various conditions or in multiple

experiments or subjects. Each such acquisition framework is a modality of the

phenomena. Due to the complex and rich relation between the modalities of multimodal

phenomena, a single modality cannot describe the event of interest. The fact that

several modalities report on the same event introduces new challenges that are beyond

degrees of freedom related to exploiting each modality separately.

• Representation Learning. Our intuition is to find a proper representation for the

multimodal data. Such data is seen from multiple modalities (sensors). We intend to

extract a discriminative representation of the multimodal data that leads to finding

easier its essential characteristics in the subsequent analysis step, e.g., regression and

classification. In other words, using sensor fusion techniques, we obtain a discriminative

representation for the multimodal data so that a better classification performance can

be achieved compared to the case where individual modalities are utilized.
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• Key Factor in Multimodal Representation. In the context of multimodal data

analysis, the term “modality configuration” describes the correlation (relation) between

different modalities that acquire information from the phenomenon. This information

is vital for our goal, because it determines how strong is the coupling structure between

modalities. That is why, we believe the key to make a representation for multimodal

data is to figure out the fusion structure between modalities, a task which usually

called fusion architecture. We use this modality configuration as a high-order prior

information and formulate the a priori known coupling between modalities in the

particular signal representation of sparse coding.

• Why Regularization. The method should be designed so that it can successfully

generalize the unseen and new data; that is to make sure that the model does not

suffer from the overfitting problem. It can occur due to a large number of basis or a

small number of training samples. The prior information about the data or the form

of the solution leads to the concept of regularization that show promising to deal with

the overfitting problem.

• Why Sparsity Regularization. A simple a priori model is to assume the solution

to be sparse. This bias towards sparsity can emerge in two scenarios: First, we know

that the problem at hand has a sparse solution, or in the absence of sparsity prior

information, our interest lies in seeking a simple reasoning for the task that is easy to

interpret and has a low processing complexity. This is known as sparsity and can be

assumed as selecting a small number of parameters to solve the problems.

• Motivation of Dictionary Learning. the sparse coding objective function only

cares about reconstructing the input well, and does not attempt to make sparse codes

useful as input for any particular task; hence, dictionary should be modified through

online stochastic gradient descent to make sparse codes more useful for prediction.

• Our Framework: We designed a framework based on matrix factorization that

connects the data modalities through a latent factors space. We formulate a unifying
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framework that extracts the common structure of all the modalities, while at the same

time can map one representation in an alternative space. In our latent factor model, the

correlation between modalities directly depends on the modality configuration that we

found before. Intuitively, we say that modalities have the same underlying semantics

in the latent space. We target learning cross-modality correlations while at the same

time try preventing unwanted co-adaptations between data modalities. This is critical

to make the representation robust to missing signals and signal corruption.

Our future research lies in three main aspects.

• So far, we only consider supervised multimodal dictionary learning when grouping

between modalities are either partitions of the set {1, . . . , p}, and they do not overlap,

or, they are hierarchically related in a tree-structure. We intend to extend the proposed

methods by relaxing this constraint and allow the groups to be hierarchically correlated

with a tree structure that is estimated from the data. In other words, instead of hand-

coded tree-structure, the optimization solution provides the tree-structure that fits the

data.

• We limit ourselves to the groups that are hierarchically related, i.e. the groups are

intersection closed. In future work, we intend to relax this constraint to union closed

grouping and evaluate its performance for various recognition tasks.

• We limit regularization over dictionary atoms to only consider unit-norm ball. In our

future work, we extend the proposed optimization to apply norm-based regularization

on rows and/or columns of dictionary so that a better more accurate structure can be

obtained.
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