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Abstract

In this paper we consider the problem of existence of hypersurfaces with prescribed

curvature in hyperbolic space. We use the upper half-space model of hyperbolic

space. The hypersurfaces we consider are given as graphs of positive functions on

some domain Ω ∈ Rn satisfying equations of form

f(A) = f(κ1, . . . , κn) = ψ,

where A is the second fundamental form of a hypersurface, f(A) is a smooth sym-

metric function of the eigenvalues of A and ψ is a function of position. If we impose

certain conditions on f and ψ, the above equation can be treated as an elliptic, fully

non-linear partial differential equation

G(D2u,Du, u) = ψ(x, u).

We then derive an existence result for the corresponding Dirichlet problem.
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List of Symbols and Abbreviations

• Rn: Euclidean space with points (x1, . . . , xn), xi ∈ R. In this paper n > 2. If

x ∈ Rn, |x| = (x2
1 + · · ·+ x2

n)
1/2

.

• If x = (x1, . . . , xn) ∈ Rn and y = (y1, . . . , yn) ∈ Rn, denote

x⊗ y =


x1y1 x1y2 . . . x1yn

x2y1 x2y2 . . . x2yn

...
...

xny1 xny2 . . . xnyn

 .

Note that x⊗ x is positive semi-definite for all x ∈ Rn.

• ∂S: boundary of set S. S̄: closure of S.

• Ω: an open, connected and bounded subset of Rn.

• S1 b S2: S̄1 ⊂ S2 and S̄1 compact.

• If u : Ω ⊆ Rn → R is a smooth function, then ui = Diu = ∂iu = ∂u
∂xi

, uij =

Diju = ∂iju = ∂2u
∂xi∂xj

, etc. Du = (u1, . . . , un) is the gradient of u. |Du| =

(u2
1 + · · ·+ u2

n)
1/2

. D2u = [uij] is the Hessian matrix of second derivatives of u.

We then denote

|D2u| = ‖D2u‖2 = max{|λ1|, . . . , |λn|},

where {λ1, . . . , λn} is the set of eigenvalues of D2u. The above relation holds

because D2u is symmetric.

• If β = (β1, . . . , βn), βi ∈ N, define |β| =
∑n

i=1 βi and

Dβu =
∂|β|u

∂xβ1

1 · · · ∂xβn
n

.

Derivative of u of order k is any derivative Dβu with |β| = k.
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• C0(Ω): the set of continuous functions on Ω. Ck(Ω): the set of functions having

all derivatives of order 6 k continuous in Ω. Ck(Ω̄): the set of functions from

Ck(Ω) all of whose derivatives of order 6 k have continuous extension to Ω̄.

• Define for 0 < α 6 1

[f ]Cα(Ω) = sup
x,y∈Ω
x 6=y

|f(x)− f(y)|
|x− y|α

.

If [f ]Cα(Ω) is finite, we say that f is uniformly Hölder continuous with exponent

α in Ω. If f is uniformly Hölder continuous in every compact subset of Ω, we

say that f is locally Hölder continuous in Ω.

• Ck,α(Ω̄): the space of functions in Ck(Ω̄) whose k-th order partial derivatives

are uniformly Hölder continuous with exponent α in Ω.

• Ck,α(Ω): the space of functions in Ck(Ω) whose k-th order partial derivatives

are locally Hölder continuous with exponent α in Ω.

• Ck,0(Ω) = Ck(Ω) and Ck,0(Ω̄) = Ck(Ω̄).

• Set

[u]Ck,0(Ω) = sup
Ω
|Dku| = sup

|β|=k

sup
Ω
|Dβu|

[u]Ck,α(Ω) = sup
|β|=k

[Dβu]Cα(Ω)

|u|Ck(Ω̄) =
n∑

j=0

[u]Cj,0(Ω)

|u|Ck,α(Ω̄) = |u|Ck(Ω̄) + [u]Ck,α(Ω).

The spaces
(
Ck(Ω̄), | · |Ck(Ω̄)

)
and

(
Ck,α(Ω̄), | · |Ck,α(Ω̄)

)
are Banach spaces.

• The Laplacian of u ∈ C2(Ω) is defined by

∆u =
n∑

i=1

uii.
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• We will often omit the limits of summation. In particular,

∑
i

means
n∑

i=1

,
∑
i,j

means
n∑

i=1

n∑
j=1

, etc.
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1 Introduction

The question of existence of hypersurfaces of prescribed curvature is an important

problem in differential geometry. It is often stated as a problem of finding a hyper-

surface M satisfying the equation

(1.1) f(κ[M]) = ψ,

where f is a smooth symmetric function, κ[M] is a vector of principal curvatures

of M and ψ is a function of position (or of position and normal vector). Usually

there are also some boundary conditions imposed on M. Hypersurfaces of prescribed

mean curvature satisfy (1.1) with f(κ1, . . . , κn) = κ1 + · · · + κn, while hypersurfaces

of prescribed Gauss-Kronecker curvature satisfy (1.1) with f(κ1, . . . , κn) = κ1 · · ·κn,

where κ[M] = (κ1, . . . , κn) and ψ is suitably chosen.

The problem (1.1) has been studied in many different settings. Recent develop-

ments in the theory of Monge-Ampère equations (see Caffarelli, Nirenberg, Spruck [1],

Guan and Spruck [7], Guan [6]) allowed to study the problem of existence of hyper-

surfaces of constant Gauss-Kronecker curvature (so called K-hypersurfaces). Guan

and Spruck [7] and Guan [5] considered the problem of existence of K-hypersurfaces

(with K > 0) which span a given closed codimension 2 embedded submanifold. The

hypersurfaces can be represented as radial graphs over a domain Ω ⊂ Sn, where Sn is

the unit sphere. In [9] Guan and Spruck proved that if Γ is a boundary of a suitable

locally convex hypersurface which is C2 and locally strictly convex along its bound-

ary, then Γ is also a boundary of a locally convex K-hypersurface for any K > 0.

Trudinger and Wang also obtained a similar existence result for K > 0 in [19].

In [3], Caffarelli, Nirenberg, and Spruck obtained an existence result for a broad

class of functions f by studying surfaces that are graphs on a strictly convex domain Ω.

Guan and Spruck [10] studied a similar problem without the assumption of convexity

of Ω but with more restrictions on f .

In this paper we will consider (1.1) for κ = (κ1, . . . , κn) being a vector of principal

curvatures in hyperbolic space. We will use the upper half-space model, i.e., let

Hn+1 = {(x, y) ∈ Rn × R : y > 0}

1



be equipped with the metric

ds2 =
dx2 + dy2

y2
.

Also denote

∂∞Hn+1 = {(x, 0) : x ∈ Rn} .

In this setting the problem of finding K-hypersurfaces was considered by Rosen-

berg and Spruck [15] who showed the existence of complete smoothly embedded K-

hypersurfaces (−1 < K < 0) with the boundary Γ ⊂ ∂∞Hn+1, where Γ is a smooth

(n− 1)-dimensional submanifold.

Nelli and Spruck [14] studied constant mean curvature surfaces with the asymp-

totic boundary Γ ⊂ ∂∞Hn+1 and proved that if Γ is mean convex, then Γ is an

asymptotic boundary of a complete hypersurface in Hn+1 of constant mean curvature

H with 0 < H < 1, which can be represented as a graph of a C2,α function u(x)

over a domain Ω. Guan and Spruck [8] extended this result to H ∈ (−1, 1) and star

shaped domains Ω. In their case the surface can be represented as a radial graph over

the upper hemisphere.

We will attempt to prove an existence result that is similar to [3] and [10], but

is applied to hyperbolic space Hn+1. The hypersurfaces we will consider are given as

graphs of positive functions u on some domain Ω ⊂ ∂∞Hn+1 with smooth boundary

and u = ε on ∂Ω, where ε is a positive constant. Then (1.1) will be treated as an

elliptic fully non-linear Dirichlet problem that can be investigated using the standard

elliptic theory.

Specifically, let

Γ+
n = {λ = (λ1, . . . , λn) ∈ Rn : λi > 0 for all 1 6 i 6 n}

and let f ∈ C∞(Γ+
n )∩C0(Γ̄+

n ) be a symmetric function satisfying the following struc-

ture conditions

fi(λ) ≡ ∂f

∂λi

(λ) > 0 in Γ+
n , 1 6 i 6 n,(1.2)

f is concave,(1.3)

f > 0 in Γ+
n .(1.4)

2



In addition we assume that for any given constants ψ1 > ψ0 > 0 there exists σ0 > 0

with

(1.5)
∑

i

fiλi > σ0 on
{
λ ∈ Γ+

n : ψ0 6 f(λ) 6 ψ1

}
.

Suppose also that for every c > 0 and every compact set E ⊂ Γ+
n there exists R =

R(E, c) > 0 such that

(1.6) f(λ1, . . . , λn−1, λn +R) > c ∀λ ∈ E

and

(1.7) f(Rλ) > c ∀λ ∈ E.

We also assume that f is normalized so that

(1.8) f(1, 1, . . . , 1) = 1.

It is possible to show (see [2]) that functions of form

(1.9) f (k)(κ1, . . . , κn) = bkSk(κ1, . . . , κn)1/k,

where Sk is the k-th elementary symmetric function given by

Sk(κ1, . . . , κn) =
∑

16i1<···<ik6n

κi1 · · ·κik

and bk = Sk(1, . . . , 1)−1/k, satisfy all conditions (1.2)–(1.8). However in this paper we

will impose two additional conditions on f that are necessary to prove the a priori

bounds in sections 2 and 3. Specifically, we assume that

f = 0 on ∂Γ+
n ,(1.10)

3



and for any given constants 0 < ψ0 6 ψ1 there exists A > 0 such that

∑
i

fi 6 A on
{
λ ∈ Γ+

n : ψ0 6 f(λ) 6 ψ1

}
.(1.11)

The conditions (1.10) and (1.11) limit the class of functions that our result applies

to. In particular functions f (k) defined in (1.9) do not satisfy (1.10) and (1.11). The

condition (1.11) is used only in derivation of the global second derivative bounds and

may possibly be dropped if a better method of estimation is found. The condition

(1.10) is used in deriving the boundary estimates for second derivatives and is also

used for gradient estimates (however in the case of gradient estimates (1.10) can be

replaced with some milder condition that f (k) satisfy). The question of whether it is

possible to avoid (1.10) and (1.11) will be therefore posed as an open problem.

The following lemma (partially taken from [2]) will be used in the statement of

our main result and so it is placed in this section.

Lemma 1.1. Suppose that f satisfies (1.3), (1.4), and (1.10). Then for any ψ0 > 0

there exists a δ > 0 such that

n∑
i=1

κi > δ in the set T = {κ ∈ Γ+
n : f(κ) > ψ0}.

Moreover if 0 < H0 < δ/n, we have

ψ0 > f(H0, . . . , H0).

Proof. It is easy to see that the set T is closed, convex and symmetric in κ. Therefore

(by (1.10)) there is a unique point (b, . . . , b) ∈ T that is the closest to the origin. Set

δ = nb. To show the second part of the lemma let us suppose that f(H0, . . . , H0) > ψ0.

Then (H0, . . . , H0) ∈ T and therefore (b, . . . , b) is not the closest point to the origin.

Contradiction.

Let then H0 be any fixed positive constant such that

(1.12) 0 < H0 < δ/n,

4



where δ is the constant from Lemma 1.1. The upper bound on H0 depends only on

f and ψ0.

Let Ω ⊂ Rn be a bounded domain with C∞ boundary. We will associate with Ω

the quantity rΩ defined in the following way. For every x ∈ ∂Ω define r(x) to be the

least upper bound of radii of closed balls B such that B ∩ Ω̄ = {x}. Then define

(1.13) rΩ = inf
x∈∂Ω

r(x).

Because Ω̄ is compact and has C∞ boundary, it follows that rΩ > 0. If Ω is convex,

rΩ = ∞.

Now let

A = A(Ω) =
{
u ∈ C∞(Ω̄) : u > 0 and(

κ1[u](x), . . . , κn[u](x)
)
∈ Γ+

n for all x ∈ Ω̄
}
,

where (κ1[u], . . . , κn[u]) denotes the vector of principal hyperbolic curvatures of the

graph of u. The elements of A are called admissible functions.

The relationship between the hyperbolic curvatures κi and the Euclidean curva-

tures κE
i is given by:

(1.14) κi = xn+1κ
E
i +

1

w
= xn+1κ

E
i + ν · en+1, 1 6 i 6 n,

where w =
√

1 + |Du|2, ν is the unit upper normal to the graph of u and en+1 is the

(n + 1)st coordinate vector (see [8]). Since the Euclidean principal curvatures of the

graph of u ∈ A are the eigenvalues of the matrix [aij], where

(1.15) aij =
1

w

n∑
k,l=1

γikuklγ
lj, γik = δik −

uiuk

w(1 + w)
,

it follows that the hyperbolic principal curvatures are the eigenvalues of [hij], where

(1.16) hij =
1

w

n∑
k,l=1

γikvklγ
lj, vkl = uukl + ukul + δkl.

5



If we set

(1.17) v =
1

2
u2(x) +

1

2
|x− x0|2

for some x0 ∈ Ω̄, it is easy to see that

(1.18) vkl(x) =
∂2

∂xk∂xl

v(x).

If u ∈ A, the matrix [hij] is positive definite and therefore v is a convex function.

Now let ψ0 and ψ1 be two fixed constants satisfying 0 < ψ0 6 ψ1 < 1 and let

ψ ∈ C∞(Ω̄× (0,∞)
)

be a smooth function such that ψ0 6 ψ 6 ψ1 in Ω̄× (0,∞). We

will consider the following Dirichlet problem:

(1.19)
f(κ[u]) = ψ(x, u) in Ω,

u = ε on ∂Ω,

where ε > 0 and u ∈ A. Any solution of (1.19) is a function whose graph is a surface

with its hyperbolic curvature being prescribed by the relationship f(κ) = ψ. Notice

that the quantities σ0 from (1.5), A from (1.11), δ from Lemma 1.1, and H0 from

(1.12) are now fixed as they only depend on f and ψ.

We will sometimes use a different representation of (1.19). Let S+ be the set of

positive definite n× n symmetric matrices. We can define a function F : S+ → R as

(1.20) F (H) = f(λ(H)) for all H ∈ S+,

where λ(H) is the vector of eigenvalues of H. The properties of f ensure that F is

well defined. Denote

(1.21) F ij(H) =
∂F

∂hij

(H), F ij,kl(H) =
∂2F

∂hijhkl

(H),

where H = [hij]. Then, from [10] and [17], we have

• F is a concave function on S+;

• [F ij(H)] is a positive definite matrix with eigenvalues fi = ∂f
∂κi

;

6



• when H is diagonal, F ij = fiδij;

•
∑

i,j F
ij(H)hij =

∑
i fiκi;

•
∑

i,j F
ij
∑

k hikhkj =
∑

i fiκ
2
i ,

assuming that (κ1, . . . , κn) is the vector of eigenvalues of H. Then (1.19) can be

written as

(1.22)
G(D2u,Du, u) = F ([hij]) = f(λ([hij])) = ψ(x, u) in Ω,

u = ε on ∂Ω,

where G(r, p, z) is a C∞ function induced by F defined on a subset of Rn×n×Rn×R.

G is a concave function of r and the operator

(1.23) G[u] = G(D2u,Du, u, x) = G(D2u,Du, u)− ψ(x, u)

is elliptic with respect to u. We can therefore use the standard elliptic theory to

investigate the question of solvability of (1.19).

The most basic method of deriving existence results in non-linear elliptic theory is

the continuity method. From [4] we have the following theorem (with G = G(r, p, z, x)

being a non-linear elliptic operator like the one defined in (1.23))

Theorem 1.2. Let Ω be a bounded domain in Rn with boundary ∂Ω ∈ C2,α, 0 < α <

1, U an open subset of the space C2,α(Ω̄) and φ a function in U. Set E = {u ∈ U :

G[u] = σG[φ] for some σ ∈ [0, 1], u = φ on ∂Ω} and suppose that

1. G is strictly elliptic in Ω for each u ∈ E;

2. Gz(D2u,Du, u, x) 6 0 for each u ∈ E;

3. E is bounded in C2,α(Ω̄);

4. Ē ⊂ U.

Then the Dirichlet problem, G[u] = 0 in Ω, u = φ on ∂Ω is solvable in U.

7



Theorem 1.2 reduces the problem of existence to establishing the a priori C2,α

bounds for the solutions of the Dirichlet problem (i.e., one needs to show that the

condition 3 in the theorem holds). Such bounds will be derived in section 2. Un-

fortunately in our case we cannot apply Theorem 1.2 directly because the condition

2 is not satisfied. In order to overcome this difficulty we investigate in section 3 a

parametrized problem (3.2). We can then apply the continuity method to determine

the solvability of (3.2) and this result (together with Ck,α estimates) can then be used

with Leray-Schauder degree method to deal with the original problem (see section 4).

The main result of the paper is the following theorem.

Theorem 1.3. Suppose that the conditions (1.2)–(1.8) together with (1.10) and (1.11)

are satisfied. Then the problem (1.19) has a solution u ∈ C∞(Ω̄) for any ε > 0

provided that ε < rΩH0, where H0 and rΩ are defined in (1.12) and (1.13) respectively.

Note that if rΩ = ∞, the problem (1.19) has a solution for all ε > 0.

The conditions (1.10) and (1.11) imposed on f limit the class of problems that

Theorem 1.3 can be applied. We can sometimes modify (1.9) using some cutoff

functions. For example, let

f(λ1, . . . , λn) = B [(λ1 + · · ·+ λn) · ζ(λ1) · · · ζ(λn)]1/(n+1) ,

where B > 0 is a scaling constant and ζ(t) is suitably chosen cutoff function (e.g.,

ζ(t) = 1− e−t). Then (1.19) has a solution for the above f .

Another problem is the dependence of the bounds on ε as ε → 0. Without this

dependence we could consider a family of solutions {uε ∈ A : ε > 0}, where uε

is a solution of (1.19) for a given ε > 0. We would then be able to extract some

uniformly convergent sequence uεn , where εn → 0, and this way deduce the existence

of complete hypersurfaces with prescribed asymptotic behavior at infinity.

The advantage of the methods presented in this paper is that they do not make

any assumptions about the domain Ω (other than being smooth and bounded). The

condition (1.11) could possibly be dropped with a more careful estimation of |D2u|
and with no changes made to the rest of the paper. This would permit functions

like f (n). The dependence on ε is however much harder to avoid and may require

developing new methods to attack this difficulty.

8



2 A priori estimates

2.1 Preliminary results

In this subsection we will derive the most basic results that will only require conditions

(1.2)–(1.4) and (1.8) to hold.

Lemma 2.1. Suppose that u ∈ A satisfies (1.19). Then u does not have a local

minimum in Ω. In particular, u > ε in Ω.

Proof. Suppose that u has a local minimum at x0 ∈ Ω. Then κE
i [u](x0) > 0 for all

1 6 i 6 n and

1

u

[
κi[u](x0)−

1

w

]
> 0

κi[u](x0) > 1 for all 1 6 i 6 n.

But this means f(κ[u]) > f(1, . . . , 1) = 1 > ψ(x0, u) = f(κ[u]) – contradiction.

Lemma 2.2. Let u ∈ A be a solution of (1.19). Then

ε 6 u 6
√
ε2 + (diam Ω)2 in Ω̄.

Proof. Let v be the function defined in (1.17). Therefore by convexity of v

u2 6 2v 6 2 sup
∂Ω

v 6 ε2 + (diam Ω)2.

Lemma 2.3 below is a type of maximum principle.

Lemma 2.3. Let Ω′ ⊂ Ω be an open domain and let u, v ∈ A(Ω′). Suppose also that

u 6 v on ∂Ω′ and f(κ[v]) < f(κ[u]) in Ω′. If v − u has a local minimum at x0 ∈ Ω′,

then v(x0) 6= u(x0).

Proof. Since f is a symmetric function, we can assume that the curvatures of u and

v are ordered at x0, i.e.,

κE
1 [u] 6 · · · 6 κE

n [u] and κE
1 [v] 6 · · · 6 κE

n [v].

9



At x0 we have:

κE
i [v](x0) > κE

i [u](x0)

1

v

[
κi[v](x0)−

1√
|Dv|2 + 1

]
>

1

u

[
κi[u](x0)−

1√
|Du|2 + 1

]
.

Suppose that u(x0) = v(x0). Then (because Du(x0) = Dv(x0))

κi[v](x0) > κi[u](x0) for all i,

so f(κ[v](x0)) > f(κ[u](x0)) – contradiction.

2.2 Gradient estimates

Now we will derive an a priori global gradient estimate for the solutions of (1.19).

The condition (1.11) is not used in this subsection.

Let u ∈ A be a solution of (1.19). Denote

Σ = {(x1, . . . , xn, u(x1, . . . , xn)) : (x1, . . . , xn) ∈ Ω}(2.1)

and

Ωε = {(x1, . . . , xn, ε) : (x1, . . . , xn) ∈ Ω}.(2.2)

Lemma 2.4. Let 0 < H1 < 1 be such that ψ1 < f(H1, . . . , H1) < f(1, . . . , 1) and let

x0 ∈ Ω. Then

u(x0) >
εH1 +

√
ε2 + dist(x0, ∂Ω)2(1−H2

1 )

1 +H1

> dist(x0, ∂Ω)

√
1−H1

1 +H1

.

Proof. Consider a ball B of radius R centered at (x0,−H1R), where R > 0. Then

B ∩ {x : xn+1 > 0} can be represented as a graph whose principal hyperbolic

curvatures (with respect to the outer normal) are all equal to H1. Suppose that

initially R is small enough so that the ball B is under the graph of u and also

B ∩ {x : xn+1 = ε} ⊂ Ω̄ε. Then we can start increasing R and by Lemma 2.3, B

10



cannot touch the graph of u inside Ω. Therefore if we take R satisfying

(2.3) (H1R + ε)2 + dist(x0, ∂Ω)2 = R2,

we get the following estimate:

u(x0) > (1−H1)R.

Solving (2.3) for R we get the desired result.

Lemma 2.5. Let B be a ball in Rn+1 of radius R centered at a = (a′, H0R) where

a′ /∈ Ω̄ and dist(a′, ∂Ω) > ε/H0. If B ∩ Ωε = ∅, then B ∩ Σ = ∅.

Proof. B ∩ {x : 0 < xn+1 < H0R} can be represented as a graph whose principal

hyperbolic curvatures are all equal to H0. Suppose that B ∩Ωε = ∅ and B ∩Σ 6= ∅.

Let us decrease R so that B ∩Σ = ∅. We can then reverse this process and continue

increasing R until B touches Σ at some point (x0, u(x0)). Then B can be locally

represented as a graph of some function v ∈ C2 in a neighborhood Ωx0 ⊂ Ω of x0.

We also have u(x0) = v(x0), v > u on ∂Ωx0 , f(κ[v]) < f(κ[u]) in Ωx0 . But this

contradicts Lemma 2.3 (we apply Lemma 2.3 with Ω′ = Ωx0).

Let rΩ be defined by (1.13). Suppose first that rΩ < ∞ and let R > 0 be such

that R2 = r2
Ω + (H0R− ε)2.

Lemma 2.6. If ε < rΩH0, then

w 6
R

H0R− ε
on ∂Ω.

Proof. Let x0 ∈ ∂Ω and denote by ν(x0) the inner unit normal vector to ∂Ω at x0.

Consider a ball B(a,R) of radius R centered at a = (x0−rΩν,H0R), where R satisfies

the equation R2 = r2
Ω + (H0R− ε)2. Then by Lemma 2.5 the graph of u cannot touch

the ball B(a,R). Near x0, B can be represented as a graph of a function v such that

u(x0) = v(x0) and u(x0 + tν(x0)) < v(x0 + tν(x0)) for all sufficiently small t > 0. The

result follows from the comparison of the angles that the outer normal vector to Σ̄

and the inner normal to ∂B form at x0 with the hyperplane {xn+1 = ε}.

11



If rΩ = ∞, we can apply the above Lemma to any rΩ > ε/H0 and let rΩ → ∞.

In that case R→∞ and we have the inequality:

w 6
1

H0

.

Lemma 2.7. For any 1 6 i 6 n and x ∈ Ω we have

u|ui(x)| 6 ε sup
∂Ω
|ui|+ 2 diam Ω.

In particular

(2.4) |ui(x)| 6 sup
∂Ω
|ui|+

√
1 +H1

1−H1

2 diam Ω

dist(x, ∂Ω)
.

Proof. Let x0 ∈ Ω and define v as in (1.17). Then by convexity

|vi(x)| 6 sup
∂Ω
|vi| in Ω.

The part (2.4) follows directly from Lemma 2.4.

Note that the bound obtained in (2.4) depends on H1, which can cause problems

if H1 → 1. This situation occurs in section 4. However the estimate (2.4) is not used

to derive the main result, so the dependence on H1 can be ignored.

From Lemmas 2.6 and 2.7 we get a global bound

|Du| 6 C in Ω̄,

where C depends on ε.

2.3 Second derivative estimates

Let u ∈ A be a solution of (1.19). In this subsection we will derive a bound for

|D2u| in Ω̄. We will accomplish it by first reducing the problem of finding a second

derivative bound in Ω̄ to the problem of finding a bound for |D2u| on ∂Ω. Then we

will use certain properties of the Fréchet derivative of an elliptic operator G0[u] =

12



G(D2u,Du, u) to derive the boundary estimates. The derivation of the bounds for

|D2u| will be the only place in section 2 in which we make use of the condition (1.11)

(and all other conditions imposed on f : (1.2)–(1.8), (1.10)).

In order to find a bound for |D2u| inside Ω, we will estimate the maximum of prin-

cipal hyperbolic curvatures in Ω. If v is defined in (1.17) and assuming the gradient

bound derived in the previous section, it will then follow that |D2v| is bounded (be-

cause v is positive definite). A bound on |D2u| derived in this way will unfortunately

depend on 1/u. By Lemma 2.4 we can then get either an interior estimate (although

not a purely interior estimate), or a global estimate that depends on ε. The method

used here is similar to [3, Section 2]. Let

(2.5) τ = 1/w, a =
1

2
min

Ω̄
τ.

Then
1

τ − a
6

1

a
= 2 max

Ω̄
w.

We will estimate

M := sup
Ω,i

(u− ε)β

τ − a
κi[u](x)

for some fixed β > 0. M is achieved at some point x0 = (x0
1, . . . , x

0
n) ∈ Ω̄. If β > 0, x0

is an interior point, i.e., x0 ∈ Ω. If β = 0, we can assume that x0 ∈ Ω, for otherwise

the estimation of M will be reduced to the boundary estimates that are covered later

in this subsection. Set

W = w(x0), U = u(x0).

Then both W and 1/U are bounded from above by C0/ dist(x0, ∂Ω) for some C0 > 0

(see Lemmas 2.4 and 2.7). Alternatively we can treat W and 1/U as bounded from

above by C0/ε. Now let us choose a new coordinate system with the origin at (x0, U)

and coordinate (orthonormal) vectors ε1, . . . , εn+1 such that:

• the hyperplane spanned by ε1, . . . , εn is tangent to the graph of u at x0;

• ε1 is the direction of the maximal principal hyperbolic curvature of u at x0.

Then there is a neighborhood of x0 in which the graph of u can be represented as a

graph of a function y → ũ(y) in the new coordinate system. Let ai = εi · en+1 (en+1

13



is the n+ 1 vector of the old coordinate system). It is easy to see that

an+1 > 0(2.6)

en+1 =
n+1∑
i=0

aiεi(2.7)

n∑
k=1

xkek + u(x)en+1 =
n∑

k=1

ykεk + ũ(y)εn+1 +
n∑

k=1

x0
kek + Uen+1(2.8)

u(x) =
n∑

k=1

akyk + an+1ũ(y) + U.(2.9)

The hyperbolic principal curvatures of ũ are the eigenvalues of [hij] where

hij =
1

w̃

∑
k,l

γ̃ikṽklγ̃
lj

with

w̃ =
√
|Dũ|2 + 1(2.10)

γ̃st = δst −
ũsũt

w̃(1 + w̃)
(2.11)

ṽst =

(
n∑

k=1

akyk + an+1ũ+ U

)
ũst +

(
an+1 −

n∑
k=1

akũk

)
(δst + ũsũt) .

At the origin hij = ṽij and therefore ε1 is an eigenvector of [ṽij]. This gives ṽ1j = 0

for j > 1. By rotating the ε2, . . . , εn, we diagonalize [ṽij] at 0.

Let y = (y1, . . . , yn) be a point in the domain of ũ and let ζ = (ζ1, . . . , ζn+1) be a

unit vector that is tangent to the graph of ũ at y. Then we can express the Euclidean

normal curvature of the graph of ũ in the direction ζ as (see [18])

κE
ζ =

1

w̃

n∑
i,j=1

ũijζiζj.

14



For ζ1 = 1√
1+ũ2

1

ε1 − ũ1√
1+ũ2

1

εn+1 we get

κE
ζ1 =

ũ11

(1 + ũ2
1)w̃

.

The quantity κE
ζ1 is the Euclidean normal curvature in the y1 direction. Now using

(1.14) we can easily derive the formula for the hyperbolic normal curvature in the y1

direction:

κζ1 =
ṽ11

(1 + ũ2
1)w̃

.

Then the function

(2.12) f(y) =
(
∑n

k=1 akyk + an+1ũ+ U − ε)
β

τ − a

ṽ11

(1 + ũ2
1)w̃

,

has its maximum at y = 0 and f(0) = M . log f also assumes the maximum at the

origin, and so its gradient vanishes:

(2.13) β
ai

U − ε
− τi
τ − a

+
ṽ11,i

ṽ11

= 0 for all 1 6 i 6 n.

Also the Hessian matrix is negative definite, therefore (for all 1 6 i 6 n):

(2.14)
βan+1ũii

U − ε
− βa2

i

(U − ε)2
−
(

τi
τ − a

)
i

− ũ2
ii − 2ũ2

1i +
ṽ11,ii

ṽ11

−
ṽ2

11,i

ṽ2
11

6 0.

At the origin we also have

τ =
1

W
= an+1(2.15)

τi =
∂τ

∂yi

= −
∑

j

ajũij = −aiũii(2.16)

τii =
∂2τ

∂y2
i

= −
∑

k ũ
2
ki

W
−
∑

j

ajũiij = −an+1ũ
2
ii −

n∑
j=1

ajũiij(2.17)

hii = ṽii(2.18)

hii,j =
∂hii

∂yj

= ṽii,j(2.19)

15



hii,11 =
∂2hii

∂y2
1

= ṽii,11 − ũ2
11ṽii − 2δi1ũ

2
11ṽ11.(2.20)

Now it remains to find the derivatives of ṽij:

ṽij(0) = Uũij(0) + δijan+1

ṽij,k(0) = akũij + Uũijk − δijakũkk

ṽij,kl(0) = an+1ũklũij + akũijl + alũijk + Uũijkl

− δij
∑

s

asũskl + an+1 (ũikũjl + ũilũjk) .

Therefore

(2.21) ṽ11,ii(0)− ṽii,11(0) = 2aiũ11i − 2a1ũii1 −
∑

s

asũsii +
∑

s

asũs11.

Using the above equalities we have:∑
i

fihii,11 =
∑

i

fi

(
ṽii,11 − ũ2

11ṽii

)
− 2f1ṽ11ũ

2
11

=
∑

i

fi

(
ṽ11,ii − ũ2

11ṽii

)
− 2f1ṽ11ũ

2
11 − 2

∑
i

aifiũ11i

+ 2a1

∑
i

fiũii1 +
∑
i,s

asfiũsii −
∑
i,s

asũs11fi.

Define (at the origin)

(2.22) A =
∑

i

fi, B =
∑

i

fivii =
∑

i

fiκi, D =
n∑

j=1

a2
j .

Then B is bounded from below by a positive constant σ0 (see Condition (1.5)), and

D 6 1. We then have

∑
i

fihii,11 6 ṽ11

∑
i

fi

(
ṽ2

11,i

ṽ2
11

+

(
τi

τ − a

)
i

+ ũ2
ii

+
βa2

i

(U − ε)2
− βan+1ũii

U − ε
− ũ2

11

ṽ11

ṽii

)
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+ 2a1

∑
i

fiũii1 − 2
∑

i

aifiũ11i +
∑
i,s

asfiũiis − A
∑

s

asũs11

= ṽ11

∑
i

fi

((
τi

τ − a

)2

+

(
τi

τ − a

)
i

− 2β
ai

U − ε

τi
τ − a

+ ũ2
ii

+
β(β + 1)a2

i

(U − ε)2
− βan+1ũii

U − ε
− ũ2

11

ṽ11

ṽii

)
+ 2a1

∑
i

fiũii1 − 2
∑

i

aifiũ11i +
∑
i,s

asfiũiis − A
∑

s

asũs11

= ṽ11

∑
i

fi

(
−an+1ũ

2
ii −

∑
j ajũjii

τ − a
+ 2β

ai

U − ε

aiũii

τ − a
+ ũ2

ii

+
β(β + 1)a2

i

(U − ε)2
− βan+1ũii

U − ε
− ũ2

11

ṽ11

ṽii

)
+ 2a1

∑
i

fiũii1 − 2
∑

i

aifiũ11i +
∑
i,s

asfiũiis − A
∑

s

asũs11

Now denote (for 1 6 j 6 n)

ψ̃j(y) =
∂

∂yj

ψ(x, u(x)), ψ̃ij(y) =
∂2

∂yi∂yj

ψ(x, u(x)).

It is easy to see that |ψ̃j(0)| 6 C1 and |ψ̃11(0)| 6 C1(1 + ṽ11) for some C1 dependent

on 1/U . We will now differentiate the equation

F ([hij]) = ψ(x, u(x))

with respect to yk: ∑
i,j

F ijhij,k = ψ̃k.

By concavity of F we have

ψ̃11 6
∑
i,j

F ijhij,11.
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Then (at the origin) ∑
i

fivii,k = ψ̃k(2.23) ∑
i

fihii,11 > ψ̃11.(2.24)

and ∑
i

fiũii =
B − Aan+1

U∑
i

fiũiis =
ψ̃s

U
+
Aasṽss − asB

U2∑
s

asũ11s = − ṽ11

∑
s asṽss

U2(τ − a)
+

aDṽ11

U2(τ − a)
− βDṽ11

U(U − ε)
+

∑
s a

2
sṽss

U2
.

We have∑
i

fihii,11 6 − ũ
2
11

ṽ2
11

Bṽ2
11 + ṽ11

[
2β(B − Aτ)

U(U − ε)(τ − a)
+
β(β + 1)A

(U − ε)2

− βτ(B − Aτ)

U(U − ε)
−
∑

j ajψ̃j

U(τ − a)
+

DB

U(τ − a)
+

βAD

U(U − ε)
+

2Aa2
1

U2

+
2B

U2(τ − a)
+

AB

U(U − ε)
+

A

U2

]
+

2a1ψ̃1

U
− 2a2

1B

U2
+

∑
j ajψ̃j

U
.

Assume first that

(2.25)
ũ2

11

ṽ2
11

>
1

4U2
.

Then

U2

B

∑
i

fihii,11 6 − ṽ
2
11

4
+ ṽ11

[
2βU

(U − ε)(τ − a)
+
β(β + 1)AU2

(U − ε)2B
+

βAUτ 2

B(U − ε)
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−
U
∑

j ajψ̃j

B(τ − a)
+

UD

τ − a
+

βADU

B(U − ε)
+

2Aa2
1

B
+

2

τ − a

+
AU

U − ε
+
A

B

]
+

2Ua1ψ̃1

B
− 2a2

1 +
U
∑

j ajψ̃j

B
.

Now by (2.24) we get the following quadratic inequality:

(2.26)
ṽ2

11

4
+M1ṽ11 6 M2,

where the constants M1 and M2 depend on inf B and dist(x0, ∂Ω) and in addition M1

depends on supA. Therefore we have

(2.27) ṽ11 6 C
(
supA, dist(x0, ∂Ω)

)
.

If (2.25) is false, (2.27) still holds, because then∣∣∣∣U ũ11

ṽ11

∣∣∣∣ < 1

2

−1

2
< 1− τ

ṽ11

<
1

2

ṽ11 < 2τ.

The above reasoning leads to the following two lemmas

Lemma 2.8. Suppose that u ∈ A is a solution of (1.19). Then for any Ω′ b Ω,

|D2u| 6 C in Ω′,

where C depends on infx∈Ω′ dist(x, ∂Ω) and does not depend on ε as ε→ 0.

If we set β = 0 in the formula for M , we will get

Lemma 2.9. Suppose that u ∈ A is a solution of (1.19). If M achieves its maximum

inside Ω then

|D2u| 6 C,
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for some C depending on ε.

Before we proceed with the estimation of |D2u| on the boundary we need to state

the following two lemmas.

Lemma 2.10. Consider the n× n symmetric matrix

(2.28) M =



d1 0 0 . . . 0 a1

0 d2 0 . . . 0 a2

...
. . .

...

0 dn−2 0 an−2

0 0 . . . 0 dn−1 an−1

a1 . . . . . . an−2 an−1 a


with d1, . . . , dn−1 fixed, |a| tending to infinity and

|ai| 6 C, 1 6 i 6 n− 1.

Then the eigenvalues λ1, . . . , λn behave like

λα = dα + o(1), 1 6 α 6 n− 1

λn = a
(
1 +O(1/a)

)
,

where the o(1) and O(1/a) are uniform — depending only on d1, . . . , dn−1 and C.

Proof. The proof is given in [2, Lemma 1.2].

Lemma 2.11.

lim
R→∞

G(r +Rq ⊗ q, p, z) = ∞, ∀q ∈ Rn, q 6= 0, ∀(r, p, z) ∈ domain(G), z > 0.

Proof. If r′ ∈ S+ is a positive definite symmetric matrix in Rn×n define

Ĝ(r′, p) = F ([aij]),
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where

aij =
1

w

∑
k,l

γikr′klγ
lj,

w =
√

1 + |p|2, γik = δik −
pipk

w(1 + w)
.

Then it is easy to see that G(r, p, z) = Ĝ(zr+ I + p⊗ p, p) and G(r+Rq⊗ q, p, z) =

Ĝ(r′ +R′q ⊗ q, p), where r′ = zr + I + p⊗ p and R′ = zR. By [10, Lemma 2.2],

lim
R′→∞

Ĝ(r′ +R′q ⊗ q, p) = ∞,

which gives us the desired conclusion.

Now we are ready to estimate |D2u| on the boundary ∂Ω. The method used here

is very similar to [10]. Let x0 ∈ ∂Ω be an arbitrary boundary point and let

(2.29) gij = δij + uiuj γij = δij +
uiuj

1 + w
.

Then [γij] = [γij]−1 and gij =
∑

k γikγkj. Also for δ > 0 denote

Bδ = Bδ(x0) = {x ∈ Rn : |x− x0| < δ}.

Since [gij] is positive definite, there is a constant β > 0 such that

(2.30) [gij] > 4βuI in Ω̄,

where I is the identity matrix. For example we can take

β =
1

4
√
ε2 + (diam Ω)2

.

This is due to the fact that all eigenvalues of [gij] are bigger than or equal to 1 and

due to Lemma 2.2.
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Let C0 > 0 be an arbitrary constant. As in (1.22) denote

(2.31) G
(
D2u,Du, u

)
= F

(
[hij]

)
= f

(
λ
(
[hij]

))
,

where hij is defined by (1.16) and λ
(
[hij]

)
denotes the vector of eigenvalues of [hij].

Let aij be defined in (1.15). Then the Euclidean curvatures κE
i [u] are the eigenvalues

of [aij].

By concavity of f and the fact that f(0, . . . , 0) = 0 we have

(2.32)
∑

i

fiκi 6 f(κ[u]) 6 ψ1.

Let F ij be defined by (1.21). We have

Gst =
∂G

∂ust

=
u

w

∑
i,j

F ijγisγtj

∑
i,j

F ijhij =
∑

i

fiκi

∑
k,l

Gklukl =
∑

i

fiκi −
1

w

∑
i

F ii.(2.33)

Therefore

(2.34)
u

w3

∑
i

F ii 6
∑

i

Gii 6
u

w

∑
i

F ii.

Now

Gs =
∂G

∂us

= − us

w2

∑
i

fiκi −
2

w

∑
i,j,k

F ijhik

(
wukγ

sj + ujγ
ks

1 + w

)
+

2

w2

∑
i,j

F ijuiγ
sj

∑
s

Gsus = −w
2 − 1

w2

∑
i

fiκi −
2

w2

∑
i,j,k

F ijhikukuj +
2

w3

∑
i,j

F ijuiuj.(2.35)
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So (by (1.11)) ∑
s

Gsus 6 C1.

Denote L′ =
∑

s,tG
st∂st +

∑
sG

s∂s and let d(x) = dist(x, ∂Ω). Now for any N > 0

choose δ1 > 0 small enough so that

2Nδ1D
2d > −βI in Bδ1 ∩ Ω.

Then we have (in Bδ1 ∩ Ω)

(2.36) D2(Nd2)− 2βI > 2NDd⊗Dd− 3βI.

Therefore (by (2.30)) the expression G(D2(Nd2)−2βI,Du, u) is well defined and the

eigenvalues of

[gij]− 3βuI

lie in a compact subset of Γ+
n . Using (2.36) together with Lemma 2.11 we obtain the

following result.

Lemma 2.12. For any C > 0 there is an N > 0 big enough and δ2 > 0 small enough

so that

G(D2(Nd2)− 2βI,Du, u) > C in Bδ2 ∩ Ω.

The value of N depends on ε as ε→ 0.

By the concavity of G(r, ·, ·),

L′(u− ε−Nd2) + 2β
∑

i

Gii

=
∑
i,j

Gij(u−Nd2)ij + 2β
∑

i

Gii +
∑

i

Gi(u−Nd2)i

6 G(D2u,Du, u)−G(D2(Nd2)− 2βI,Du, u) +
∑

i

Giui

− 2Nd
∑

i

Gidi
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in Bδ2(x0)∩Ω where 0 < δ2 6 δ1 small enough (but dependent on N). By Lemma 2.12

we can choose N big enough (and δ2 small enough) so

G(D2(Nd2)− 2βI,Du, u) > G(D2u,Du, u) + C1 + C0 + 2.

Then

L′(u− ε−Nd2) 6 −C0 − 2β
∑

i

Gii + (2Nd
∑

i

|Gi| − 2).

Now take 0 < δ3 6 δ2 small enough so that 2Nδ3
∑

i |Gi| 6 1 in Bδ3(x0) ∩ Ω and

choose t > 0 such that t
∑

i |Gi| 6 1 and t|D2d| 6 β in Bδ3 ∩ Ω. Then

L′(u− ε+ td−Nd2) 6 −C0 − β
∑

i

Gii.

Now take 0 < δ 6 min{δ3, ε} such that u− ε+ td−Nd2 > 0 on ∂(Bδ(x0)∩Ω). Then

we have the following

Lemma 2.13. Let x0 ∈ ∂Ω. For any constant C0 > 0 there exist positive constants t,

δ sufficiently small and N sufficiently large such that the function φ = u−ε+td−Nd2

satisfies L′φ 6 −C0 − β
∑

iG
ii in Ω ∩Bδ,

φ > 0 on ∂(Ω ∩Bδ),

where N depends on ε as ε→ 0.

We now have

Lemma 2.14. Let h ∈ C2(Ω ∩Bδ) where Bδ is centered at the origin which is on

∂Ω. Suppose h satisfies h 6 C0|x|2 on (∂Ω) ∩Bδ for some C0 > 0, h(0) = 0 and

−Lh 6 C1

(
1 +

∑
i

Gii

)
in Ω ∩Bδ,

where L =
∑

s,tG
stδst +

∑
sG

sδs + Gu, Gu = ∂G
∂u

. Then hn(0) 6 C for some C > 0

dependent on ε as ε→ 0.
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Proof. Let us first notice that

(2.37) Gu =
∂G

∂u
=
∑
i,j

F ijaij, so Guu =
∑

i

fiκi −
1

w

∑
i

F ii 6 C2.

Therefore

−w
2

u2

∑
i

Gii 6 Gu 6
C2

u
.

We can assume that δ is sufficiently small so that

|h(x)| 6 ε4

holds in Ω ∩Bδ. Then we have

Guh 6 C3

(
1 +

∑
i

Gii

)

and

−L′h 6 C4

(
1 +

∑
i

Gii

)
in Bδ ∩ Ω. By Lemma 2.13, Av +B|x|2 − h > 0 on ∂(Ω ∩Bδ) and

L′(Av +B|x|2 − h) 6 0 in Ω ∩Bδ

when A >> B are both large. Thus Av + B|x|2 − h > 0 in Ω ∩Bδ by the maximum

principle. Consequently,

Avn(0)− hn(0) = Dn(Av +B|x|2 − h)(0) > 0

since Av +B|x|2 − h = 0 at the origin.

Note that Lemma 2.14 remains true if L is replaced by L′.

Lemma 2.15. Let 1 6 i < j 6 n. Then

L(xiuj − xjui) = xiψj − xjψi + ψn+1(xiuj − xjui).

25



Proof. For any θ ∈ R, let us introduce a new coordinate system: y1 = x1, . . . ,

yi−1 = xi−1, yi = xi cos θ−xj sin θ, yi+1 = xi+1, . . . , yj−1 = xj−1, yj = xi sin θ+xj cos θ,

yj+1 = xj+1, . . . , yn = xn. Then, since the hyperbolic curvatures of the graph of u do

not change under the above transformation, we have

G(D2u(y), Du(y), u(y)) = ψ(y, u(y))

for all θ and all y ∈ Ω. We therefore have:

∂

∂θ
G(D2u,Du, u) = L

(
∂u

∂θ

)
= L

(
ui(−xi sin θ − xj cos θ) + uj(xi cos θ − xj sin θ)

)
∂

∂θ
ψ(y) = ψi(−xi sin θ − xj cos θ) + ψj(xi cos θ − xj sin θ)

+ ψn+1

(
ui(−xi sin θ − xj cos θ) + uj(xi cos θ − xj sin θ)

)
.

Setting θ = 0 we get

L(xiuj − xjui) = xiψj − xjψi + ψn+1(xiuj − xjui).

Consider now any fixed point of ∂Ω. We may assume it to be the origin of Rn and

choose the coordinates so that the positive xn axis is the interior normal to ∂Ω at 0.

Near the origin, ∂Ω can be represented as a graph

xn = ρ(x′) =
1

2

∑
α,β<n

Bαβxαxβ +O(|x′|3), x′ = (x1, . . . , xn−1).

Since u is constant on ∂Ω, it follows that

|uαβ(0)| 6 C, α, β < n.
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Next, for fixed α < n consider the operator

T = ∂α +
∑
β<n

Bαβ(xβ∂n − xn∂β).

Then L(Tu) = Tψ(x, u) by Lemma 2.15. It follows that

|L(Tu)| 6 C.

Moreover, since u− ε = 0 on ∂Ω, near the origin we have

|T (u− ε)| 6 C|x|2 on ∂Ω

(this is because ∂sT (u − ε) = 0 for s < n at the origin). Applying Lemma 2.14 to

h = ±T (u− ε), it follows that

|uαn(0)| 6 C.

Now it remains to show that

|uνν | 6 C on ∂Ω

where ν is the unit interior normal vector to ∂Ω.

We first prove that

(2.38) M := min
x∈∂Ω

min
ξ∈Tx(∂Ω), |ξ|=1

∑
i,j

vij(x)ξiξj > c0

for some c0 > 0, where Tx(∂Ω) denotes the tangent space of ∂Ω at x ∈ ∂Ω and v is

defined by (1.17). Let σ be a smooth defining function of Ω, i.e.

Ω = {x ∈ Rn : σ(x) < 0}, ∂Ω = {x ∈ Rn : σ(x) = 0}, and |Dσ| = 1 on ∂Ω.

Let v = 1
2
ε2 + 1

2
|x − x0|2 with x0 being the same as in the definition of v. Since

v − v = 0 on ∂Ω and v − v > 0 in Ω, we see that v − v = ησ for some function

η 6 0. Note that Dσ = −ν on ∂Ω where ν is the interior unit normal to ∂Ω. We
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have η = −(v − v)ν on ∂Ω and∑
i,j

vijξiξj =
∑
i,j

vijξiξj − (v − v)ν

∑
i,j

σijξiξj on ∂Ω

for any tangent vector field ξ = (ξ1, . . . , ξn) to ∂Ω. We may choose coordinates in Rn

such that M is achieved at the origin with ξ = (1, 0, . . . , 0) and en = ν(0) (i.e. the

n-th coordinate vector is ν(0)). Thus

M = v11(0) = v11(0)− (v − v)ν(0)σ11(0) = 1− (v − v)ν(0).

We may assume

(v − v)ν(0)σ11(0) >
1

2
v11(0) =

1

2

for otherwise we have M > 1
2

and we are done. Let ζ = (ζ1, . . . , ζn) be defined as

ζ1 = −σn

(
σ2

1 + σ2
n

)−1/2

ζj = 0, 2 6 j 6 n− 1

ζn = σ1

(
σ2

1 + σ2
n

)−1/2
.

By the continuity of
∑

i,j σijζiζj and the fact that 0 6 (v − v)ν 6 C on ∂Ω, there

exists c1 > 0 and δ > 0 such that in Ω ∩Bδ(0) we have

∑
i,j

σijζiζj(x) >
1

2

∑
i,j

σijζiζj(0) >
σ11(0)

2
>

1

4(v − v)ν(0)
> c1.

Thus the function

Φ =

∑
i,j vijζiζj −M∑

i,j σijζiζj

is smooth and bounded in Ω ∩Bδ(0). We also have∑
i,j

vijζiζj + (D(v − v) ·Dσ)
∑
i,j

σijζiζj =
∑
i,j

vijζiζj > M,

therefore

Φ +D(v − v) ·Dσ > 0 on (∂Ω) ∩Bδ(0).
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By (2.34), (2.33), (2.35), and (2.37), LΦ, −L(Dv ·Dσ) are bounded by

C

(∑
i

Gii + 1

)

for some C that depends on ε. In addition, since Lu 6 C (by (2.33), (2.35), and

(2.37)), we have L(Dv) 6 C (
∑

iG
ii + 1). Therefore also:

L(Dv ·Dσ) 6 C

(∑
i

Gii + 1

)
.

Let h = −(Φ +D(v − v) ·Dσ). Applying Lemma 2.14 to h we get:

−Φn(0) + (v − v)nn = hn(0) 6 C,

which shows that |D2v| is bounded at the origin. By (1.16) the principal hyperbolic

curvatures of u are bounded at the origin. Since f(κ[u]) > ψ0 > 0 in Ω̄ and f = 0

on ∂Γ+
n , the principal curvatures at the origin admit a uniform positive lower bound.

This in turn yields a positive lower bound for the eigenvalues of D2v(0) which implies

(2.38).

Now let x0 ∈ ∂Ω be an arbitrary point on the boundary. If d1 6 · · · 6 dn−1 are

the eigenvalues of [vαβ(x0)] (1 6 α < n, 1 6 β < n), we see that

(2.39) c0 6 di 6 C.

Suppose that vnn(x0) can be arbitrarily large. In order to apply Lemma 2.10 we need

to rotate coordinates (x1, . . . , xn−1) keeping the direction xn fixed so that the matrix

[vij(x0)] has the form (2.28). According to the lemma the eigenvalues κ1, . . . , κn

behave like

κα =
1

w
dα + o(1), α < n,

κn =
1

w3
vnn(x0)

(
1 +O

(
1

vnn(x0)

))
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as vnn(x0) →∞. It follows then that κn is arbitrary large while (κ1, . . . , κn−1, 1) lie in

a compact subset E of Γ+
n . This contradicts (1.6) and the fact that f(κ1, . . . , κn) 6 ψ1.

Therefore we have the following result.

Lemma 2.16. Suppose u ∈ A is a solution of (1.19). If the conditions (1.2)–(1.8),

(1.10), and (1.11) are satisfied, we have a global bound

|D2u| 6 C

where C depends on ε and sup |Du|, sup |u|.

Now we can combine Lemmas 2.1, 2.7, and 2.16 to get

Lemma 2.17. Suppose that u ∈ A is a solution of (1.19).If the conditions (1.2)–

(1.8), (1.10), and (1.11) are satisfied, we have a global bound

|u|C2,α(Ω̄) 6 C,

where C depends on ε and 0 < α < 1.

Proof. This result follows from [12] or from [4, Theorem 17.26]. Indeed from (1.7) we

get

lim
t→∞

f(t, . . . , t) = ∞.

By concavity of f and by (1.5) we have (for any λ ∈ Γ+
n and t > 0)

f(t, . . . , t) 6 f(λ) +
∑

i

fi(λ)(t− λi) 6 f(λ) + t
∑

i

fi(λ).

By fixing t large enough we get the following inequality:

(2.40)
∑

i

fi(λ) > σ1 on
{
λ ∈ Γ+

n : ψ0 6 f(λ) 6 ψ1

}
,

where σ1 is a positive constant that depends on ψ0 and ψ1 (and therefore is fixed

for fixed ψ). The operator G[u] from (1.23) is not uniformly elliptic. However

by (2.40), (1.11), and by Lemma 2.16, we can treat G[u] as an operator that is

uniformly elliptic with respect to u (i.e., it is uniformly elliptic on a compact set
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{
(D2u(x), Du(x), u(x)) : x ∈ Ω̄

}
). Then we can use Theorem 17.26 from [4] di-

rectly.

Now if u ∈ A is a solution of (1.19), its derivative us = ∂u
∂xs

satisfies

Lus = ψs + ψn+1us,

where L is defined in Lemma 2.14. We can treat L as a linear elliptic operator that is

uniformly elliptic with respect to u. Also its coefficients are in C0,α(Ω̄). By Schauder

theory (see for example [4]) it follows that |us|C2,α(Ω̄) is bounded for all 1 6 s 6 n.

Therefore |u|C3,α(Ω̄) is also bounded. Repeating this argument k − 2 times we get a

priori bounds for higher order derivatives:

|u|Ck,α(Ω̄) 6 Ck, k > 2.
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3 Parametrized curvature equation

In this section we will investigate a parametrized version of problem (1.19). That is

in place of operator G(D2u,Du, u, x) (defined in (1.23)) we will consider operators of

form G(D2u,Du, η, x) for some fixed functions η. Such operators can be used with

the continuity method (Theorem 1.2) to derive an existence result.

Let H0 be defined by (1.12) and let r = rΩ (where rΩ is defined by (1.13)). If

rΩ = ∞, take r to be any positive number such that H0r > ε. Now let

R =
−εH0 +

√
ε2 + r2(1−H2

0 )

1−H2
0

(so that R2 = r2 + (H0R− ε)2)

and define

ϕ(t) = H0R−
√
R2 − (t+ r)2 for 0 6 t 6 R− r.

For a positive constant δ denote

Ωδ = {x ∈ Ω : 0 < dist(x, ∂Ω) < δ}.

Now let

C =
{
ζ ∈ C5(Ω̄) : ζ > −ε/2 in Ω, ζ = 0 on ∂Ω,

and ζ(x) < ϕ(dist(x, ∂Ω))− ε in ΩR−r} .

Then C is an open convex set in a Banach space C5
0(Ω̄) = {ζ ∈ C5(Ω̄) : ζ = 0 on ∂Ω}.

Note that any solution of (1.19) must be of form u = ζ + ε for some ζ ∈ C. This

fact follows from section 2 (especially Lemmas 2.1, 2.5, and the regularity result from

Schauder theory).

For a fixed constant K > 0 define

CK = {ζ ∈ C : |ζ|C5 < K}.
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For ζ ∈ C̄K we will consider the following Dirichlet problem:

(3.1)
G(D2u,Du, η) = ψ(x, η) in Ω,

u = ε on ∂Ω,

where G is defined in (2.31) and η = ζ + ε. The problem (3.1) can be written as

(3.2)
f(κ[u, η]) = ψ(x, η) in Ω,

u = ε on ∂Ω,

where κ[u, η] = (κ1[u, η], . . . , κn[u, η]) is given by

(3.3) κi[u, η] = ηκE
i [u] +

1

w
.

κi[u, η] are eigenvalues of the matrix [hij], where

(3.4) hij =
1

w

∑
k,l

γikvklγ
lj, vkl = ηukl + ukul + δkl.

Let

A = A(Ω, η) =
{
u ∈ C∞(Ω̄) : u > 0 and κ[u, η] ∈ Γ+

n for all x ∈ Ω
}
.

We will now derive a priori bounds for the solutions of (3.2). Fortunately many

arguments from section 2 can be repeated here with slight modifications. Only the

proofs of Lemmas 3.3 and 3.5 differ significantly from their analogues in section 2.

Lemma 3.1. Suppose that u ∈ A satisfies (3.2). Then u does not have a local

minimum in Ω. In particular u > ε in Ω.

Proof. The proof is similar to the proof of Lemma 2.1.

The following lemma is a type of maximum principle.

Lemma 3.2. Let Ω′ ⊆ Ω be an open domain and let u, v ∈ A(Ω′). Suppose also that

u 6 v on ∂Ω′ and f(κ[v, η]) < f(κ[u, η]) in Ω′. Then u < v in Ω′.
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Proof. Suppose that u > v at some point in Ω′. Then v − u assumes a non-positive

local minimum at a point x0 ∈ Ω′. Since f is symmetric we can assume that

κE
1 [u] 6 · · · 6 κE

n [u] and κE
1 [v] 6 · · · 6 κE

n [v].

At x0 we have

κE
i [v](x0) > κE

i [u](x0)

1

η

[
κi[v](x0)−

1√
|Dv|2 + 1

]
>

1

η

[
κi[u](x0)−

1√
|Du|2 + 1

]
.

Then (because Du(x0) = Dv(x0))

κi[v](x0) > κi[u](x0) for all i,

so f(κ[v](x0)) > f(κ[u](x0)) – contradiction.

Lemma 3.3. Let u ∈ A be a solution of (3.2). Then

ε 6 u(x) 6 C in Ω̄,

where C does not depend on ε as ε→ 0.

Proof. Consider the hyperplane g(x) = 1
H0

∑
i xi +C0, where C0 > 0 is chosen so that

g(x) > ε on ∂Ω. Since κi[g, η] 6 H0 for 1 6 i 6 n, we have

f(κ[g, η]) < f(κ[u, η]).

By the maximum principle (Lemma 3.2), we get u(x) 6 g(x) in Ω̄.

Using the notation introduced in (2.1) and (2.2) we have

Lemma 3.4. Let x0 ∈ ∂Ω and let ν(x0) be the inner unit normal vector to ∂Ω.

Consider a ball B of radius R centered at (x0 − rν(x0), H0R). Then B ∩ Σ = ∅.

Proof. By the definition of r and R, B ∩ Ωε = ∅. Suppose B ∩ Σ 6= ∅. Let us

decrease R so that B ∩ Σ = ∅. We can then reverse this process and continue
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increasing R until B touches Σ at some point (x1, u(x1)). Then B can be locally

represented as a graph of some function v ∈ C2 in a neighborhood Ωx1 of x1. We also

have u(x1) = v(x1), v > u on ∂Ωx1 , f(κ[v, η]) < f(κ[u, η]) in Ωx1 . The last inequality

is the consequence of the fact that η(x) 6 ϕ(dist(x, ∂Ω)) 6 v(x) on ΩR−r. But this

contradicts Lemma 3.2.

Using the above lemma it is easy to see that the Lemma 2.6 holds true for the

equation (3.2).

Lemma 3.5. Let u ∈ A be a solution of (3.2) and suppose that rH0 > ε. Then

|Du| 6 C in Ω̄

for some C depending on ε.

Proof. We will obtain a bound for

z = |Du(x)|e4u(x)/ε for x ∈ Ω̄.

If z achieves its maximum on ∂Ω, we are done by Lemma 2.6. Suppose therefore that

z achieves its maximum at a point x0 ∈ Ω. By rotating the coordinates (x1, . . . , xn)

we may assume that at x0 we have

|Du| = u1 > 0, uα = 0 for α > 1.

Then log u1 + 4
ε
u also takes its maximum at x0. Therefore

u1i

u1

+
4

ε
ui = 0,

so u11 = −4
ε
u2

1 and u1α = 0 for α > 1. Now since u ∈ A,

ηu11 + u2
1 + 1 > 0(

1− 4

ε
η

)
u2

1 + 1 > 0.
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Since η > ε/2, we have 1− 4
ε
η 6 −1 and thus

−u2
1 + 1 >

(
1− 4

ε
η

)
u2

1 + 1 > 0.

The above inequality gives u1 < 1 and the bound for z is:

z 6 exp [4u(x0)/ε] 6 exp

[
4

ε
sup

Ω
u

]
.

We have then the following bound for |Du|:

|Du| 6 exp

[
4

ε

(
sup

Ω
u− u

)]
.

Now we will need to estimate the second derivatives of u. The following lemma is

an analogue of Lemma 2.16

Lemma 3.6. Suppose u ∈ A is a solution of (3.2). If the condition (1.11) is satisfied,

we have a global bound

|D2u| 6 C

where C depends on ε, sup |Du|, sup |u|, and K.

Proof. The proof is similar to the proof of Lemma 2.16. Let τ and a be defined by

(2.5). We will estimate

M := sup
Ω,i

1

τ − a
κi[u, η](x).

Suppose first that M is achieved at some point x0 = (x0
1, . . . , x

0
n) ∈ Ω and set

W = w(x0), U = u(x0).

Now as in subsection 2.3 let us choose a new coordinate system with the origin at

(x0, U) and coordinate (orthonormal) vectors ε1, . . . , εn+1 such that:

• the hyperplane spanned by ε1, . . . , εn is tangent to the graph of u at x0;
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• ε1 is the direction of the maximal principal curvature κ[u, η] at x0.

Then there is a neighborhood of x0 in which the graph of u can be represented as a

graph of a function y → ũ(y) in the new coordinate system. It is also easy to see that

(2.6)–(2.7) still hold. κi[u, η] are eigenvalues of [hij] defined by

hij =
1

w̃

∑
k,l

γ̃ikṽklγ̃
lj

where w̃ and γ̃ik are given by (2.10) and (2.11) while ṽst is given by

(3.5) ṽst(y) = η(x)ũst(y) +

(
an+1 −

n∑
k=1

akũk

)
(δst + ũsũt).

By rotating the ε2, . . . , εn we diagonalize [ṽij] at y = 0. The curvature of ũ in the ε1

direction is
ṽ11

(1 + ũ2
1) w̃

.

Therefore the function

f(y) =
1

τ − a

ṽ11

(1 + ũ2
1) w̃

has its maximum at y = 0 and f(0) = M . log f also assumes the maximum at the

origin, so we get (2.13) and (2.14) with β = 0. Also it is easy to see that (2.15)–(2.20)

hold. Now it remains to calculate the derivatives of ṽij:

ṽij(0) = η(x0)ũij + δijan+1

ṽij,k(0) = η̃kũij + ηũijk − δijakũkk

ṽij,kl(0) = η̃klũij + η̃kũijl + η̃lũijk + ηũijkl − δij
∑

s

asũskl

+ an+1(ũikũjl + ũilũjl),

where

η̃k(y) =
∂

∂yk

η(x), η̃kl(y) =
∂2

∂yk∂yl

η(x).
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Therefore

ṽ11,ii(0)− ṽii,11(0) = η̃iiũ11 − η̃11ũii + 2η̃iũ11i − 2η̃1ũii1 +
∑

s

asũs11 −
∑

s

asũsii.

Now using the same method as in subsection 2.3 we arrive at an inequality

ṽ2
11

4
+M1ṽ11 6 M2,

where M1 and M2 depend on K, ε, and supA.

Now suppose that M is achieved at a point x0 ∈ ∂Ω. Then we can estimate M by

establishing bounds for D2u on the boundary. We use the same method here as in

subsection 2.3. Let L′ =
∑

s,tG
st∂st+

∑
sG

s∂s. Then Lemma 2.13 holds with β = 1
4K

,

while Lemma 2.14 holds with L replaced by L′. Note that (2.34) now becomes

(3.6)
η

w3

∑
i

F ii 6
∑

i

Gii 6
η

w

∑
i

F ii.

We also have the following analogue of Lemma 2.15:

Lemma 3.7. Let 1 6 i < j 6 n. Then

L′(xiuj − xjui) = xiψj − xjψi + (ψn+1 −Gu)(xiηj − xjηi).

Then the proof proceeds as in subsection 2.3 except that in place of L we have L′

and the equality L′(Tu) = Tψ(x, u) does not hold. However we still have

|L′(Tu)| 6 C

(
1 +

∑
i

Gii

)
,

where C depends on ε. This happens because

Guη =
∑

i

fiκi −
1

w

∑
i

fi,
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and from (3.6) ∑
i

fi 6
w3

η

∑
i

Gii.

In order to show that |uνν | 6 C we use the same method as in subsection 2.3 taking

L = L′ and v as defined by (1.17). We can do this because on ∂Ω we have

ηukl + ukul + δkl = uukl + ukul + δkl.

As in section 2 we get

Lemma 3.8. Suppose that u ∈ A is a solution of (3.2). If the conditions (1.2)–(1.8),

(1.10), and (1.11) are satisfied, we have a global bound

|u|C2,α(Ω̄) 6 C,

where C depends on ε, K, and α is a constant such that 0 < α < 1.

By Schauder theory we get the following global estimate:

|u|Ck,α 6 Ck, k > 2.

Now we will apply the continuity method to the following problem

(3.7)
f(κ[u, η]) = ψt(x, η) in Ω,

u = ε on ∂Ω,

where 0 6 t 6 1 and ψt = tψ + 1 − t. Note that for the above family of problems,

|ψt|C2(Ω̄) is uniformly bounded for all 0 6 t 6 1 and ψ0 can be chosen so that it

does not depend on t. On the other hand, ψ1 → 1 as t → 0. Due to the fact that

the conditions (1.5) and (1.11) are satisfied with ψ1 = 1, we can conclude that all

solutions of (3.7) are uniformly bounded for t > 0. Note also that for t = 0 and any

ζ ∈ C̄K , (3.7) has a unique solution (this solution is u ≡ ε).

The continuity method will then give us the unique solution for t = 1. Therefore
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Lemma 3.9. The problem (3.2) has a unique solution for any ζ ∈ C̄K and for any

ε > 0 provided that ε < rΩH0. Moreover

|u|Ck,α(Ω̄) 6 C, k > 2,

where C depends on K, k, and ε, but is independent of the choice of ζ.
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4 The main result

Proof of Theorem 1.3. For 0 6 t 6 1, consider the following Dirichlet problem

(4.1)
G(D2u,Du, u) = tψ(x, u) + 1− t in Ω,

u = ε on ∂Ω.

As shown in section 2, any solution of (4.1) satisfies the a priori bound

(4.2) |u|C5(Ω̄) 6 C

independent of t (see also the discussion following the problem (3.7)). Moreover we

claim that u− ε /∈ ∂C. Indeed if u− ε ∈ ∂C then either

1. u(x0) = ε/2 for some x0 ∈ Ω,

2. u(x0) = ϕ(dist(x0, ∂Ω)) for some x0 ∈ ΩR−r.

The first case is impossible by Lemma 2.1. The second case is impossible by Lemma 2.5.

By (4.2) we can choose K > 0 sufficiently large so that (4.1) has no solution u such

that u − ε ∈ ∂CK . Now for 0 6 t 6 1, ζ ∈ C̄K , and η = ζ + ε consider the following

Dirichlet problem

(4.3)
G(D2u,Du, η) = tψ(x, η) + 1− t in Ω

u = ε on ∂Ω.

Then by Lemma 3.9 there exists a unique solution ut ∈ A(Ω, η) of (4.3) for each

t ∈ (0, 1]. For t = 0 this solution is u0 ≡ ε (regardless of ζ). From the elliptic theory

the map T t : C̄K → C defined by

T tζ = ut − ε

is completely continuous. On the other hand, there are no solutions of

(4.4) T tζ = ζ
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on the boundary of CK . Therefore the degree

deg(I − T t, CK , 0) = γ

is well defined and independent of t. For t = 0,

T 0ζ ≡ 0 for all ζ ∈ C̄K .

Since 0 is the only singular point of I = I − T 0 we have (see [11])

γ = ind(0, I − T 0) = 1.

Consequently deg(I−T t, CK , 0) = 1 and (4.4) has a solution ζt ∈ CK for all 0 6 t 6 1.

The function u1 = ζ1 + ε is then a solution of (1.19).
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