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Abstract 

This research work investigates the uncertainties in Smart Grid, with special focus on the 

uncertain wind power generation in wind energy conversion systems (WECSs) and the uncertain 

wide-area communication in wide-area measurement systems (WAMSs).  

For the uncertain wind power generation in WECSs, a new wind speed modeling method and 

an improved WECS control method are proposed, respectively.  The modeling method considers 

the spatial and temporal distributions of wind speed disturbances and deploys a box uncertain set 

in wind speed models, which is more realistic for practicing engineers. The control method takes 

maximum power point tracking, wind speed forecasting, and wind turbine dynamics into account, 

and achieves a balance between power output maximization and operating cost minimization to 

further improve the overall efficiency of wind power generation. Specifically, through the proposed 

modeling and control methods, the wind power control problem is developed as a min-max optimal 

problem and efficiently solved with semi-definite programming. 

For the uncertain communication delay and communication loss (i.e. data loss) in WAMSs, the 

corresponding solutions are presented. First, the real-world communication delay is measured and 

analyzed, and the bounded modeling method for the communication delay is proposed for wide-

area applications and further applied for system-area and substation-area protection applications, 

respectively. The proposed bounded modeling method is expected to be an important tool in the 

planning, design, and operation of time-critical wide-area applications. Second, the real 

synchronization signal loss and synchrophasor data loss events are measured and analyzed. For the 

synchronization signal loss, the potential reasons and solutions are explored. For the synchrophasor 

data loss, a set of estimation methods are presented, including substitution, interpolation, and 

forecasting. The estimation methods aim to improve the accuracy and availability of WAMSs, and 

mitigate the effect of communication failure and data loss on wide-area applications. 
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1 Introduction 

This research work studies the uncertainties in Smart Grid, with special focus on the uncertain 

wind power generation and the uncertain wide-area communication. In this chapter, the research 

background is introduced, including Smart Grid, wind energy conversion system (WECS), and 

wide-area measurement system (WAMS). Also, the research objectives, the research approaches, 

and the dissertation organization are presented. 

1.1 Research Background 

1.1.1 Smart Grid 

A power grid is a group of interconnected power components and systems for delivering electric 

power from suppliers to consumers. It primarily consists of the generation system that supplies the 

power, the transmission system that carries the power from suppliers to consumers, and the 

distribution system that feeds the power to consumers. The U.S. power grid was first deployed in 

1890s (e.g., Pearl Street Station in New York City in 1885) and is evolving into Smart Grid [1]-[3]. 

“What is Smart Grid?” as an open question, has obtained a lively discussion in the past few 

years. The worldwide academic and industrial communities as well as government officials actively 

participate in the discussion and develop a number of different Smart Grid definitions with different 

perspectives. Some significant definitions are listed as follows: 

The U.S. Department of Energy in 2008 stated that “Smart Grid uses digital technology to 

improve reliability, security, and efficiency (both economic and energy) of the electric system from 

large generation, through the delivery systems to electricity consumers and a growing number of 

distributed-generation and storage resources” [4].  

The U.S. Department of Energy in 2013 further stated that “Smart Grid generally refers to a 

class of technology people are using to bring utility electricity delivery systems into the 21st 

century, using computer-based remote control and automation. These systems are made possible 
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by two-way communication technology and computer processing that has been used for decades in 

other industries” [5]. 

Electric Power Research Institute (EPRI) in the U.S. explained that “Smart Grid is the one that 

incorporates information and communications technology into every aspect of electricity 

generation, delivery and consumption in order to minimize environmental impact, enhance 

markets, improve reliability and service, and reduce costs and improve efficiency” [6]. 

National Institute of Standards and Technology (NIST) in the U.S. defined “Smart Grid as a 

planned nationwide network that uses information technology to deliver electricity efficiently, 

reliably, and securely. Smart Grid also can be viewed as a modernized grid that enables 

bidirectional flows of energy and uses two-way communication and control capabilities that will 

lead to an array of new functionalities and applications” [7]. 

Smart Grid deployment is imperative, not just in the U.S. but around the world. For example, 

European Technology Platform in 2006 stated that “Smart Grid is an electricity network that can 

intelligently integrate the actions of all users connected to it – generations of all users connected 

to it do both – in order to efficiently deliver sustainable, economic and secure electricity supplies” 

[8]. State Grid Corporation of China (SGCC) in 2009 stated that “China's Smart Grid includes all 

the components of a power grid, e.g., generation, transmission, substation, distribution, 

consumption, and dispatching components, and covers all voltage levels, with the aims of achieving 

the high-degree integration of optimum power flow, information flow, and business flow. China's 

Smart Grid uses the ultra-high voltage (UHV) transmission system as the backbone and is also 

called Robust Smart Grid” [9].  

Further, some researchers believed that “Smart Grid is a concept with many elements where 

monitoring and control of each element in the chain of generation, transmission, distribution, and 

end-use allow our electricity delivery and use more efficient” [10]. 

In the previous studies, Smart Grid has received a number of different definitions with different 

perspectives, such as a technology [5], [6] and a physical network [7], [8]. 
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Fig. 1–1. Overview of Smart Grid. 

In this dissertation, Smart Grid is viewed as the “power grid with advanced technologies” or 

“Smart Grid with Smart Grid technologies” as shown in Fig. 1-1, which customizes a variety of 

advanced technologies for power grids and further supplies, transmits, and uses electric power in a 

more sustainable, reliable and economic manner. Generally, the Smart Grid technologies include 

innovative generation technologies like renewable energy generation, distributed energy 

generation, and energy storage [11]-[20], advanced transmission and distribution technologies like 

FACTS, HVDC transmission system, and active distribution system [21]-[30], as well as some 

smart power usage technologies, such as smart meter, smart home, and demand response [31]-[40].  

This work studies the uncertainties in Smart Grid, especially the uncertain wind power 

generation in WECSs and the uncertain wide-area communication in WAMSs [41]-[50]. 

1.1.2 Wind Power Generation 

Wind power generation has been developing rapidly for its environmental, economic, and 

social benefits [51]-[55]. It is reported that the global wind power capacity increased from 319 GW 

in 2013 to 370 GW in 2014, which represented a 16% annual growth rate. It is also anticipated that 

the U.S. wind power market will keep steady growth in the coming years [56]. 
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In practice, WECSs are commonly used to convert wind power to electric power and further 

deliver the electricity to power grids. They typically consist of aerodynamic, mechanical, and 

electrical components. The electrical component can further be divided into three main parts, 

including wind turbine generators, power electronic converters, and power grids.  

A variety of WECS configurations can be broadly classified into two types (fixed-speed WECS 

and variable-speed WECS) or four types as shown in Fig. 1-2 (Type 1/fixed-speed WECS, Type 

2/limited-variable-speed WECS, Type 3/variable-speed-with-partial-power-electronic-conversion 

WECS, and Type 4/variable-speed-with-full-power-electronic-conversion WECS).  

Fixed-speed WECSs operate at constant speed. That means that the wind turbine rotor speed is 

fixed and determined, regardless of the wind speed. Fixed-speed WECSs are typically equipped 

with squirrel-cage induction generators (SCIG), soft starter, and capacitor bank, and directly 

connected to the grid as shown in Fig. 1-2 (a). An evolution of the fixed-speed WECSs are the 

limited-variable-speed WECS. They are normally equipped with a wound-rotor induction generator 

(WRIG) with variable external rotor resistance as shown in Fig. 1-2 (b).  

Variable-speed WECSs are currently the most popular WECS. The variable-speed operation is 

possible due to the power electronic converters interface, allowing a partial or full decoupling from 

the grid. In general, as shown in Figs. 1-2 (c) and (d), the partial variable-speed WECS is a wind 

turbine with doubly-fed induction generator (DFIG) and the full variable-speed WECS a wind 

turbine with permanent magnet synchronous generator (PMSG).  

The DFIG-based WECS is highly controllable via power electronics converters and controllers, 

allowing variable-speed operation over a large but still restricted range. It can either inject or absorb 

power from power grids, and thus actively participates at power grid voltage control.  

The PMSG-based WECS due to its self-excitation property, allows operation at high power 

factor and efficiency. In specific, the PMSG can operate at low speeds, and thus the PMSG-based 

WECS does not require a gearbox. This is a big advantage of PMSG-based WECSs as the gearbox 

is a sensitive device in wind power generation systems [57]-[60]. 
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(a) Type 1 WECS 

 

(b) Type 2 WECS 

 

(c) Type 3 WECS 

 

(d) Type 4 WECS 

Fig. 1–2. Configurations of WECSs.  



6 

1.1.3 Wide-Area Communication 

A WAMS, also known as synchrophasor system or synchronized phasor measurement system, 

is an important smart grid technology. It uses advanced information and communication 

technologies (ICTs), implements low-latency, high-precision, and time-synchronized power 

system measurement, and further improves power system planning, operation, and analysis at a 

more efficient and responsive level [61]-[70].  

A typical WAMS is shown in Fig. 1-3, which primarily consists of the phasor measurement 

unit (PMU), phasor data concentrator (PDC), data storage, and communication network [65].  

In general, the PMU is a function or a device that provides synchrophasor, frequency, and rate 

of change of frequency (ROCOF) measurements from voltage and/or current signals and a time 

synchronizing signal; the PDC is a function that collects synchrophasor data and discrete event data 

from multiple PMUs and/or other PDCs, aligns the data by time tags to create a time-synchronized 

dataset, and transmits the dataset to a control center and/or various applications; and the data storage 

is used to store synchrophasor data and make them conveniently available for post-event analysis.  

In practice, PMUs are typically installed at a substation or a power plant, and PDCs are 

diversely located at a substation, a regional control room, and a centralized control room. Local 

PDCs aggregate and align the synchrophasor data from multiple PMUs, and mid- and higher-level 

PDCs collect the synchrophasor data from multiple PDCs, check the data quality, and deliver the 

data to a control center or a variety of applications. 

Data storage

Transmission owner Regional entity

Regional 

PDC

Corporate 

PDC

Local 

PDC

Data storage

PMU

PMU

PMU

 
Fig. 1–3. Configuration of a WAMS. 
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In the mid 1980’s, the first PMUs were developed by Dr. Arun Phadke and Dr. James Thorp at 

Virginia Tech, and now the PMU-based synchrophasor systems are globally deployed. According 

to the latest statistics from the North American Synchrophasor Initiative (NASPI), there are almost 

2,000 commercial-grade PMUs installed across North America, and many local and regional PDCs 

collecting real-time, high-speed, time-synchronized power grid information.  

The map in Fig. 1-4 shows the PMU locations and the way in which the synchrophasor data 

are being shared between power plant, transmission owners (which own the PMUs), and grid 

operators [65]. The synchrophasor system and synchrophasor data provide a real-time wide-area 

view of North America power systems, and enhance wide-area monitoring, protection & control, 

and other functions for better system performances. 

 

PMU Locations

Regional data concentrator

Transmission owner data concentrator

 

Fig. 1–4. Map of PMU locations in North America. 
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In addition, in 2003, a low cost and quickly deployable phasor measurement device named 

frequency disturbance recorder (FDR) was developed, and subsequently a wide-area frequency 

measurement system known as FNET or FNET/GridEye went online. The FDR, as the key 

component of the FNET/GridEye, measures voltage magnitude, angle, and frequency at a high 

precision level. The measured signals are calculated at 100 ms intervals and then transmitted across 

the public Internet to a PDC, where they are synchronized, analyzed, and archived. Specifically, 

the FDR is installed at ordinary 120 V outlets and thus is relatively inexpensive and simple to install 

if compared with a typical PMU at the utility side [66]-[70]. 

The FNET/GridEye system is currently operated by the University of Tennessee-Knoxville and 

Oak Ridge National Laboratory. As shown in Fig. 1-5, it collects synchrophasor data from over 

200 FDRs located across the continent and around the world. Additional FDRs are constantly being 

installed so as to provide better observation of power grids [66].  

 

      FDR Locations

 

Fig. 1–5. Map of FDR locations in North America. 
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1.2 Research Objectives and Approaches 

This research work investigates the uncertainties in Smart Grid, with special focus on the 

uncertain wind power generation in WECSs and the uncertain wide-area communication in 

WAMSs. The research objectives and approaches are briefly introduced as follows: 

Study of the uncertain wind power generation in WECSs. First, the challenges of WECSs 

are analyzed, especially the uncertain wind power generation in WECSs. Second, the new modeling 

and control methods of WECSs are developed. The new modeling method considers the spatial and 

temporal distribution of wind speed disturbances and deploys a box uncertain set in wind speed 

models, which is more realistic for practicing engineers. The improved control method takes wind 

speed forecasting and wind turbine dynamics into account, with the aim of achieving a balance 

between power outputs maximization and operating costs minimization and further improving the 

overall efficiency of wind power generation.  

Study of the uncertain communication delay and communication loss in WAMSs. In terms 

of the communication delay, the real-world communication delay is measured and analyzed, and 

the bounded modeling method of the communication delay is proposed for wide-area applications 

and further applied for system-area and substation-area protection applications, respectively. The 

proposed bounded modeling method is expected to be an important tool in the planning, design, 

and operation of time-critical wide-area applications. In terms of the communication loss (i.e. data 

loss), the real synchronization signal loss and synchrophasor data loss events are measured and 

analyzed. For the synchronization signal loss, the potential reasons and solutions are explored. For 

the synchrophasor data loss, a set of estimation methods are presented, including substitution, 

interpolation, and forecasting methods. The estimation methods are expected to improve the 

accuracy and availability of WAMSs, and mitigate the effect of communication failure and data 

loss on various wide-area applications. 
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1.3 Dissertation Organization 

This research work mainly studies the uncertain wind power generation in WECSs and the 

uncertain wide-area communication in WAMSs, and proposes the corresponding solutions. The 

research work in this dissertation is organized as follows: 

Chapter 2 introduces the requirements of WECSs and WAMSs, respectively, and discusses the 

ongoing challenges of WECSs and WAMSs, respectively. A literature review is provided covering 

the conventional modeling and control methods for the uncertain wind power generation and the 

existing solutions for the uncertain wide-area communication. 

Chapter 3 investigates the uncertain wind power generation in WECSs, and proposes new 

modeling and control methods of WECSs, respectively. The uncertain wind power generation 

problem with the proposed modeling and control methods is developed as a min-max optimal 

problem, and efficiently solved with programming solvers. The performance of the proposed 

methods is demonstrated with simulation results. 

Chapter 4 works on the uncertain communication delay in WAMSs. The statistics of the 

communication delay are provided and analyzed. The bounded modeling method of the 

communication delay is developed for system-area protection and substation-area protection, and 

further tested in the IEEE 14 bus system and IEC 61850 T2-2 substation system, respectively. 

Chapter 5 focuses on the uncertain communication loss in WAMSs. The statistics of the 

synchronization signal loss and synchrophasor data loss events are provided and analyzed, 

respectively. For the synchronization signal loss, the potential reasons and solutions are explored. 

For the synchrophasor data loss, a set of estimation methods are presented, including substitution, 

interpolation, and forecasting methods, and further tested with real-world measurement data. 

Chapter 6 summarizes the contribution of this dissertation and discusses the future work that 

may be undertaken in this area.   
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2 Literature Review  

The research work in this dissertation studies the methods to deal with the uncertain wind power 

generation in WECSs and the uncertain wide-area communication in WAMSs. In this chapter, the 

requirements and challenges of WECSs and WAMSs are presented, respectively, and a literature 

review is provided covering the conventional solutions of the uncertain wind power generation in 

WECSs and the uncertain wide-area communication in WAMSs. 

2.1 Uncertain Wind Power Generation 

2.1.1 Requirements of WECSs 

In general, the operating requirements of a WECS depends on its operating regions. To be 

specific, a characteristic curve of a variable-speed variable-pitch WECS is shown in Fig. 2-1, where 

𝑣𝑐𝑖, 𝑣𝑟𝑎𝑡, and  𝑣𝑐𝑜 are the cut-in speed, the rated speed, and the cut out speed, respectively, and the 

WECS operating in different regions is assigned different tasks [41]-[43].  

In the partial load region (𝑣𝑐𝑖 ≤ 𝑣 ≤ 𝑣𝑟𝑎𝑡), the WECS is primarily expected to maximize wind 

power capture, which is also known as maximum power point tracking (MPPT). In the full load 

region (𝑣𝑟𝑎𝑡 ≤ 𝑣 ≤ 𝑣𝑐𝑜), the WECS should extract the rated power (i.e., wind power regulation). 

These objectives can be achieved by tracking the optimal generator rotor speed  ωg
*  and/or 

manipulating the desired pitch angle 𝛽∗.  

Region I

5 10 15 20 25

0.5

1.0

0

Region II

civ
covratv

Wind speed v (m/s)

M
ec

a
n

ic
a

l 
P

o
w

er
 P

t 
(p

.u
)

Maximizing

Power

Regulating 

Power

 

Fig. 2–1. Wind turbine characteristic curve. 
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In addition to generating effective electric power, alleviating aerodynamic and mechanical loads 

for extended installation life is also required in the control design, especially in the WECSs 

equipped with large-scale turbines with expensive and complex components.  

Thus, the control system of a WECS is a multiple input multiple output (MIMO) system with 

multiple objectives. Moreover, the wind speed’s randomness, the system nonlinearity, and physical 

constraints on control variables, such as limits on the pitch angle and the pitch angle rate, render 

the control design task more difficult. 

2.1.2 Challenges of WECSs 

Wind energy is variable and intermittent, and wind power generation presents strong 

uncertainties. In order to make the wind power generation stable and profitable, it is crucial to 

develop efficient modeling and control methods of WECSs. However, there are numerous 

challenges for the modeling and control of WECSs, especially with the trend of developing large-

scale wind turbines and installing wind farms in low wind speed areas [41]-[43]. 

A. Wind Speed Modeling 

Wind speed is difficult to model since it is affected by a number of factors, such as geographic 

location, climate characteristics, height above ground, and surface topography. Wind speed is also 

difficult to measure because the randomness of wind speed is subject to a spatial and temporal 

distribution as shown in Fig. 2-2 [41]-[43], [51]-[53].  

Wind speed at different points

Wind shear

Tower shadow
 

Fig. 2–2. Spatial and temporal distributions of wind speed. 
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First, the wind speed working on an entire turbine is different from the one working at a specific 

location of the turbine. This means that the measured wind speed at a particular location will not 

be the same as the actual wind speed at different points over the blades. 

Second, the wind speed working on the turbine is different from the wind speed measured by 

an anemometer. In reality, the wind speed anemometer is normally installed at the rear of the 

nacelle, and because of the effect of wind shear and tower shadow, the real wind speed going 

through the blade and the tower becomes variable.  

As a result, there is a measurement error between the real value and the measured value. The 

error may lead to a series of problems in wind power control and operation. 

B. WECS Control 

 In wind power industry, WECSs are expected to maximize the electric power generated from 

the wind and minimize the overall operational cost. One challenge is the optimization of MPPT 

control methods in WECSs. The performance of MPPT plays a decisive role in WECS efficiency 

since more than 50% of the annual energy capacity for a typical turbine comes from the partial load 

region (wind speed below the rated speed). Unfortunately, it has been shown that a 5% error is 

common in conventional MPPT control methods leading to a 1%–3% energy loss, which is 

considered significant in the wind energy industry [71], [72].  

A great deal of research effort in academia and industry has been devoted to advanced MPPT 

methods and the proposed approaches and experiments are primarily based on small to medium 

scale (1–100 kW) wind turbines. As turbines increase in size and capacity, the efficiency and 

quality constraints of WECSs become more difficult to attain. Optimization of MPPT methods for 

multi-MW wind power generation systems is worthy of further study [41]-[43], [71]-[73]. 

Other challenges primarily stem from the stochastic nature of wind power generation. First, the 

important input signal of the control system - wind speed is difficult to model or measure. Second, 

the gusty and intermittent wind power gives rise to the issue of drive train torque fluctuation, which 
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is highly analogous to the cost of wind turbine operation and maintenance. This problem becomes 

increasingly important with the ongoing trend of installing large-scale wind turbines with expensive 

and complex components. Hence, there is a serious interest within the research and industrial 

communities to employ advanced MPPT methods with sophisticated wind speed modeling, such 

that various factors like economic merit of power harvesting and technical merit of alleviating 

mechanical damage can be taken into account collectively. 

Further, as discussed before, the WECS control system is a MIMO system with multiple 

objectives, and the input’s randomness, system nonlinearity, and physical constraints on control 

variables render the control design more difficult. 

2.1.3 Solutions of Uncertain Wind Power Generation 

A. Wind Speed Modeling Methods 

The majority of the previous studies model the wind speed using the Van der Hoven spectrum, 

in which the wind speed is modeled with two components as follows 

m dv v v                                 (2.1) 

where 𝑣𝑚 is the mean wind speed representing the long-term and slow variable component, and 𝑣𝑑 

is a disturbance describing the rapidly variable component. 

Commonly, 𝑣𝑚 is assumed to be the measured or estimated value at a given site and over a 

certain time period and 𝑣𝑑 is designed as Gaussian, e.g., ( , )d~ μ Σ  [41], [42]. However, this 

assumption may not hold in many cases and in the real world the disturbance does not always 

follow a regular probability distribution.  

B. WECS Control Methods 

Advanced control strategies for WECSs have been investigated over a few decades, which are 

broadly classified into the classic control, modern control, and intelligent control as Table 2-1. 
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Table 2-1 Classification of WECS control. 

Control theory Classical control Modern control Intelligent control 

Control objective 

SISO,  

linear time-invariant 

system 

SISO/SIMO/MISO/MIMO, 

linear/nonlinear,  

time-invariant/time-variant, 

univariate/multivariate,  

discrete/ continuous system 

Large-scale,  

complex structure,  

incomplete information, 

multivariate system 

Analysis method 
Frequency-domain 

approach 
Time-domain approach Time-domain approach 

Mathematical 

model 
Transfer Function State-Space Equation Subsystem 

Mathematical tool Laplace transform 
Matrix theory,  

vector space theory 

Cybernetics, 

operations research,  

artificial intelligence 

Control method PID control 

Optimal control 

Robust control 

Adaptive control 

Sliding model control 

Predictive model control 

Bayesian control 

Fuzzy (logic) control 

Neural network control 

Expert Systems 

Genetic control 

Intelligent agents  

  

SISO-single input single output; SIMO-single input multiple output, and MISO-multiple input single output. 
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In the partial load regime, the main control objective is to capture the maximum power 

available from the wind. The rotor speed and the pitch angle should be controlled in a way such 

that the MPPT is obtained.  

To achieve the MPPT, the classical PI controller is used for MPPT [74], [75]. The PI control 

method is simple and practical, but needs to tune the PI parameters repeatedly. Also, to cope with 

the system nonlinearity, a gain-scheduling linear quadratic Gaussian (LQG) method is used in [76], 

and a gain-scheduling 𝐻∞  approach to control variable speed WECS in the context of linear 

parameter-varying (LPV) systems is proposed in [77].  

In the full load regime, the main control objectives are to regulate both the generator power 

and the generator speed at their rated values, respectively. These objectives can be achieved by 

manipulating the desired pitch angle and/or the generator torque set point.  

The majority of works in the literature dealing with the controller in the full load region use a 

decentralized approach as shown in Fig. 2-3 [74], [78]. In this approach, two separate controllers 

are designed to regulate the generator speed and the generator power independently. Actually, 

designing these two controllers is a difficult task owing to the presence of interaction between the 

two control loops. Moreover, this kind of control configuration often leads to large torsional torque 

variations and electric power fluctuations. In order to improve these drawbacks, a multivariable 

WECS control strategy is proposed in [78].  

 

Power

Controller

Generator 

Speed 

Contrller

WECS

*

gT

d

g

gP

ratgg ,
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ratgg PP ,
* 
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Power and Speed 

Controller

WECS

ratgg ,
*  
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gP

*
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Fig. 2–3. Decentralized control method. 
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Fig. 2–4. Multivariable MPC method. 

Further, the presence of two control regions with different control structures requires the ability 

to switch between the controllers. Several recent studies indicate that when wind speed fluctuates 

around its rated value, undesirable drive train transient loads and power overshoots can occur. To 

solve this issue, a model predictive control (MPC) based overall control strategy that can work in 

both the partial and the full load region is proposed as shown in Fig. 2-4 [79]. However, the MPC-

based method needs to predict the disturbance of the control input in a finite horizon. Thus, ref. [79] 

applies a state-space model for the disturbance while parameters of the model are assumed known, 

which is somewhat a challenge in practice [80]. 

2.2 Uncertain Wide-Area Communication 

2.2.1 Standards of WAMSs 

In order to promote the synchrophasor system development, the NASPI, National Institute for 

Standards and Technology (NIST), IEEE, IEC, and electric industry (e.g., utilities, vendors, and 

academics) put joint effort to developing a set of synchrophasor system standards and guides. A 

brief review is presented below to provide a picture of the history and key points of these technical 

rules [45]-[46], [81]-[95]. 

IEEE Std. 1344-1995 (R2001), released in 1995 and reaffirmed in 2001, is the first IEEE 

standard for synchrophasors for power systems. It defined phasor and synchronized phasor, and 
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specified synchronizing resources, synchronization methods, and synchrophasor message format 

(i.e. data frame, configuration frame, and header frame). IEEE Std. 1344-1995(R2001) defined the 

synchrophasor measurement in terms of the waveform sampling, timing, and basic phasor 

definition, and did not specify the synchrophasor communication. 

IEEE Std. C37.118-2005 is the revision of IEEE Std. 1344-1995(R2001). It revised the 

synchronized phasor definition, and specified the synchronization requirements, accuracy 

requirements under steady-state conditions, and synchrophasor message format (i.e. data frame, 

configuration frame, header frame, and command frame). In specific, IEEE Std. C37.118-2005 

introduced the total vector error (TVE) criterion to quantify synchrophasor measurements. This 

shifted the focus from measurement methods to measurement results, allowing the use of any 

method or algorithm that produces good results.  

IEEE Std. C37.118-2011 is the current IEEE standard for synchrophasors for power systems. In 

order to gain a wider international acceptance, the IEEE and the IEC initiated a joint project in 2009 

to harmonize IEEE Std. C37.118 with IEC 61850 standard. As a result, IEEE Std. C37.118-2011 

is split into two parts. 

The first part, IEEE Std.118.1-2011 for synchrophasor measurements, deals with synchrophasor 

measurements and related performance requirements. It included the steady-state synchrophasor 

measurements and their performance requirements in IEEE Std. C37.118-2005; it also introduced 

the dynamic synchrophasor measurements and frequency and ROCOF estimates, and their 

performance requirements. The second part, IEEE Std. C37.118.2-2011 for synchrophasor data 

transfer, standardizes the synchrophasor communication. It is based on the portion of IEEE Std. 

C37.118-2005 specifying data communication and portion of IEC 61850-90-5 standard. IEEE Std. 

C37.118.2-2011 allows more communication protocols and systems to be used with synchrophasor 

measurements and communication, which greatly promotes the development and deployment of 

synchrophasor systems. 
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PMU

PDC
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Timing standard IEEE 

1588 & IEEE C37.238
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IEEE C37.242-2013

PDC guide

IEEE C37.244-2013

Data storage standard

IEEE C37.111-2013

APP.

 
Fig. 2–5. IEEE Standards for synchrophasor systems. 

In addition, IEEE Std. C37.238-2011 specifies the precision time protocol for power system 

applications, IEEE Std. C37.111-2013 standardizes the common format for transient data exchange 

(COMTRADE) for power systems, and IEEE Std. C37.242-2013 and C37.244-2013 are developed 

to guide PMU utilization (e.g., synchronization, calibration, testing, and installation), and PDC 

definitions and functions, respectively. These critical standards and guides for synchrophasor 

systems are compactly shown in Fig. 2-5. 

2.2.1 Requirements of WAMSs 

In the past decade, synchrophasor systems have become prevalent in power grids and a large 

number of actual and potential synchrophasor applications have been reported in the literature. 

These applications’ classifications and data requirements and sensitivities are discussed [45]. 

Synchrophasor applications can be broadly classified into two categories: real-time and off-line 

applications. The former require real-time data and response within seconds or even sub-seconds 

after receiving the data; and they improve real-time operations with enhanced visibility and 

situational awareness, and also support wide-area protection and control actions, such as special 

protection scheme, remedial action scheme, emergency control sys-tem, and wide-area control 

system. In contrast, the latter use archived data and may be conducted off-line days or months after 

the data were collected; and they primarily improve power system analysis and planning, such as 

baselining, post-event analysis, and model calibration and validation. 
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Advanced Applications

Researchers

· Emergency control

· Wide-area control system (WACS)

· Special protection scheme (SPS)

· Remedial action scheme (RAS)

· etc. 

Situational Awareness
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· Situational awareness 
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· Email Notification
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Planners

· Baselining

· Post-event analysis
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· New applications test & evaluation
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Monitoring/Alarming

Operators

· Real-time monitoring

· Real-time visualization

· Real-time alerts and alarms

· Event detection, disturbance location

· etc.

 

Fig. 2–6. Classification of synchrophasor applications. 

Specifically, the NASPI has been working on the phasor application taxonomy. In 2008, the 

NASPI created a table for phasor application classification and condensed various applications into 

four categories as shown in Fig. 2-6, including the situational awareness, monitoring/alarming, 

analysis/assessment, and advanced applications [91].  

Later, the applications were classified with their working fields in [92]-[93], e.g., reliability 

operation, market operation, planning, and others, and grouped in accordance with their maturity 

levels in [94], e.g., Level-1 (conceptualization), Level-2 (development), Level-3 (implementation), 

Level-4 (operationalized), and Level-5 (integrated and highly mature). A set of metrics to describe 

and characterize each maturity level were also given in [94]. 

In engineering, different groups of synchrophasor applications have different requirements on 

synchrophasor data, such as data rate, data volume, data quality, and data security. It is important 

to understand the variety of synchrophasor applications and their data requirements. It is also 

advantageous to develop a set of consistent and quantifiable data requirements for the applications, 

which help existing and new users learn the applications’ capability and suitability in their 

particular scenarios. The data quality requirements for synchrophasor applications are investigated 

in this research. 
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In the past decade, an increasing number of PMUs were installed around the world and a variety 

of PMU-based WAMSs were available in power grids. It should be noted that most of these projects 

are subsidized. The technical and economic benefits of WAMSs are not fully identified, and the 

potentials of various WAMS applications need further explored.  

In practice, the WAMS as a physical network involves communication constraints, such as 

uncertain communication and bad data issues. Many wide-area applications’ robustness to data 

quality issues is relatively unknown, and their performances may be affected or even disabled due 

to communication failure and data flaws. Therefore, this work investigates the uncertain 

communication issue for synchrophasor applications. 

The “data quality” term for synchrophasor applications has not been defined in the existing 

standards. The data quality issue in this work is characterized by three qualities, including data 

accuracy, data availability, and data timeliness.  

Generally, data accuracy demands the synchrophasor measurements, such as phasor 

measurements, frequency estimates, and time synchronization, within acceptable errors; data 

availability requires the measurement data to be complete, consistent, and without loss; and data 

timeless refers to the measurement data delivered to their destinations within acceptable latencies. 

Data accuracy is largely determined by PMU performances, since the measurement data are 

measured, digitalized, and packaged by PMUs. As aforementioned, the data accuracy requirements 

under steady-state and dynamic conditions are well specified in C37. 118.1-2011, and TVE is used 

to quantify the measurement accuracy. For example, the maximum TVE is required to be 1% in 

steady-state synchrophasor measurement and the corresponding maximum timing error of PMU is 

26.4 μs for 60 Hz power grid (Assuming PMU has no magnitude measurement error, 1% TVE 

corresponds to 0.57 degree phase error or 26.4 μs timing error). Moreover, two PMU performance 

classes “M” class and “P” class are also standardized in C37. 118.1-2011. The former emphasizes 

high precision and supports applications that are sensitive to signal aliasing but immune to delays 
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(e.g., measurement devices), whereas the latter emphasizes low latencies and is used for 

applications that require minimal delays in responding to dynamic changes (e.g., protective relays). 

Data availability and timeliness depends on the joint performance of PMUs, PDCs, and 

communication links. IEEE standards mention the data loss and latency issues for synchrophasor 

systems and applications, but have not formalized the related quantitative requirements. In recent 

years, the NASPI was working on synchrophasor application classification, and attempted to define 

the applications’ requirements on data accuracy, loss, and latency. For example, a list of 

applications’ requirements are shown in Table 2-2, in which the applications are condensed into 

four categories and three metrics [45].  

Table 2-2 Classification of PMU applications. 

Attributes Class A Class B Class C Class D 

Accuracy 4 2 4 2 

Availability 4 2 3 1 

Latency 4 3 1 1 

Application  

examples 
Protection & control State estimator Post-event analysis 

Visualization & 

monitoring 

4 stands for critical; 3 stands for important; 2 stands for somewhat important; 1 stands for not very important 

 

Note that Table 1 only gives high-level analysis. Actually, many applications robustness to data 

quality issues is relatively unknown, and various applications’ requirements and sensitivities on 

data quality still worth to be further investigated. 

This section reviews synchrophasor applications’ classifications and data requirements, and 

points out that it is necessary to formalize a set of consistent and quantifiable data quality 

requirements for synchrophasor applications. These requirements and technical rules can help 

existing and new users understand various applications’ capability and suitability in their particular 

scenarios, and further promote the development of synchrophasor systems and enhance the 

performance of power grids. 
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2.2.2 Solutions of Uncertain Wide-Area Communication 

In WAMSs, the actual measurement and communication systems inevitably involve data quality 

issues. For instance, a measurement device may cause a data accuracy issue because of device 

errors or timing signal loss, and a communication link may induce data loss and latency issues due 

to unintentional reasons (e.g., equipment malfunctions and communication infrastructure limits) or 

intentional cyber-attacks. These data quality issues may impact or even disable certain application 

functionalities. Consequently, a great deal of research effort in academia and industry has been 

devoted to addressing the data quality issue, especially the data accuracy, latency, and loss issues. 

First, the data accuracy issue primarily derives from measurement equipment and devices, such 

as instrument transformers and PMUs. Conventional instrument transformers have inherent 

limitations on high-voltage measurement and isolation; while classic PMUs using discrete-Fourier-

transform algorithms have a low computational burden but their accuracy degrades in the presence 

of frequency offsets and dynamic conditions. Accordingly, advanced instrument transformers like 

electronic instrument transformers [96]-[97] and alternative PMUs using sophisticated 

measurement algorithms [98]-[100] have been developed. Those approaches greatly improve the 

synchrophasor measurement accuracy under both steady-state and dynamic conditions. 

Second, for the data latency, the previous researches primarily focus on three aspects 1) 

modeling the communication delay in theoretical and statistical perspectives, such as constant 

modeling, stochastic modeling, and bounded modeling [44], [101], 2) developing special protection 

schemes and control strategies with the consideration of latencies [102]-[105], and 3) optimizing 

the communication infrastructure, like communication architecture, medium, and protocols, and 

restricting the delay to an acceptable range [106]-[110]. Those design and approaches have been 

selectively used in wide-area protection & control and other advanced applications. 

Further, for the data incompleteness and missing, numerous researches work on reducing the 

risk of data loss, such as the ones enhancing communication performance in terms of 
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communication architecture, bandwidth, and redundancy. In addition, some researches deal with 

the data loss issue in a positive way. For example, a predictive control strategy for wide-area 

damping control was presented in [111] with the consideration of data loss and other physical 

constraints, and a data reconstruction method using the low-rank matrix completion approach was 

provided in [112], in which way the lost data could be partially recovered at a control center. 
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3 Uncertain Wind Power Generation in WECSs 

In this chapter, the uncertain wind power generation in WECSs is studied, and improved 

modeling and control methods of WECSs are proposed, respectively. The uncertain wind power 

generation problem with the proposed modeling and control methods is developed as a min-max 

optimal problem, and efficiently solved with programming solvers. The performance of the 

proposed methods is demonstrated with simulation results. 

3.1 WECS Modeling 

DFIG and PMSG are the two most common applications of variable-speed variable-pitch 

WECSs. This work focuses on the later with respect to the dynamic characteristics of multi-pole 

low-speed PMSGs [60]. 

A typical PMSG-based WECS is shown in Fig. 3-1, consisting of aerodynamic, mechanical, and 

electrical parts. The wind power captured by the wind turbine is converted into mechanical power, 

then transformed to electric power by the generator, and finally delivered to the grid through a 

conversion system. The important components include the wind turbine, the pitch actuator, the 

drive train, and the generator. Their mathematical models are introduced as follows [41]-[43]. 

 

 

 

PMSG

Wind

Wind Turbine Grid
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Fig. 3–1. PMSG-based WECS. 
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A. Wind Turbine Model 

The aerodynamics power Pt captured by the wind turbine can be written as 
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where ρ is the air density, R is the blade length, λ is the tip speed ratio (TSR) of the turbine rotational 

speed ωt to the wind speed v, β is the blade pitch angle, and ( , )pC    is the power coefficient. 

The wind turbine torque Tt  can be calculated as 

 
5

2

3
,

2

t

t p t

t

P R
T C


  

 
   (3.4) 

In addition, a wind turbine can produce its maximum power when it operates at the maximum 

power coefficient point max ( , )p opt optC   , where /opt opt R   . The maximum power output from 

the wind turbine is given by 
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B. Pitch Actuator Model 

The blade pitch angle β and its operating limits can be written respectively as 

*( ) /       (3.6) 

min min     (3.7) 

min min     (3.8) 
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where  𝛽∗  is the pitch angle set point, τ is the time constant of the pitch system, and •max (•min) 

represents the constraint of •. 

C. Drive Train Model 

The drive train component is described by a one-mass model, since the rotors of the wind 

turbine and the generator are connected directly. The one-mass model can be expressed with the 

following expressions 

( ) /t gT T F J     (3.9) 
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where Tg is the generator torque, J is the turbine’s moment of inertia, F is the viscous friction 

coefficient, and vci, vrat, and vct are the cut-in speed, the rated speed, and the cut-out speed, 

respectively, which divide the system into three operating regions. 

If the friction torque is ignored, (3.9) can be rewritten as 

( )t gT T J    (3.11) 

D. Generator Model 

Since the electrical dynamics of the generator are faster than the mechanical dynamics of the 

turbine, a first-order model in (13) is used to represent the electrical dynamics. 

*( ) /g g g gT T T    (3.12) 

where  𝑇𝑔
∗ is the set point of the generator torque and τg is the time constant of the generator system. 

E. WECS Model 

The described WECS model above can be linearized around its operating point (OP) with the 

following expressions. 
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where the symbol d corresponds to the deviation of a variable from the OP. 

In addition, the wind speed is modeled with the mean wind speed over a certain time period vm 

and the wind speed disturbance vd in (2.1). Typically, the disturbance vd is designed as Gaussian

2( , )N μ σ  or Weibull ( , )W α β . In this work, the empirical design is replaced by a more physically 

relevant model called Norm-bounded disturbance. No assumption is made to the distribution of the 

disturbance; instead, a bound on the amplitude of the noise is assumed, e.g., 
2

{ | }  d d . This 

is arguably more realistic at high latitudes and in short terms. 

In this way, the state vector, the control input, and the measure output are defined as
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model of the linearized WECS can be written compactly as 

       ux t Ax t B u t B t    
 

(3.17) 

   y t C x t
 

 (3.18) 

with 
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Thus, the discrete version of the linearized WECS can be written as follows 

       1k k k k   
d u d

x A x B u B d
 

(3.19) 

   k k
d

y C x
 

 (3.20) 

where 
T

e A

dA and  
0

TT
Ae dt       u d u v

B ,B B ,B . 

To simplify the notation, we set : [ ]T T Tx(1) ,...,x(N)x , : [ ]T TTu , ..(0) (N,u -1).u , 

: [ ]T TTy , ..(0) (N,y -1).y , and : [ ]T TT, ..d (0) (N,d -1).d . 

3.2 MPPT Control  

The WECS in the partial load region is expected to capture the maximum power available from 

the wind. The rotor speed and the pitch angle should be controlled in a way so that the power 

coefficient is maximized. This control is called the MPPT control. 

3.2.1 Conventional MPPT 

Previous research works primarily focus on three conventional MPPT algorithms, namely, TSR 

control, hill-climb search (HCS) control, and power signal feedback (PSF) control. These three 

MPPT algorithms are briefly reviewed in Table 3-1. 

Table 3-1 A brief review of three conventional MPPT methods. 

MPPT 

technique 

Anemometer Tracking 

reference 

Prior-

knowledge 

of system 

Online  

updating 

Complexity Tracking 

speed 

TSR Required * /opt m R    
Required No Low Fast 

PSF Not required * 3

g optP k   Required No Low Fast 

HSF Not required N/A Not required Yes High low 
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Fig. 3–2. Wind turbine characteristic curves at various wind speeds. 

This work studies the WECS with anemometers in which TSR control is widely employed. 

MPPT, in essence, is a tracking problem and its success largely depends on a reasonable 

selection of references. In TSR control, as shown in Fig. 3-2, the maximum wind points under 

various wind speeds are achieved by tracking the optimal rotor speed in (3.21). The TSR control 

method requires real-time measurement of the wind speed and thus becomes expensive and difficult 

to implement in practice.  

opt

ref
R


   (3.21) 

3.2.2 Improved MPPT 

To solve the above problem, the wind speed estimation (WSE) based MPPT control is proposed 

in [113]-[116], where the wind speed is estimated from the relationship between system parameters 

and is then used to calculate the reference value in (3.21). The WSE based MPPT control method 

utilizes artificial intelligence algorithms [115], [116] or data forecasting techniques [113], [114] 

and can estimate or predict the wind speed with acceptable accuracy and computational cost. In 

recent years, the prediction accuracy of advanced forecasting techniques has reached 97% in a few-

minutes to 20-minutes ahead. The prediction error is even smaller with the prediction horizon 

decreasing or/and the historical data’s effeteness increasing [117]-[119].  
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Fig. 3–3. Schematic diagram of IMPPT. 

Thus, an Improved MPPT (IMPPT) algorithm is proposed in this work to take advantage of the 

increasing prediction accuracy in the short term.  

A schematic diagram of the IMPPT algorithm is shown in Fig. 3-3, where the turbine 

characteristic curve is represented as a nonlinear function of wind speed v, turbine angular speed 

ω, and blade pitch angle β, and the look-ahead time duration is assumed to be two time periods. 

At each time period a wind speed and two predicted wind speeds are viewed as the input signal 

and the optimal control command is computed from the IMPPT algorithm. Here, each time period 

should be on the scale of tens of seconds to a few minutes and the predicted wind speed will be 

continuously updated through historical data. 

Different from TSR control and WSE control, which simply calculates the tracking reference 

from (3.21), the proposed IMPPT algorithm considers the short-term wind speed prediction, 

maximum wind power capture, and wind turbines’ dynamic response collectively, and executes the 

optimal reference command in an intelligent way. Then, IMPPT becomes an optimization problem 

and the optimal reference can be solved with the following expression. 

 

 

2 2

0 0

2

0

2
3

2
3

max max ,
2

max , ,
2

ref ref

ref

t t

t p
t t

t

t

R
P dt C v dt

R
f v v dt

 




 


 





 


 (3.22) 
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subject to 
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3 32
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C v C vR
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   
 

 

 
    
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  (3.23) 

1 0 1

2 1 2

,
( )

,

ref

ref

ref

t t t
t

t t t






 
 

 
 (3.24) 

  max0 t   , 0 2t t t   (3.25) 

Note that v1 and v2 are the predicted wind speeds at t1 and t2 and the pitch angle β is controlled 

to be zero in the partial load region. Thus, (3.22)-(3.25) can be rewritten as 

   

 

1 2

0 1

1 2

1

2 3 2 3

1 2

2 3 2 3

1 2

0

max , ,
2 2
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2 2
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t t

p p
t t

t t

t

R v R v
C dt C dt

R v R v
f dt f dt





 
   

 
 

 
 

 

 
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 

 

 
 (3.26) 

subject to (3.24), (3.25), and 

   2

0
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t
ref

f v f vR
t dt

J
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 

 

 
    

  
  (3.27) 

Additionally, the performance of MPPT in this work is evaluated with the characteristic of 

fractional average power η. It is defined as the ratio of the mean captured power to the mean wind 

power and expressed as 

1 1 1

1 1
( ) ( ) ( )t wind

N N

k k k

p

N

P i P i C i
n n


  

     (3.28) 

To further explain the proposed method, a simple simulation of TSR control and IMPPT control 

for a 1.5 MW turbine is shown in Fig. 3-4. When the wind speed constantly varies between 4 m/s 

and 7 m/s, the rotor speed 𝜔1 in TSR control tracks the reference 𝜔𝑟𝑒𝑓1 to capture the maximum 

wind power for each wind speed. Due to the inertia effect on wind turbines’ dynamic performances, 

there is a decrease in coefficient 𝐶𝑝 and corresponding power losses in the tacking process. In 

contrast, the rotor speed 𝜔2 in IMPPT control tracks a different reference 𝜔𝑟𝑒𝑓2 computed from 
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(17)-(20).  𝜔𝑟𝑒𝑓2 is greater than  𝜔𝑟𝑒𝑓1 at low wind speeds and becomes the same as  𝜔𝑟𝑒𝑓1 when 

the wind speed is higher. Thus, the acceleration distance at the higher wind speed is shortened and 

the corresponding system efficiency is improved. In other words, even though the IMPPT 

efficiency is reduced at during low wind speed period, the WECS harvests much more energy when 

the wind speed is high. This is because the produced wind power is cubic to wind speed.  
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Fig. 3–4. Simulation results of MPPT and IMPPT. 
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Fig. 3–5. MPPT efficiency with different rotor speed commands.  
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The simulation results in Fig. 3-5 clearly shows that the optimization of the reference  𝜔𝑟𝑒𝑓 

can achieve a higher overall power output. The fractional average power in IMPPT increases by 

2.29% in one perdition horizon, which is a significant improvement in wind power industry. 

3.3 WECS Control  

The previous sections discussed the WECS model and the IMPPT algorithm, respectively. In 

this section, the WECS control problem is studied systematically, and multiple issues, such as wind 

speed uncertainties and wind turbines’ mechanical damages, are considered.  

Since this work focuses on the WECS operating in both the partial and the full load regions, 

the control system has multiple objectives. A schematic diagram of a classical control system in 

the WECS is depicted in Fig. 3-6. 
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Fig. 3–6. Block diagram of classic WECS control. 

In the partial load region, the controller is mainly expected to implement the MPPT, which is 

developed in Section 3.2. In the full load region, the controller is required to maintain both the 

generator power and the generator speed at their rated values Pg,rat and 𝜔𝑔,𝑟𝑎𝑡. These objectives can 

be achieved by regulating the desired pitch angle 𝛽∗ and/or the generator torque set point 𝑇𝑔
∗.  

Moreover, mitigating drive train transient loads and reducing control actuator activities, which 

have the effect of reducing the cost of wind turbines operation and maintenance as well as 

increasing the life time of the system’s mechanical components, should also be considered in the 

control design. Thus, the cost function can be written as follows 
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subject to 

       1k k k k   
d u d

x A x B u B d  (3.30) 

   k k
d

y C x  (3.31) 

 ,min ,maxg g gk    , k=1, 2, …, N (3.32) 

 ,min ,maxg g gP P k P  , k=1, 2, …, N (3.33) 

*

,max0 ( )g gT k T  , k=1, 2, …, N-1 (3.34) 

 *

min maxk    , k=1, 2, …, N-1 (3.35) 

 min maxd k       , k=1, 2, …, N-1 (3.36) 

 min maxk d d d , k=1, 2, …, N (3.37) 

where N is the control horizon,  means the change of control vector as

( 1) ( 1) ( )k k k    u u u , and 𝑞1, 𝑞2, 𝑟1, 𝑟2, 𝑟3 and 𝑟4 are weighting coefficients. 
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where 0x is the initial condition at each time step, •B is the base value of •, 0Q (i.e., semi-

definite positive matrix), and 1 2, 0R R (i.e., positive definite matrix).

  
Then, with the consideration of the wind speed error d as a box uncertain set, (3.38) can be 

written as a min-max problem to compute the optimal control that minimizes the largest cost in the 

disturbance space. 

Problem: 0( ) : argmin maxd NV


u
u x  (3.39) 

subject to (3.30), (3.31), (3.35), (3.36), (3.37) and 

 min max 1( )k       (3.40) 

 ,min ,max 2( )g g gP P k P     (3.41) 

*

,max 3(0 ( ) )g gT k T     (3.42) 

Note that the non-convex chance constraints (3.40)–(3.42) are the probabilistic forms of 

constraints in (3.32)–(3.34), respectively. Constraints (3.40)–(3.42) can be represented in the form 

of inequalities, and Problem (3.39) can be developed into a convex optimization problem and can 

be solved by SDP. 

In many previously used WECS controls, the wind speed disturbance is commonly assumed to 

be Gaussian [78], [79]. This assumption may not hold in many cases and in the real world the 

disturbance does not always follow a regular probability distribution.  

However, it is not difficult to make a reasonable assumption on the bound of the disturbance 

(i.e., wind speeds or wind speed variations usually go inbounded). This work considers the 

unknown wind speed error as Norm-Bounded and employs the SDP method to search for an optimal 

solution. It can be viewed as finding the optimal control that minimizes the worst cost within the 

disturbance bound. Thus, the advantage of the proposed method is that it is not necessary to know 

the statistics of the disturbance distribution which is used to compute the expected cost in the MPC 

based method [80]. Further, through IMPPT and SDP it can be guaranteed that the overall cost will 

be limited in an appropriate range. 
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3.4 Case Study 

The performance of the proposed MPPT control and WECS control strategies are demonstrated 

in this section. The simulation is implemented in MATLAB and carried on a computer with a 2.60 

GHz core. The proposed problem is solved with the LMIs tool box, which is widely used in the 

control area. Before the test, several parameters require a reasonable selection, especially the wind 

speed fluctuation frequency and weighting coefficients in control objectives. 

For the wind speed, as the input signal of the WECS control, its frequency largely impacts the 

performance of control actions. A low frequency could not properly simulate the dynamic 

characteristics of the real wind speed, and a high frequency may present difficulties in system 

inertia response. In practice, the cycle of the mean wind speed is normally set to 10 minutes while 

the frequency of the disturbance is commonly uncertain. 

For the weights in the control objective functional, their tuning is also a challenging task, since 

different parameters give different outputs.  

To be specific, the simulation result of the control strategy with different weight r1 is shown in 

Fig. 3-7, where the WECS operates under the gradient wind speed. As shown in Fig. 3-7, the tuning 

of weights obviously contributes to the fast-response and high-stability of WECS control. Moreover, 

since the control objectives are related to the electrical generation and mechanical losses, the 

weights tuning requires not only technical skills but also wind power operators’ experience and 

expectation. Parameters selection becomes a multilevel complex problem.  

Nevertheless, since the motivation of this work is to apply advanced modeling and control 

methods to WECSs, simulation parameters are simply selected and listed in Table I. In general, 

these parameters are consistent with the parameters given in [41]-[43] and the simulation results 

are comparable with those in [78] and [79]. 
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Fig. 3–7. Results of WECS control with different weights. 
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3.4.1 Case 1: MPPT Control  

In Case 1, the proposed MPPT control is tested on a WECS. The motivation is to explore an 

efficient method for wind power utilization which is implemented in two aspects: maximizing the 

efficiency of MPPT and minimizing the operation and maintenance cost of WECSs. To simplify 

the problem formulation we first calculate the optimal references from the IMPPT algorithm and 

then solve the min-max problem though SDP. Also, parameters used in the simulation are listed in 

Table 3.2. The weights are set to q1=1, q2=0, r1=0.15, r2=0, r3=1, and r4=0.  

Table 3-2 Simulation parameters. 

Rated Power [MW] 0.75 1.5 2 3 5 

Rotor radius [m] 25 35 40 45 58 

Rated rotor speed [rpm] 28.6 20 18 16 14.8 

Rated wind speed [m/s] 11 11 12 12 12 

Cut-in wind speed [m/s] 4.5 4 4 4 3 

Cut-out wind speed [m/s] 25 25 25 25 25 

Moment of inertia [106 kg·m2] 0.13 1.86 5.67 12.6 12.9 

Optimum tip speed ratio 8.1 

Maximum power coefficient 0.48 

Air density [kg/m3] 1.225 

 

 

With the application of state-of-the-art technologies to wind speed forecasting, the wind speed 

is assumed to be predicted every minute and the prediction error is ignored in the short-term. As 

the first step to test the proposed control strategy, the predicted wind speed is chosen in the 

midrange of the partial load region (6.5 m/s and 8 m/s). The disturbance is set with the bounds of 

±1 m/s, which is considered to be the maximum variance in the model of wind speed errors. 

In Fig. 3-8, the performances of the TSR control and the proposed IMPPT control are compared. 

Under Norm-bounded disturbances, the optimal references derived from conventional MPPT and 

IMPPT are very close at most operating points, but when a gusty wind speed or a gradient wind 

occurs, IMPPT control can capture more wind power than TSR control. 
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Fig. 3–8. Results of MPPT and IMPPT. 
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Table 3-3 IMPPT efficiency under different wind speed variations. 

2 1   4 m/s 5 m/s 6 m/s 7 m/s 8 m/s 9 m/s 10 m/s 11 m/s 

4 m/s 1.0 1.00.3 1.010 1.023 1.043 1.070 1.011 1.156 

5m/s 1.001 1.0 1.001 1.004 1.010 1.018 1.029 1.044 

6m/s 1.000 1.000 1.0 1.000 1.002 1.004 1.008 1.013 

7m/s 1.001 1.001 1.000 1.0 1.000 1.0051 1.002 1.004 

8m/s 1.001 1.001 1.000 1.0 1.0 1.000 1.0001 1.001 

9m/s 1.001 1.001 1.000 1.000 1.000 1.0 1.000 1.001 

10m/s 1.001 1.001 1.000 1.000 1.000 1.000 1.0 1.000 

11m/s 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.0 

 

Table 3-4 IMPPT efficiency of different wind turbines. 

Wind turbine [MW] 0.75 1.5 2 3 5 

Rate 
2 1   1.021 1.023 1.019 1.023 1.020 

 

In addition, different wind speed variation ranges on a 1.5 MW wind turbine are studied and 

the corresponding 𝜂2/𝜂1 values are calculated. We also fix the tracking bandwidth of MPPT and 

implement similar simulations on different wind turbines with the parameters in Table 3.2. The 

results are listed in Table 3-3 and Table 3-4, respectively. 

Also, it should be noted that several efficient techniques are proposed in the recent literature to 

improve the efficiency of MPPT during the dynamic process [41]-[43]. Compared with these prior 

methods, IMPPT presents three advantages: 1) the tracking distance is shortened and the control 

system’s dynamic characteristic is improved; 2) the acceleration time of mechanical components 

is reduced and the corresponding mechanical damage is alleviated; and 3) no extra power electronic 

device is required, and system complexity and operation cost is only slightly increased.  

Moreover, as opposed to the approaches to reduce the effect of inertia in the literature [41], the 

proposed IMPPT algorithm optimizes the rotor reference and shortens the tracking path to improve 

MPPT efficiency. This means that all the proposed techniques in the literature can be combined 

with the IMMPT algorithm since they solve the same problem in different angles. Thus, IMPPT is 

promising in practice.  
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3.4.1 Case 2: WECS Control  

After the calculation of optimal references, WECS control can be implemented as discussed 

before. An actual hourly wind speed measured at a 70 meter tower is selected as the mean wind 

speed for simulation. Then, a perturbation is added to the mean wind speed to mimic the 

randomness within the norm bound.  

From the simulation result in Fig. 3-9, the real-time wind speed fluctuates around the mean wind 

speed with a bound of 1 m/s. This guarantees that the WECS operates within the physical 

constraints of the control variables, e.g. limits on the rotor speed 𝜔. Two observations can be 

obtained with a comparison of the reference rotor speed and the actual rotor speed. First, when the 

wind speed is high, the wind turbine closely tracks the reference value and captures the high wind 

power output efficiently. Second, when the wind speed falls into a low range, MPPT efficiency is 

reduced to mitigate the drive train torsional torque fluctuation. Since the mechanical fatigue of the 

wind turbine is difficult to quantify and compare with the energy produced, tuning of the weighting 

coefficients may be based on the wind power operators’ experience and perspective. 
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Fig. 3–9. Results of WECS control. 
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3.5 Conclusion 

The contribution of this chapter can be summarized below: 

In this chapter, a novel MPPT strategy is proposed for the variable-speed variable-pitch WECS 

operating in the partial load region. The control strategy aims to achieve a balance between power 

output maximization and operating costs minimization. It can improve the efficiency of MPPT and 

increase the life time of mechanical components.  

In the proposed approach, the wind speed error is modeled as Norm-Bounded without a known 

distribution. This likely represents a more realistic model in practice and avoids the assumption of 

the noise distribution. Moreover, the problem is formulated into a semi-definite programming mode 

which has not been previously implemented in MPPT control.  

Furthermore, dynamic performances of large-scale wind generation systems are considered and 

an IMPPT algorithm is proposed to increase the system efficiency. As opposed to simply reducing 

the effect of inertia, the rotor speed reference is regulated in an intelligent way such that the 

movement of the rotor during the dynamic tracking process is shortened and the mechanical fatigue 

is reduced. Also, the system’s overall efficiency can be improved, especially when the wind speed 

experiences a drastic change.  
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4 Uncertain Communication Delay in WAMSs 

In this chapter, the uncertain communication delay in WAMSs is investigated, with special focus 

on the one in time-critical wide-area applications. First, the real-world communication delay is 

measured and analyzed. Then, the bounded modeling method is presented for wide-area 

applications and further applied for system-area and substation-area protection applications, 

respectively. The proposed bounded modeling method is expected to be an important tool in the 

planning, design, and operation of time-critical wide-area applications. 

4.1 Statistics of Communication Delay 

To better understand the uncertain data latency in WAMSs, this work takes advantage of the 

low-cost and quickly-deployable FNET/GridEye, and measures the communication delay of the 

FNET/GridEye in one week as shown in Figs. 4-1 and 4-2. 

It is observed that the communication delay may vary dramatically in short terms (e.g., one 

minute), and its probability distribution changes with time periods and locations. Further, a system-

wide disturbance may lead to heavy traffic of communication networks, since a number of 

commands and alarm signals emerge instantaneously. FNET/GridEye as a WAMS example, 

implies some nature of wide-area communications. The dynamic characteristic of communication 

delays needs to be taken into account. 

4.2 Modeling of Communication Delay 

4.2.1 Conventional Modeling Method 

IEEE Std C37.118 clarifies that the latency of synchrophasor data is composed of a 

communication delay td and terminal processing delays tPMU and tAPP, and provides their typical 

ranges as shown in Table 4-1. Some literatures further divide the latency into seven terms as follows 

[44], [101] 
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(a)                                                         (b) 

    
(c)                                                        (d) 

Fig. 4–1. Communication delay measurements in short-term (one minute). 

 

  

(a) Statistical results of different time spans; (b) Statistical results of different locations. 

Fig. 4–2. Communication delay measurements in long-term (a few hours to a few days).  
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latency PMU d APP

PMU PDC que trans prop CC APP

t t t t

t t t t t t t

  

                                                                       (4.1) 

where tPDC and tCC denote the processing delays of a PDC and a control center, respectively; 

transmission delay ttrans=L/B is calculated by the packet length L (bit) and the link bandwidth B 

(bit/s), propagation delay tprop=D/v is calculated by the distance D between nodes and the light speed 

v in the particular communication medium (v≐2.0×105 km/s in optical fibers), and queuing delay tque 

is determined by the traffic behavior of communication networks. 

As discussed in Section 2.2, the previous works mainly study the communication delay via 

theoretical analysis and simulation results, and model the communication delay as constant or 

stochastic. The theoretical or simulation results may be partially true or idealistic when they are 

compared with the actual values under various conditions.  

4.2.2 Bounded Modeling Method for System-Area Applications 

This work proposes a bounded model for the dynamic communication delay. The main idea is 

to utilize the existing WAMS and guarantee the performance of regional and backbone networks, 

respectively.  

First, PDCs are utilized to limit the communication delay of complex regional networks. The 

communication delay between PMUs and PDCs primarily stems from the propagation time of 

synchrophasor data and the processing time of PDCs. Accordingly, the amount of tRN+tPDC depends 

on the physical distance between PMUs/PDCs and PDCs (the communication path of a regional 

network is PMU, PDC1, …, PDCNPDC), and the data arriving and sending-out time in PDCs. 

IEEE Std C37.244 defines seventeen PDC functions as shown in Fig. 4-3. In reality, multiple 

PMU packages with the same time-tag may not arrive at a PDC simultaneously. The PDC assigns 

the early arriving data to a buffer (data buffering) and aligns the available data after the preset 

waiting time (data aggregation). The waiting time ensures PDCs sort and forward PMU packages 

within an acceptable time period instead of waiting for the delayed or lost packages blindly. 

http://en.wikipedia.org/wiki/Transmission_delay
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Meanwhile, the PDC can calculate the delay between a PMU and a PDC or between a PDC and 

another PDC using time-tags (data latency calculation).  

Hence, this work combines data aggregation, data latency calculation and data buffering 

functions as shown in Fig. 4-3, and views the complex regional network as a black box. Then, in 

PDCs, the communication delay can be calculated with time-tags and further bounded through the 

waiting time as follows 

_ _ _ _ _

1 1

_ _

1 1

[ ( ), ( )]

[ , ]

PDC PDC

PDC PDC

N N

RN PDC cal k proc k cal k wait k proc k

k k

N N

cal k RN wait k

k k

t t t t t t t

t D v t

 

 

    



 

 

 (4.2) 

where NPDC is the number of PDCs, tcal_k is the calculated delay between PMU and PDC1 or between 

PDCk-1 and PDCk, twait_k is the waiting time of PDCk, and tproc_k is the additional processing time of 

PDCk. DRN is the physical distance of the communication path in reginal networks. Normally, tproc_k 

is much smaller than other terms in (4.2) and is ignored here. The lower delay bound in (4.2) means 

that the PMU packages experience no waiting time at each PDC (arriving at each PDC 

simultaneously), and the upper delay bound means that the PMU packages experience the whole 

preset waiting time at every PDC. 

Second, the communication delay over backbone networks is bounded owing to SONET/SDH 

implementation. Currently, SONET/SDH in Fig. 4-4 is globally deployed. In the U.S., thousands 

of miles of optical fibers have been installed as parts of power line facilities and SONET-based 

backbone networks have been employed by many utilities [44]. In China, a large number of power 

industry backbone networks select optical fibers and SDH as the communication medium and 

protocol [121], [122]. SONET/SDH not only greatly improves the performance of power system 

communications, but also provides fast, reliable, and robust communication infrastructure for wide-

area protection. Here, the self-healing potential of SONET is utilized to guarantee the QoS of 

backbone networks, and further determine the bound of communication delays. 
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Fig. 4–3. Block diagram of PDC functions. 
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Fig. 4–4. Operating principle of SONT. 
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Typically, SONET works at the unidirectional path-switched ring (UPSR) or bidirectional line-

switched ring (BLSR) mode. SONET realizes the self-healing and redundant communication using 

its ring topology and automatic protection switching (APS) scheme. In the normal state, the 

information is transmitted on the primary ring and a copy of the information travels via the 

protection ring; while in the case of a node or link failure, SONET automatically and quickly 

switches the information flow from the primary ring to the protection ring, and sends out alarm 

signals. Also, SONET will resume the information flow to the original route when the equipment 

or fibers are repaired. 

In terms of multiple failures, four-fiber BLSR design can be used to increase SONET’s fault 

tolerance capacities. Hence, SONET can improve the reliability of communication networks and 

guarantee the QoS of information transmission. The communication delay of SONET based 

backbone networks becomes predictable as shown in Fig. 4-4 and its bound can be calculated b 

 (4.3) 

where tSONET1 and tSONET2 are the SONET communication delay in the normal state and the protection 

state, respectively. DBN is the physical distance of the communication path in the backbone network. 

Consequently, assuming the communication path of wide-are protection follows the order of 

PMU, Regional PDC, Central PDC, SONET, and Application, the upper bound of the 

communication delay can be determined as follows 

2_1 _ 2/ ( ) /d RN wait waitt BN SONETt D v t t D v t      (4.4) 

 

4.2.3 Bounded Modeling Method for Substation-Area Applications 

To quantify the communication delay in a substation area network (i.e. switched Ethernet 

network), two general approaches are used in the literature: stochastic approaches and deterministic 

approaches [123]-[125].  

1 2
[ , ] /BN SONET SONET BNt t t D v 
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The former studies the average behavior of a stochastic network and works out the mean 

statistical or probabilistic delay. For instance, the queuing theory assumes the distribution of delays 

as Poisson or Bernoulli, and computes the mean value of delays and possibly the quantity of 

distributions. Regardless, time delays may not always follow a regular distribution in reality and 

the upper bound of delays may not exist or be computable. In contrast, the latter focuses on the 

worst-case performance analysis and determines the upper bound of delays, which is mainly 

implemented using network calculus. 

In substation-area protection, a protective relay is expected to effectively detect the fault and 

trip off the corresponding circuit breaker after a preprogrammed time delay. Meanwhile, SV and 

GOOSE packages should be transferred to IEDs within the predetermined time; otherwise, they are 

viewed as corrupted and lost, which may disable the protection functionality and endanger the 

substation and even the whole power grid. In practice, the time delay of protective relays needs 

reasonable setting. If the time delay is larger than the transfer time limit (e.g., 3 ms), the protection 

may be invalid; whereas if the time delay is set to be idealistic, the package losses may frequently 

occur. The network calculus theory focuses on performance guarantees, instead of the classical 

queuing theory dealing with average values. Therefore, network calculus is used to model the 

communication delay here. 

Network calculus, as a queueing theory for performance guarantee analysis of computer 

networks, was first introduced by Cruz for modeling network entities and flows [126]. In the past 

two decades, it has been generalized by making use of alternate algebras such as min-plus and max-

plus algebra to transform complex network systems into analytically tractable systems [126]-[128].  

To be specific, it introduces the concepts of arrival and service curves to model the traffic 

arrival process and the service process of a system, based on which network performance bounds 

are further analyzed.  
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Fig. 4–5. Typical arrival and service curves. 

As shown in Fig. 4-5, an arrival curve α(t) in (4.5) upper-bounds the amount of traffic input of 

a data flow to a network system, a service curve β(t) in (4.6) lower-bounds the amount of service 

provided by the system to the data flow, and these two curves collaboratively determine the delay 

bound τmax in (4.7) and backlog bound Qmax  in (4.8).  

( )t rt b    (4.5) 

( ) [ ]t R t     (4.6) 

  max max
0

( ) sup inf : ( ) ( )
t

t t t    


  
 (4.7) 

 max
0

( ) sup ( ) ( )
t

Q t Q t t 


  
 (4.8) 

where (4.5) and (4.6) constraint the arrival and service processes of a data flow, which have average 

traffic rate r with maximum instantaneous burst b and minimum service rate R with latency 

parameter 𝜃, respectively. With the assumption of r≤ R, it can be easily obtained that τmax = b/R + 

𝜃 and Qmax=b+ r 𝜃. The delay bound τmax and backlog bound Qmax are given by the maximum 

horizontal and vertical distances between α(t) and β(t), respectively. 

Recently, the network calculus theory has been applied to calculate the delay bound of intra-

substation communications in [129]. In addition, the idea of worst-case analysis as in network 
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calculus was adopted in [130]. In the present work, network calculus is employed for delay bound 

analysis of substation-area communications where priority queuing is used to schedule different 

types of messages in the network. For this analysis, a summary of the related network calculus 

results is presented as follows.  

For ease of expression, only one flow is used in the following to represent the traffic on the 

same end-to-end path. Denote the arrival and service curves for the data flow on path p with priority 

level i at server j as 𝛼𝑗,𝑝
𝑖  and 𝛽𝑗,𝑝

𝑖 . Accordingly, denote the arrival and service curves for the 

aggregate data flow on all paths with priority level i at server j as 𝛼𝑗
𝑖 and 𝛽𝑗

𝑖. Let Pj represent the 

set of paths through server j. As to be discussed, in the network, all arrival curves and service curves 

can be represented using the types of (4.5) and (4.6).  

Specifically, the following results are readily obtained from the network calculus theory [44]. 

(P1) Superposition property 

𝛼𝑗
𝑖(𝑡) =  𝑟𝑗

𝑖𝑡 + 𝑏𝑗
𝑖 

with 𝑟𝑗
𝑖 = ∑ 𝑟𝑗,𝑝

𝑖
𝑝 ∈𝑃𝑗

  and  𝑏𝑗
𝑖 = ∑ 𝑏𝑗,𝑝

𝑖
𝑝 ∈𝑃𝑗

 

(P2) “Leftover” service property under priority scheduling 

𝛽𝑗
𝑖(t) = 𝑅𝑗

𝑖[t − θ𝑗
𝑖]+ 

with  

𝑅𝑗
𝑖 = 𝐶 − 𝑟𝑗

1 − ⋯ 𝑟𝑗
𝑖−1 

𝜃𝑗
𝑖 = 𝜃𝑗 + (𝑏𝑗

1 + ⋯ + 𝑏𝑗
𝑖−1)/𝑅𝑗

𝑖 

 (P2’) Leftover service property under FIFO scheduling 

𝛽𝑗,𝑝
𝑖 (t) = 𝑅𝑗,𝑝

𝑖 [t − θ𝑗,𝑝
𝑖 ]+ 

with  

𝑅𝑗,𝑝
𝑖 = 𝑅𝑗

𝑖 − 𝑟𝑗
𝑖 + 𝑟𝑗,𝑝

𝑖  
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𝜃𝑗,𝑝
𝑖 = 𝜃𝑗

𝑖 + (𝑏𝑗
𝑖 − 𝑏𝑗,𝑝

𝑖 )/𝑅𝑗,𝑝
𝑖  

(P3) Output property 

𝛼𝑗
∗𝑖(𝑡) =  𝑟𝑗

𝑖𝑡 + (𝑏𝑗
𝑖 + 𝑟𝑗

𝑖𝜃𝑗
𝑖) 

    𝛼𝑗,𝑝
∗𝑖 (𝑡) =  𝑟𝑗,𝑝

𝑖 𝑡 + (𝑏𝑗,𝑝
𝑖 + 𝑟𝑗,𝑝

𝑖 𝜃𝑗,𝑝
𝑖 )  

(P4) Concatenation property 

𝛽𝑝
𝑖 (t) = 𝛽1,𝑝

𝑖 (t) ⊗⋅⋅⋅⊗ 𝛽𝑛,𝑝
𝑖 (t) 

With these properties as well as the delay and backlog service guarantee analysis property (P5), 

delay bounds for a feedforward network can be derived under a rather general and intuitive stability 

condition 𝑟𝑗
𝑖 ≤ 𝑅𝑗

𝑖. In fact, under a stricter condition on the throughput, delay bound analysis can 

be extended to arbitrary network topology.  

For the system considered in this work, the arrival and service curves of GOOSE and SV 

messages tagged with the highest and high priorities, at the first hop, can be written as (4.9) and 

(4.10) below.  

1, 1, 1,

1, 1, 1,

( ) ( )

( ) ( )

GS GS GS GS GS GS

p p j

SV SV SV SV SV SV

p p j

t r t b L f t L

t r t b L f t L





     


    

 (4.9) 

1

1

1 1 1

1 1 1 1

( ) [ ] [ ]

( ) [ ] ( )[ ]
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GS GS GS L

C

L bSV SV SV GS

C r

t R t C t

t R t C r t

 

 

 

 



    


    

 (4.10) 

where LGS and LSV are the maximum message lengths of GOOSE and SV messages, respectively; 

fGs and fSV are the frequencies of generating GOOSE and SV messages, respectively; and C is the 

switch port rate.  

In this work, LGS, LSV,  fGs ,  fSV and C are selected as 226 bytes, 230 bytes, 10 sps, 4000 sps, and 

1000 Mbps, respectively. A detailed explanation on the delay bound calculation using network 

calculus is presented in the Appendix section.  
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4.3 Case Study 

In engineering, each protection or control application has specific requirements on the 

communication delay. For instance, the delay is required below 10 ms for primary protection, and 

from tens of milliseconds to a few seconds for backup protection in [44].  

To further discuss the proposed bounded model for the protection and control applications, the 

test studies of wide-area protection, substation-area protection and wide-area dimpling control are 

performed in this section. 

4.3.1 Case 1: System-Area Protection 

In this case, the bounded modeling method for system-area protection is employed in the IEEE 

14 bus system as shown in Fig. 4-6, which is dived into three areas according their geographical 

locations and voltage levels.  

The parameters of the IEEE 14 bus system can be found in [44], the PMU package length is 

2000 bit, the bandwidths of regional and backbone networks are 155 Mbps and 622 Mbps, 

respectively, and the preset waiting time of PDC1, PDC2, and PDC3 is 1.50 ms, 0.80 ms, and 1.00 

ms, respectively.  
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Fig. 4–6. IEEE 14 bus test system. 
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Table 4-1 Communication delays between PMUs and PDCs. 

Conditions Area Max tprop /ms Min tprop/ms tRN+ tPDC/ms 

Light traffic 

Area 1 1.408 0.573 1.408 
Area 2 0.653 0.258 0.653 
Area 3 0.768 0.013 0.768 

Heavy traffic 
Area 1 1.408+ 0.573 2.073 
Area 2 0.653+ 0.258 1.058 
Area 3 0.768+ 0.013 1.013 

 P.S. “+” denotes the additional propagation delay under heavy traffic. 

 

 

Table 4-2 Communication delays between PMUs and applications. 

Conditions Area tRN+ tPDC/ms tBN/ms td/ms 

Light traffic 
Area 1 1.408 1.459 2.867 
Area 2 0.653 1.056 1.709 
Area 3 0.788 0.603 1.391 

Heavy traffic  
Area 1 2.073 1.459 3.532 
Area 2 1.058 1.056 2.114 
Area 3 1.013 0.603 1.616 

 
Heavy traffic + L1 break 

Area 1 2.073 2.860 4.933 
Area 2 1.058 1.053 2.111 
Area 3 1.013 1.506 2.519 

 
Heavy traffic + L2 break 

Area 1 2.073 1.956 4.029 
Area 2 1.058 2.460 3.518 
Area 3 1.013 0.602 1.615 

 
Heavy traffic + L3 break 

Area 1 2.073 0.753 2.826 
Area 2 1.058 1.154 2.212 
Area 3 1.013 1.610 2.623 

 

Assume the regional network experiences the ideal and worst traffic, respectively, and the 

backbone network suffers the L1, L2, and L3 break, respectively. The corresponding results are 

listed in Tables 4-1 and 4-2.  

It is observed that the communication delays under various traffics are bounded between 1.391 

ms and 4.933 ms. The communication infrastructure in [44] provides a fast and reliable platform 

for wide-area protection. 
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Fig. 4–7. SDH of China Southern Power Grid. 

Table 4-3 Communication delays under different network scenarios. 

Conditions Area td/ms Maximum td location 

Original network 
Area 1 [3.360, 4.078] AB break 
Area 2 [4.413, 6.828] IJ break 
Area 3 [9.269, 15.284] FG break 

Improved network 
Area 3a [5.566, 9.828] DE break 

Area 3b [5.706, 8.191] IJ Break 

 

Further, the bounded model is deployed in a larger system as shown in Fig. 4-7. For the sake 

of simplification, the communication between PMUs and PDCs is tRN is assumed as 1 ms globally 

(about the median value in Table 4-2). The communication delays of three areas are listed in Table 

4-3.  It can be easily observed that td over wide backbone networks (Area 3) may be greater than 

expected (10 ms). To ensure the normal operation of protective devices, there are two possible 

solutions: enhance the bandwidth of Network 3 or modify the topology of Area 3. Here, we adopt 

the latter due to its economy and add the link between AG. The resultant results are presented in 

Table 4-3. Hence, the advantages of the bounded model are two-fold. It not only provides latency 

bounds for relay setting, but assists in the planning, design, and assessment of SIPS networks.  

Admittedly, the relay setting especially the delay setting is not constrained by communications 

only. Some protective relays like three-stage current relays and backup relays, shorten or prolong 

the time delay intentionally according to the protection scheme design. Therefore, in the SIPS 

design, communication constraints, SIPS operation requirements, and engineering experience need 

to be considered collectively. 
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4.3.2 Case 2: Substation-Area Protection 

In terms of substation-area protection, the proposed bounded model is applied in IEC 61850 

T2-2 substation system as shown in Fig. 4.8 [44]. The upper bounded communication delay in the 

T2-2 substation is calculated at 0.120 ms using the deterministic network calculus method. 

Meanwhile, the simulation is carried out with OPNET modeler, which is widely used for 

substation-communication simulation. The parameters can be found in [44], and the corresponding 

simulation results are shown in Fig. 4-9.  

In addition to the communication in a substation, the communication between two substations 

is also performed. Two IEC 61850 T2-2 substation systems 100 km apart are used and the 

communication follows the IEC 61850-90-1 standard. The upper bounded communication delay is 

calculated as 0.572 ms and the simulation results are presented in Fig. 4-10.  

Figs. 4-9 and 4-10 show that the communication delays varies under different traffic conditions 

(the data stream rate is set to 35% for light traffic and 75% for heavy traffic). The communication 

delays in reality may violate the fixed or average value of constant or stochastic models; while they 

are all below the deterministic upper bounds 0.120 ms and 0.572 ms. 

As aforementioned, power system protection is a kind of time critical and reliability oriented 

applications. Protection engineers are demanded to design and examine the communication 

infrastructure thoroughly to ensure all the measurements will be delivered to protective devices 

below the maximum allowable delays. Therefore, the proposed bounded communication delay is 

promising in practice. 
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Fig. 4–8. IEC 61850 T2-2 substation system. 
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Fig. 4–9. SV delays in a substation: records and statistics. 

            
Fig. 4–10. GOOSE delays between two substations: records and statistics. 
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4.4 Conclusion 

The SIPS has received extensive attention in the last decade, especially with the rapid 

development of WAMS and IEC 61850 technologies. The SIPS extends the protection scope from 

local equipment to the integrity of a power system, and thus requires fast and reliable 

communications. This work focuses on the SIPS latency and proposes the new modeling method 

for the communication delay. The contributions of this research work can be summarized as 

follows. 

First, the communication delay is investigated over wide areas and long terms, and a bounded 

model is proposed for the communication delay of wide-area protection. Since protection 

applications expect predictable or predetermined time delays for relay setting, the bounded model 

is more favorable than the constant or stochastic model in the literature. Specifically, the bounded 

model is derived from the existing infrastructure (e.g., PDC, SONET/SDH, and switched Ethernet 

network), which does not demand any not-yet-implemented hardware or technologies. 

Second, the bounded model is applied for the communication delay of substation-area 

protection as well. Here, the network calculus theory is used, which deals with performance 

guarantees instead of average values in the classical queuing theory. Meanwhile, the various factors 

such as the priorities of GOOSE and SV messages, the communications in a substation (IEC 61850-

9-2), and the communications between substations (IEC 61850-90-1) are considered. The bounded 

model suggests the network’s worst-case performance, and thus can be viewed as an important tool 

for protection engineers. 

Moreover, the proposed model is employed in IEC 61850 T2-2 substation system, IEEE 14 bus 

system, and China Southern Power Grid SDH system. It is founded that the proposed model not 

only provides latency bounds for relay setting, but plays an advantageous role in the planning, 

design and assessment of SIPS networks. 
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5 Uncertain Communication Loss in WAMSs 

In this chapter, the uncertain data loss events in WAMSs are investigated, with special focus on 

the synchronization signal loss and synchrophasor data loss events. First, the statistics of historical 

synchronization signal loss events are presented and analyzed, and the potential reasons and 

solutions of synchronization signal loss are discussed. Second, the statistics of historical 

synchrophasor data loss events are provided, which suggest that the majority of synchrophasor data 

loss events only involve one to three continuous package losses. Hence, the scenario of a small 

amount of synchrophasor data loss is studied and a set of estimation methods are applied for 

synchrophasor data loss. 

5.1 Statistics of Data Loss 

To better understand the uncertain data loss in WAMSs, the historical PMU data and FDR data 

from OpenPDC and FNET/GridEye are used, and the related events including synchronization 

signal loss and synchrophasor data loss events are extracted and analyzed, respectively. 

5.1.1 Statistics of Synchronization Signal Loss 

In reality, synchronization signal (i.e. GPS-timing single) loss is the main factor affecting 

synchronization measurement accuracy, since most PMUs and FDRs use the GPS-timing single as 

time synchronization references. The GPS-timing-signal loss events in historical PMU and FDR 

data are studied first.  
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 PMU status flag (16 bit)

Indicator of GPS status

Duration

GPS status 0 01

GPS loss

GPS recovery

(a) Status flag

 Start

Load PMU data

Recognize GPS 

loss events

Calculate GPS 

loss durations

End

(b) Flow chart
 

Fig. 5–1. Statistical approaches. 

The PMU data frame contains a one-bit GPS status flag as shown in Fig. 5-1 (a), in which the 

GPS state “1” or “0” means whether the GPS loss occurs, and the variance of GPS states suggests 

when the GPS loss starts and ends. Then, the number and the duration of GPS loss events can be 

obtained as shown in Fig. 5-1 (b).  

In this way, the numbers of the PMUs suffering GPS loss with different time periods (e.g., 

annually, monthly, and hourly), and the numbers of the related PMUs with different GPS-loss 

durations are obtained in Fig. 5-2 (a)-(d), respectively. Fig. 5-2 (a) shows the number of the 

surveyed PMUs increased from 26 in 2009 to 83 in 2012, and Fig. 5-2 (b) shows the distribution 

of the GPS loss events from 2009 to 2012 over different time durations. 

The FDR data frame does not include the GPS status flag, but records GPS signal strengths. To 

be specific, an FDR updates the number of locked GPS satellites in every minute, which represents 

the strength of GPS signals and further implies the possibility of GPS loss events. For example, 

four FDRs with different GPS signal strengths are shown in Fig. 5-3: (a) strong strength (i.e. the 

FDR always locks 6-12 GPS satellites), (b) medium strength (i.e. the FDR locks 2-6 GPS satellites), 

(c) weak strength (i.e. the FDR only locks 0 or 1 GPS satellite and GPS-signal- loss events 

frequently occur), and (d) variable strength, in which the number of locked GPS satellites varies in 

a random way or with certain patterns.  
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Fig. 5–2. Statistical results of GPS loss events in PMUs from 2009 to 2012.  
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Fig. 5–3. Statistical results of locked satellites in FDRs. 
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Fig. 5–4. Statistical results of GPS loss events in FDRs from 2010 to 2012. 

Using the similar statistical approaches in Fig. 5-1 (b), the numbers of the FDRs suffering GPS 

loss with different time periods (e.g., annually, monthly, and hourly), and the numbers of the related 

FDRs with different GPS-loss duration are presented in Fig. 5-4 (a)-(d), respectively. 

Figs. 5-2 (a)-(b) and 5-4 (a)-(b) show that a large number of PMUs and FDRs experienced GPS 

loss, and as PMUs and FDRs were increasingly deployed in the past years, the numbers of GPS 

loss events grew constantly. The average GPS loss rate and average GPS loss duration for the PMU 

from 2009 to 2012 were 5 times per day and 6.7 second, respectively, and the average GPS loss 

rate for the FDR from 2010 to 2012 was about 6 to 10 times per day. Moreover, the statistical 

results of both PMUs and FDRs suggest that the majority of GPS loss events recover within a short 

period of time, and the number of GPS loss events decrease exponentially as the GPS recovery time 

increases. Note that FDRs stop sending data if lose GPS timing signals over 1 or 2 hours, which 

leads to high count values at 60 minutes and 120 minutes in Fig. 5-4(b). 

Figs. 5-2 (c)-(d) and 5-4 (c)-(d) show monthly and hourly trends of the surveyed GPS loss events 

of PMUs and FDRs, respectively. It is observed that 1) the GPS loss events of PMUs more 

frequently occurred at certain hours in a day, e.g., 11 AM and 7 PM UTC (Coordinated Universal 
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Time), whereas the GPS loss events of FDRs evenly distributed over a day; and 2) some specific 

pattern were diluted in a large amount of statistical data, suggesting no obvious seasonal or monthly 

trend or universal daily pattern that matches for all the units.  

Moreover, the large amount of statistical data can be used for big data and machine learning 

studies, which are becoming very popular in modern power systems. This study will be followed 

up in the future work. 

5.1.2 Statistics of Synchrophasor Data Loss 

Partially for confidential reasons, there are no public data or statistics showing PMU data loss 

and/or latency events in details. This work takes advantage of the GPS-synchronized wide-area 

FNET/GridEye and records the FDR data loss and latency events over four weeks in Fig. 5-5.  
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Fig. 5–5. Data loss and latency events in FNET/GridEye. 
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It is observed from Figs. 5-5 (a) and (b) that the data loss events randomly occur and are often 

accompanied by high communication delays. Also, the data loss events display diverse scenarios 

but 95% of them only involve one to three continuous package losses. This implies that the large 

amounts of package losses are small probability events.  

5.2 Solutions of Data Loss 

5.2.1 Potential Reasons and Solutions for Synchronization Signal Loss 

Accurate and reliable synchronization signals play a critical role in synchrophasor systems. 

They provide the common timing reference for data measurement and synchronization, and largely 

determine the accuracy and availability of synchrophasor data. However, according to the statistics 

in section 5.1, a large number of PMUs and FDRs experienced timing signal loss (i.e. GPS signal 

loss). The potential reasons and solutions are explored in this section. 

A.  Potential Reasons 

Theoretically, the GPS signal availability, especially the strength, might be affected by two 

factors: the weather and the surrounding of GPS antennas. 

The weather events primarily refer to the ionospheric scintillation and solar radio burst, which 

can degrade GPS signal performances [46]. In particular, the strongest scintillation normally occurs 

at the equatorial regions. This means more interference signals will be applied to the GPS antenna 

located in the low latitude.  

In order to investigate the impact of weather events on GPS signal loss, two studies are 

performed. First, the average yearly GPS-signal-loss events of the FDR from 2010 to 2012 are 

counted.  
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Fig. 5–6. Spatial distribution of GPS signal loss in North America. 
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Fig. 5–7. Temporal distribution of GPS signal loss from 2010 to 2012. 

As shown in Fig. 5-6, the GPS-signal-loss events of all FDRs across North America are depicted 

in the spatial manner, while no clear geological pattern is identified from the historical data. Second, 

the average monthly GPS-signal-loss events of the FDR from 2010 to 2012 are calculated as shown 

in Fig. 5-7, and the historical solar activities from 2010 to 2012 are reviewed (it is reported that the 

largest solar activity happened on March 7, 2012 00:24 UTC – the sun unleashed an X5.4-class 

solar flare). By comparing the trend in Fig. 5-7 and the trend in the reference, no obvious relation-

ship between GPS signal loss and solar radio bursts is found. These two studies imply that the 

overall GPS signal availability is not significantly affected by the weather. 
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In addition, the GPS signal availability is also affected by the surrounding of GPS antennas [46]. 

For example, an FDR is usually installed indoor with a directional GPS antenna instead of an 

omnidirectional GPS antenna. The performance of the antenna or antenna reception may be 

affected by the surrounding. For instance, whether the antenna is installed near a window with an 

open view to the sky, and whether the antenna reception is located nearby the buildings or obstacle 

that frequently reflect or block GPS signals. 

2.2 Potential Solutions 

To improve the accuracy and availability of GPS signals, the performance of GPS receivers 

should be considered first. For instance, if a PMU uses an on board GPS receiver, the PMU can 

parse the GPS signal strength information, e.g., the number of locked satellites from a GPS receiver, 

and further track the GPS signal strength; and if a PMU uses GPS signals as synchronization signals, 

the GPS signal strength can be enhanced through installing omnidirectional antenna on the roof 

with the open sky.  

Note that the antenna type will impact the GPS signal availability. Directional antennas transmit 

and receive signals in a particular direction, so they are generally subject to a particular reception 

pattern (e.g., they would lower the signal availability when the directional path is affected). In 

contrast, omnidirectional antennas transmit and receive signals in all horizontal directions, enabling 

users to use the GPS antenna without concerning the antenna’s reception pattern. Therefore, 

omnidirectional antennas can improve reception in such terrains where directional path would be 

affected. 

Some emerging data analytics solutions can also improve the timing accuracy of synchrophasor 

measurements. For the lost or drifted timing signals, the context data in the time range with 

available and accurate timing, or the data from other units, can help reconstruct the missing 

information. Data interpolation and data realignment tools also provide the possibility to patch the 

timestamp or shift the data back to its correct position. 
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Moreover, since the availability of GPS signals is difficult to be guaranteed, some backup 

synchronized timing sources can be used, such as network time protocol (NTP), e-Loran, and chip 

scale atomic clock (CSAC). Several backup synchronized timing technologies have been employed 

for synchrophasor measurement. It is demonstrated that they provide ultra-high timing accuracy 

and reliability to meet IEEE Standards [45], [46]. 

5.2.2 Proposed Estimation Methods for Synchrophasor Data Loss 

As discussed in Part I, a number of synchrophasor applications (e.g., Class-A applications) prefer 

accurate and complete synchrophasor data. The data loss issue may lower and even disable the 

performances of certain synchrophasor applications. The incomplete or missing data can make the 

power grid unobservable and vulnerable, and even aggravate the cascading effects in large-scale 

blackouts [131]-[140]. PMU Application Requirements Task Force at North American 

Synchrophasor Initiative (NASPI) has been working on standardizing and quantifying the 

requirements of synchrophasor applications. 

To address the data loss issue, several advanced data recovery techniques were proposed in the 

literature [121]. Those data recovery techniques are applicable for off-line applications but indeed 

costly for the majority of real-time applications. Moreover, as discovered previously, about 95% 

data loss events involve only one to three lost packages and a large amount of data lost is a small 

probability event. Hence, this work focuses on the scenario of a small amount of package losses, 

and examines a set of estimation methods to mitigate the corrupted and missing data, including 

substitution, interpolation, and prediction. 

A. Lagrange Interpolating Polynomial Method 

Currently, there is no standardized method to address the issues of synchrophasor data loss. Most 

commercial PDCs use the substitution method, in which the lost data are simply set to zero. 

Obviously, this method will lower the data accuracy and completeness. One alternative method is 

interpolation, and a Lagrange interpolating polynomial method is presented below.  
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In general, the Lagrange polynomial L(x) passes through a set of given data points

, ,…, , and other points can be approximatively calculated with 

                                                                              (5.1) 

where  is the coefficient in the Lagrange polynomial. 

Considering the trade-off between algorithm accuracy and hardware-cost, n is selected as 3 and 

(5.1) can be rewritten as the quadratic interpolation in (5.2).  
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The first case assumes only one synchrophasor package is lost. The simple lost data can be 

estimated with the quadratic interpolation in (5.2).  

Also, since only three points are required in the estimation, the lost data can be further estimated 

with the weighted interpolation. For instance, the lost point v4 as shown in Fig. 5-8(a) can be 

calculated with (5.2) in the following ways 
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Fig. 5–8. Synchrophasor data loss with different conditions. 
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4 1,2,3 1 2 3
ˆ 3 3v v v v                                                                                                              (5.3) 

4 2,3,5 2 3 5

1 1
ˆ

3 3
v v v v                                                                                                          (5.4) 

4 3,5,6 3 5 6

1 1
ˆ

3 3
v v v v                                                                                                             (5.5) 

4 5 6 7 5 6 73 3, ,v̂ v v v                                                                                                               (5.6) 

4 1 4 1 2 3 2 4 2 3 5 3 4 3 5 6 4 4 5 6 7, , , , , , , ,
ˆ ˆ ˆ ˆ ˆv c v c v c v c v                                                                           (5.7) 

where c1, c2, c3 and c4 are the coefficients in the weighted interpolation. The average weights are 

used here since their practicality and simplicity. 

The special condition as depicted in Fig. 5-8(b) is considered, in which the first or last package 

in a dataset is lost. Then, the estimates can be calculated with the polynomial extrapolation in (5.8) 

and (5.9), respectively. 

4321 33ˆ vvvv                                                                                                         
 (5.8) 

7 4 5 63 3v̂ v v v                                                                                                          
 (5.9) 

The second case considers the continuous package loss and the lost data can be estimated with 

the extrapolation as well. For instance, three points as shown in Fig. 5-8(c) are lost and they can be 

recursively estimated as follows 

3214 33ˆ vvvv                                                                                                         
 (5.10) 

4325
ˆ33ˆ vvvv                                                                                                          (5.11) 

5436
ˆ3ˆ3ˆ vvvv 

                                                                                                        
 (5.12) 

Note that the extrapolation assumes the data are smooth and performs poorly for the dramatically 

changing data. Also, a maximum package loss amount is normally preset in power system 

engineering, and an alarm will arise when the actual package loss number exceeds the maximum 

amount. 
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In addition, the practical synchrophasor package may be lost discontinuously and randomly, and 

they can be compensated with the interpolation and extrapolation collectively. A simple example is 

presented in Fig. 5-8(d) and the discontinuous points can be calculated as follows 

33
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v
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 (5.13) 

5436 33ˆˆ vvvv                                                                                                              
 (5.14) 

6547
ˆ33ˆ vvvv                                                                                                               

 (5.15) 

Here, the 3nd point in Fig. 5-8(d) can be further estimated with the weighted interpolation, 

in which the estimation accuracy is expected to improve. Also, the estimation errors in 

above estimations are unavoidable and can be expressed as 
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Further, for the current and voltage with harmonics as
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Typically, for the ROCOF or frequency measurement, its accuracy is evaluated with absolute 

errors (e.g., frequency error Hz or ROCOF error Hz/s), while for the phasor measurement, its 

accuracy is evaluated with the TVE as 
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where Xr(n) and Xi(n) are the sequences of theoretical values of the input signal at the instant of time 

(n), and and  are the sequences of estimates. The TVE of P class and M class PMUs is 

required to be less than 1% in steady-state in IEEE Standard C37.118. 
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B. Forecasting Method 

In addition to the substitution and interpolation, the prediction is also widely used in data 

estimation [141]-[142]. Here, the synchrophasor data are viewed as an observed time series driven 

by a stochastic process and represented by a state equation and a measurement equation as follows: 

1k k k k kx A x B                                                                                                            (5.19) 

k k k k ky C x D v                                                                                                                 (5.20) 

where xk+1 is the state that characterizes the measurement yk; it is a variable of the time series 

determined by the previous state xk and the noise term ωk introduced at each k; Ak, Bk, Ck and Dk 

denote the corresponding coefficients. 

The unknown system parameters 𝜃k={Ak, Bk, Ck, Dk} and states {xk}k can be estimated through 

a finite set of received signal measurement data {y1, y2, …}. Also, the parameters in (5.19) and 

(5.20) are estimated using the prediction error minimization (PEM) algorithm here, with the 

objective of minimizing prediction errors. The PEM updates the measurement set every time when 

the new measurement comes in, such that the whole model is updated with the new measurement 

set to keep up with time-varying parameters. The PEM algorithm estimates the system parameters 

by minimizing a least square cost function as follows: 
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When the lost synchrophasor data are treated as the synchrophasor data in future, it can be 

recursively predicted on the basis of the previous states and estimated parameters. In particular, the 

PEM algorithm employs a finite number of stored measurements for the next prediction where the 

store size can be chosen as small as the algorithm has a solution. Thus, different from the widely 

used artificial neural networks based prediction approaches which require large historical data for 

data modeling and training, the proposed prediction method results in acceptable hardware cost and 

it is applicable for the data estimation of on-line applications [45], [46]. 
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5.3 Case Study 

In order to demonstrate the performance of the proposed methods, the simulation with MATLAB 

is performed here. Because the power system data may vary regularly in normal operation but 

dramatically change in a fault or disturbance, the real PMU data in a fault event are used as inputs 

as shown in Fig. 5-9.  

Because of the limited space, three groups of twenty samples are selected from the pre-fault, in-

fault, and post-fault states and further used as the test data as shown in Fig. 5-10. 
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Fig. 5–9. PMU data profile in one minute. 
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(a) Data in the pre-fault state, (b) Data in the fault state, and (c) Data in the post-fault state. 

Fig. 5–10. Test Data in diverse conditions. 
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5.3.1 Case 1: Substitution and Interpolation based Estimation 

The substitution and the interpolation based estimation methods are tested. First, three sets of 

twenty samples in Fig.6 representing the different conditions in power grids are used as test inputs. 

Then, the 5th, (5th, 6th), (5th, 6th, 7th),…, (5th, …, 14th) samples are manually set lost, and the proposed 

weighted interpolation method with different times of estimation (e.g., two times and three times of 

estimation) is applied to estimate the lost data. The corresponding simulation results are presented 

in Fig. 5-11. 

Note that this work focuses on the scenario of a small amount of synchrophasor data loss and 

the simulation studies the scenario of one to ten continuous package losses. Hence, the twenty 

samples are good enough for the maximum continuous package losses. 

For the substitution, the lost sample is treated as “zero” and its TVE sharply increases to 100%. 

Hence, the continuous data loss will lower the accuracy of synchrophasor data and even lead to the 

malfunction of certain synchrophasor applications. 

For the interpolation, it is observed that in the pre-fault and post-fault states, the lost data can be 

efficiently estimated (TVE<1%), whereas in the faulty state, the estimation error is acceptable only 

in the scenarios of one or two continuous package losses. 

Moreover, the estimation accuracy is improved by the weighted interpolation, e.g., the three times 

estimation normally presents lower TVE than the one time estimation. The estimation accuracy is 

also affected by the nature of synchrophasor data, e.g., the TVE of the scenario of nine continuous 

data loss in Fig. 5-11(b) suddenly drops to 1% since the data changes gently in this field. Therefore, 

the proposed interpolation method can adaptively estimate the missing data in different conditions, 

and the estimation results are acceptable in the scenario of the small amount of data loss. 

Further, the proposed Lagrange interpolating polynomial algorithm only includes simple addition 

and multiplication as shown in (5.2)-(5.15), which can be embedded in a lookup table. Thus, the 

proposed interpolation method can be efficiently employed in a PDC in practice. 
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Fig. 5–11. Simulation results of the weighted interpolation method. 
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5.3.2 Case 2: Prediction based Estimation 

The perdition method with the same inputs in Figs. 5-10 (b) and (c) is tested as well. It is observed 

from the simulation results in Figs. 5-12 and 5-13 that the prediction method can estimate the lost 

data with high accuracy, while a bit high prediction error still exists in the scenario of continuous 

data loss and/or dynamic data changes. 
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Case 1: One package loss in the fault state.                 Case 2: Two package losses in the fault state. 
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Case 3: One package loss in the post-fault state.  Case 4: Two package losses in the post fault state. 

Fig. 5–12. Simulation results of the prediction method. 
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Fig. 5–13. TVE results of the prediction method. 
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Table 5-1 A brief review of the three estimation methods. 

Estimation Method Substitution Interpolation Prediction 

Accuracy Low High High 

Speed Ultra-Fast Very-Fast Fast 

Complexity  Low Medium High 

 

For example, for the voltage angle values in Figs. 5-8 (b) and (d), the high prediction accuracy is 

obtained for the voltage angle varying in a small range whereas the high prediction errors happen to 

certain voltage angles dynamically changing.  

According to the above analysis, a brief review of the three estimation methods is provided in 

Table 5-1. The interpolation method presents comparable estimation accuracy as the prediction 

method but requires less hardware cost. Therefore, the interpolation method achieves the trade-off 

between accuracy and complexity. It is favorable for the estimation of the corrupted and missing 

synchrophasor data. 

5.4 Conclusion 

A number of synchrophasor applications prefer accurate, complete, and timely data, and their 

performances may be impacted or even disabled due to data quality issues. This chapter investigates 

the uncertain data loss issue for synchrophasor applications and pays particular attention to the 

synchronization signal loss and synchrophasor data loss events. 

First, the historical synchronization signal loss events are analyzed, and the potential reasons 

and solutions are discussed. It is found that a large number of PMUs and FDRs experienced GPS 

signal loss, and this issue might get worse under the bad weather and surrounding. It is ad-vantage 

to optimize the location of GPS antennas and deploy advanced ICTs and backup schemes.  

Second, the issue of synchrophasor data missing and incomplete is studied. For the off-line 

applications, the missing data can be processed in the control center with advanced information 

recovery techniques; while for the real-time applications, the incomplete data normally are directly 

delivered to the applications, which is unfavorable for certain applications. 



80 

Further, it is observed from the statistics in Part I that about 95% data loss events involve only 

one to three lost packages. Hence, this work focuses on the scenario of a small amount of 

synchrophasor data loss and proposes the estimation method with Lagrange interpolating 

polynomial algorithms. Compared with the substitution and the prediction methods, the 

interpolation method can estimate the lost data in diverse conditions adaptively and achieve the 

trade-off between accuracy and complexity. Moreover, the interpolation method requires simple 

calculations only, and thus can be embedded in a lookup table and implemented efficiently in a 

practical PDC. 
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6 Conclusion and Future Work 

6.1 Summary of Contributions 

The research work in this dissertation investigates the uncertainties in Smart Grid, with special 

focus on the uncertain wind power generation in WECSs and the uncertain wide-area 

communication in WAMSs. The contributions can be summarized as follows: 

This research studies the uncertain wind power generation in WECSs. First, the challenges of 

WECSs are analyzed, especially the uncertain wind power generation in WECSs. Second, the new 

modeling and control methods of WECSs are developed. The new modeling method considers the 

spatial and temporal distribution of wind speed disturbances, and deploys a box uncertain set in 

wind speed models, which is more realistic for practicing engineers. The improved control method 

takes wind speed forecasting and wind turbine dynamics into account, which achieves a balance 

between power outputs maximization and operating costs minimization and further improves the 

overall efficiency of wind power generation. In specific, through the proposed modeling and control 

methods, the wind power control problem is developed as a min-max optimal problem and 

efficiently solved with semi-definite programming. 

This research also works on the uncertain wide-area communication in WAMSs, especially the 

uncertain communication delay and the uncertain communication failure (i.e. data loss). First, the 

real-world communication delay is measured and analyzed, and the bounded modeling method for 

the communication delay is proposed for wide-area applications and further applied for system-

area and substation-area protection applications, respectively. The proposed bounded modeling 

method could be an important tool in the planning, design, and operation of time-critical wide-area 

applications. Second, the real synchronization signal loss and synchrophasor data loss events are 

measured and analyzed. For the synchronization signal loss, the potential reasons and solutions are 

explored. For the synchrophasor data loss, interpolation and forecasting based estimation methods 
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are presented, respectively. The proposed methods could improve the accuracy and availability of 

WAMSs, and mitigate the effect of communication failure and data loss on wide-area applications. 

6.2 Future Works 

The following directions may be considered in future works. 

First, innovative short-term wind speed forecasting methods may be applied to the proposed 

WECS control, in which the values of the norm-bound and the optimal tracking reference can be 

obtained through the forecasting.  

Second, the bounded model of the communication delay may be applied to wide-area dimpling 

control applications, and the quantitative method may be developed to determine the maximum 

acceptable communication delay for wide-area control systems.  

Third, in view of the communication failure and data loss in state estimation application, 

advanced forecasting methods may be deployed to forecast the power system states and forecasting-

aided dynamic state estimation systems may be developed. 
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A.  Network Calculus Methods 

This appendix presents how the two delay bounds discussed in Section 4.3 are derived 

based on the network calculus theory. To clearly explain the derivation in the limited space, 

some assumptions and simplifications are made as follows: 

(1) The switched Ethernet network in each substation adopts a spanning tree protocol 

to route traffic. This is a standard setup for Ethernet networks to avoid traffic looping in 

the network. 

(2) Without loss of generality, we assume that the resultant spanning tree for each 

substation network is the tree where the root switch 1 (RS1) is on the root, all S-bay, T1-

bay, T2-bay, F1-bay, …, F5-bay switches are children nodes of the RS1, and MU/BC/IED 

elements are children nodes of their corresponding S-bay/T1-bay/T2-bay/F1-bay, …,/F5-

bay node. 

(3) The broadcast feature of Ethernet is adopted for an MU/BC/IED to send messages. 

This implies that every packet sent by an MU/BC/IED will be received by all other MU/ 

BC/IEDs, as well as the gateway, in the network. As a result, the network operates in the 

worst case, in terms of traffic load. 

(4) In each switch, the messages of different types are served in the priority scheduling 

manner, whereas the messages of the same type are served in the FIFO manner. Also, the 

buffer size of each switch is large enough ensuring no packet loss when the traffic is 

constrained (𝑟𝑗
𝑖 ≤ 𝑅𝑗

𝑖). 

(5) For simplicity in expression, we assume that every MU sends SV messages and 

every bay is config.d with one IED. 

(6) The propagation delay within the substation is ignored. 
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Fig. A1. Diagram of network connection of two substations. 

 

A. Delay Bound for the Single Substation Case 

In this case, the longest path for SV messages and the longest path for GOOSE 

messages are considered for the worst-case analysis, which are MU→S→RS1→F6→IED, 

and BC/IED →S→RS1→F6→IED, respectively. An illustration of these two paths can be 

found in Fig. A1. 

Step 1: Considering GOOSE has higher priority than SV, the potential effect of 

GOOSE on the service provided to SV at each link is identified first. This effect in the 

network calculus theory is dependent on the (worst-case) bustiness of GOOSE traffic, and 

captured by the arrival curves as follows 

1 2 1 5( ) 2 2GS GS GS
S /T /T / F / .../ F t r t L   

 (A1) 

6 ( )GS GS GS
BC F t r t L    

 (A2) 

1 2 1 5 ( ) 2 2 2GS GS GS GS L
S /T /T / F / .../ F RS C

t r t L r      
 (A3) 

5( ) ( ) 16 +(16 +16 )GS GS GS GS GS L
RS S ... F RS C

t t r t L r       
 (A4) 

6 ( ) 16 +(16 +16 +16 )GS GS GS GS GSL L
RS F C C

t r t L r r     
 (A5) 

6 6 6( ) ( ) ( )

17 +(17 +32 )

GS GS GS
F RS F BC F

GS GS GS L
C

t t t

r t L r

    

  
 (A6) 
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where GS
n  denotes the arrival curve of GOOSE messages entering each node n on the path. 

L denotes max (LGS, LSV). 

Step 2: With the effect of GOOSE traffic above, the minimum amount of service that 

SV traffic may receive at each node n is characterized using the service curve 
SV
n as 

1 2 1 6 ( ) ( )L
S /T /T / F / .../ F / RS C

t C t  
 (A7) 

1 2 1 5

2
( ) ( 2 )( )

2

GS
SV GS
S /T /T / F / .../ F GS

L L
t C r t

C r
 

  
  (A8) 

( ) ( ) ( )

16 16
( 16 )( )

16

SV GS
RS RS RS

GS GS L
GS C

GS

t t t

L L L
C r t

C r

  



 

  
  

  (A9) 

6 6 6( ) ( ) ( )

17 32
( 17 )( )

17

SV GS
F F F

GS GS L
GS C

GS

t t t

L L L
C r t

C r

  



 

  
  

  (A10) 

Step 3: Accordingly, the arrival curves of SV messages SV
n at each node n can be 

written in (A11) to (A13). 

1 2 1 6 ( )SV SV SV
S /T /T / F / .../ F t r t L   

 (A11) 

1 2 1 5 ( ) 2SV SV SV GS
T /T / F / .../ F RS t r t L L L      

 (A12) 

1 2 1 5 ( ) 7 7 7 14SV SV SV GS
T T F ... F RS t r t L L L          

 (A13) 

Step 4: In this step, an end-to-end service curve for the SV traffic crossing the whole 

end-to-end path is obtained. The idea here is to take consideration of the effect of FIFO 

scheduling due to the SV traffic that later joins and shares the longest path. There are two 

sub-steps.  
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First, let’s view RT+F6 as a virtual server to all SV traffic sharing RS1→F6→IED, 

where the FIFO effect for the SV traffic generated by MU connected to F6 is taken out. 

6 ( )=(C 17 )

17 +32
( )

17 17

SV GS SV
RS F

GS GS L SV
C

GS SV GS

t r r

L L r L
t

C r r C r

 



 

 
  

    (A14) 

6 ( ) (C 17 )

2 33 +48
( )

17 17

SV SV GS SV
RS RS F

GS GS L SV
C

GS SV GS

t r r

L L r L
t

C r r C r

  



   

 
  

    (A15) 

At the second sub-step, we first take out the FIFO effect from SV traffic generated by 

MUs connected to T1, T2, F1, … , and F5, at the virtual server RS1+F6, and we denote the 

obtained service curve by 
SV Path 

. Then, we integrate it with the S-bay switch on the path, 

and use network calculus concatenation property to obtain the end-to-end service curve for 

the SV traffic crossing the whole path. 

6

2 3

( )=(C 17 8 )

2 33 +48
( )

17 8

SV Path GS SV
RS F

GS GS L
C

GS SV

t r r

L L r
t T T

C r r

 




 

 
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SV SV SV Path
Path S RS F

GS SV

t t

r r t T T T
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with 3 35 +48

1 17 8

GS GS L
C

GS SV

L L r

C r r
T

 

 
 , 7 7 14

2 17

SV GS

GS SV

L L L

C r r
T  

 
 , and

3 17

SV

GS

L

C r
T


 . 

Step 5: In the final step, the delay bound for SV traffic is easily obtained as 

1 2 3+
17 8

SV
SV
d GS SV

L
t T T T

C r r
  

   (A18) 

In these steps, the various network calculus results as summarized in Section III.B have 

been applied. Specifically, Step 1 and Step 3 are mainly based on the superposition 

property and the output property; Step 2 makes use of the left-over service property under 
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priority scheduling; Step 4 relies on the service curve property under FIFO scheduling 

together with the concatenation property; and Step 5 is a direct application of the service 

guarantee analysis property. 

B. Delay Bound for the Two Substation Case 

In this case, GOOSE messages are transmitted between two substations. The resultant 

longest path becomes: BC→S→RS1 →Gateway1 (GT1)→Gateway2 (GT2)→RS2→S 

→IED. The analysis follows the similar steps. 

Step 1: On the end-to-end path, there are two GOOSE messages flows, generated by 

BCs and IEDs, which share S-bay switch in the FIFO manner in Substation 1 network. Due 

to FIFO, both flows have the same end-to-end delay bound, and they can be treated together 

as one flow, whose arrival curve is 

( ) 2 2GS GS GS
S t r t L     (A19) 

Step 2: At the RS1, RS2, and S-bay switch in the Substation 2, there are other GOOSE 

message flows sharing the respective rest of the longest path in the FIFIO manner. Their 

arrival curves can be written as 

1 2 1 6 1( ) 16 16 16GS GS GS GS L
T T F ... F RS C

t r t L r          
 (A20) 

1 2 1 6 2 ( ) 16 16 16GS GS GS GS L
T T F ... F RS C

t r t L r          
 (A21) 

( )GS GS GS
BC S t r t L    

 (A22) 

Step 3: In this step, an end-to-end service curve for the GOOSE traffic crossing the 

whole end-to-end path is obtained. Since GOOSE has the highest priority, the service curve 

for all GOOSE traffic at every node on the path is as follows 

1 1 2 2 ( ) ( )GS L
S / RS / GT / GT / RS / S C

t C t  
 (A23) 
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The next is to take consideration of the effect of FIFO scheduling due to the GOOSE 

traffic that later joins and shares the longest path. Let’s first consider the S switch for 

GOOSE traffic on BC→S→RS1→GT1→GT2→RS2→S, which provides the following 

service curve. 

( ) ( )( )
GS

GS GS
S GS

L L
t C r t

CC r
 

    
  (A24) 

Consider RS2 + S together for all GOOSE traffic that passes them on the path, whose 

service curve, from the concatenation property, is given by 

2

2
( ) ( )( )

GS
GS GS
RS S GS

L L
t C r t

CC r
 

    
  (A25) 

Then for GOOSE traffic on BC→S→RS1→GT1→GT2→ RS2→S, the service curve 

below is provided to it by RS2 + S. 

1 2
2 ( ) ( 17 )( )

17

GS GS
RS S GS GS

b b
t C r t

C r C r
 

     
   (A26) 

where 1 2 ( )
GSGS L
C

b L C r    and 2 16 16GS GS L
C

b L r   . 

Third, since the GOOSE traffic through RS1, GT1 and GT2 is the same on 

BC→S→RS1→GT1→GT2→RS2, the service curve for it by the path is easily found 

based on the concatenation property as 

1 1 1 2 2

1 2

( ) ( )

3
(C 17 )( )

17

GS GS GS GS GS
RS ... S RS GT GT RS

GS

GS

t t

L b b
r t

C r

      



   

 
  



 (A27) 

Fourth, at RS1, there is other GOOSE traffic, i.e. from T1/T2/F1/· · ·/F6, joining and 

sharing the path from RS1 using FIFO. Taking this into consideration, the service provided 

to GOOSE traffic that is already on the path has a service curve as 
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1
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 

 
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 

 (A28) 

Following the similar approach, concatenating S with → RS1+ · · ·+ S, the end-to-end 

path provides the GOOSE traffic from BC and IED at the S-bay switch a service curve as 

follows 

1 1

17
1 2 2

( ) ( ) ( )
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(C 33 )( )

33 17

GS

GS

GS GS GS GS
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 
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 (A29) 

Step 4: In this step, the following bound on delay for GOOSE traffic is obtained as 

1 2 3
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33
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 (A30) 
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1 24

1 33
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 , and 3T  is the propagation delay between GT1 and GT2. 
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