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Abstract

In statistical modeling, an overparameterized model leads to poor generalization on unseen
data points. This issue requires a model selection technique that appropriately chooses the
form, the parameters of the proposed model and the independent variables retained for
the modeling. Model selection is particularly important for linear and nonlinear statistical
models, which can be easily overfitted.

Recently, support vector machines (SVMs), also known as kernel-based methods, have
drawn much attention as the next generation of nonlinear modeling techniques. The model
selection issues for SVMs include the selection of the kernel, the corresponding parameters
and the optimal subset of independent variables. In the current literature, k-fold cross-
validation is the widely utilized model selection method for SVMs by the machine learning
researchers. However, cross-validation is computationally intensive since one has to fit the
model k times.

This dissertation introduces the use of a model selection criterion based on informa-
tion complexity (ICOMP) measure for kernel-based regression analysis and its applications.
ICOMP penalizes both the lack-of-fit and the complexity of the model to choose the optimal
model with good generalization properties. ICOMP provides a simple index for each model
and does not require any validation data. It is computationally efficient and it has been
successfully applied to various linear model selection problems. In this dissertation, we in-
troduce ICOMP to the nonlinear kernel-based modeling areas. Specifically, this dissertation
proposes ICOMP and its various forms in the area of kernel ridge regression; kernel partial

least squares regression; kernel principal component analysis; kernel principal component



regression; relevance vector regression; relevance vector logistic regression and classification
problems. The model selection tasks achieved by our proposed criterion include choosing
the form of the kernel function, the parameters of the kernel function, the ridge parameter,
the number of latent variables, the number of principal components and the optimal subset
of input variables in a simultaneous fashion for intelligent data mining.

The performance of the proposed model selection method is tested on simulation bench-
mark data sets as well as real data sets. The predictive performance of the proposed model
selection criteria are comparable to and even better than cross-validation, which is too
costly to compute and not efficient.

This dissertation combines the Genetic Algorithm with ICOMP in variable subsetting,
which significantly decreases the computational time as compared to the exhaustive search
of all possible subsets. GA procedure is shown to be robust and performs well in our
repeated simulation examples.

Therefore, this dissertation provides researchers an alternative computationally efficient

model selection approach for data analysis using kernel methods.
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Chapter 1

Introduction

1.1 Background

This research proposes a novel model selection criterion for support vector machines (SVMs)
models (Vapnik, 1995). SVMs, also known as the kernel-based methods (Shawe-Taylor and
Cristianini, 2004), are a set of nonlinear statistical learning techniques that have drawn
much attention since the mid 1990s. SVMs were developed at AT&T Bell Laboratories by
Vapnik and his co-workers (Vapnik, 1995). Kernel-based methods (KMs) have been widely
used in different nonlinear modeling areas including regression (Rosipal and Trejo, 2001;
Tipping, 2001), principal component analysis (Scholkopf et al., 1998), canonical correlation
analysis (Akaho, 2001; Shawe-Taylor and Cristianini, 2004), discriminant analysis (Mika
et al., 1999), clustering and classification.

The basic idea of KMs is to nonlinearly map the independent variables to a high-
dimensional or even infinite-dimensional Hilbert space (Hilbert, 1927). This transformed
space is generally called feature space in machine learning language. After the transfor-
mation, the traditional linear learning techniques are applied to the feature space. Such
nonlinear transformation is conducted through the ‘kernel tricks’ (Aizermann et al., 1964).
Using the kernel matrix, it is not necessary to know the explicit form of the feature space.

One just needs to select the appropriate kernel function and ‘tune’ its parameters to prevent



the overfitting problem in KMs. KMs have become the next generation of nonlinear ma-
chine learning techniques that took the place of neural networks (NNs) due to the following

advantages:

1. The kernel-based models are simple. In NNs, one has to conduct preliminary trials to
design the number of layers, the number of neurons in each layer and the optimization

methods.

2. Training NNs is slow since it requires the gradient-search type nonlinear optimization.

Many KMs do not require iterative procedures.

3. KMs are more efficient when the number of independent variables is bigger than the

number of training observations.

4. Training NNs models may suffer from falling into the local minimum which depends

on the initialization methods. KMs do not suffer from this limitation.

1.2 Statement of Problem

Model selection is one of the open questions of KMs. First, one must use the appropriate
kernel function. For instance, the Gaussian Radial Basis Function (RBF) kernel is the most
popular kernel that can provide a complicated nonlinearity while the polynomial kernel is
simple but can only provide limited nonlinearity. Second, the scale parameter of the kernel
function needs to be "tuned” to achieve good generalization. For the Gaussian RBF kernel,
a large scale parameter will lead to underfitting and a small scale parameter will lead to
overfitting. Increasing the order of the polynomial kernel provides higher nonlinearity.

In addition, the parameters of the modeling methods must be appropriately selected to
prevent overfitting. Such model selection issues that will be discussed in this dissertation
include choosing the ridge parameter, choosing the number of latent variables and choosing

the number of principal components.



When multiple independent variables are involved, statisticians would be interested in
knowing which variables are critical and which variables are nuisance. This will lead to
an important model selection topic - subset variable selection. The KMs literature in this
area is limited since the machine learning researchers are generally focused on tuning the
kernel parameters. Our numerical experiments indicate that including nuisance variables
may lead to a poor predictive ability for future observations. From a statistician’s point
of view, selecting the appropriate subset of variables also provides a good interpretation of
the fitted model.

Currently in the literature, error of the validation data is used to evaluate the generaliza-
tion of the fitted model. When the number of observations is large, one can use the hold-out
sample to evaluate the fitted model. For relative small data sets, the k-fold cross-validation
is superior (Goutte, 1997). It estimates the generalization error based on re-sampling. In
k-fold cross-validation, one divide the data into k groups of equal size. The model is fit k
times. In each fit, one group is excluded during the training and the fitted model is used
to compute the error of the omitted group. If k£ is equal to the sample size, this is called
leave-one-out cross-validation (LOOCYV). A value of 10 for k is popular for estimating gen-
eralization error. The drawback of k-fold cross-validation is in its computational intensity,
especially for the LOOCYV approach. LOOCYV also suffers from the continuity, which means
a small variance in the data can lead to a large change in the selected model (Breiman,
1996).

An intuitive thinking based on the above shortcomings is that it is computationally
efficient to utilize a model selection criterion which does not require extra validation data.
One of such criteria is Akaike information criterion (AIC) (Akaike, 1973). AIC is consisted
of two parts, a function of the maximum likelihood to measure the lack-of-fit of the model
and a penalty term to measure the complexity of the model. In AIC, the penalty term is
two times the number of estimated parameter. The optimal model is the minimizer of AIC
that provides good generalization as well as good fit. However, it is questioned (Rissanen,

1976; Bozdogan, 1988) that counting the number of parameters in AIC and its variants do



not provide sufficient penalty. Inspired by AIC, Bozdogan (1988) proposed the information
complexity (ICOMP) measure. Instead of penalizing the number of estimated parameters,
ICOMP penalizes the interdependency among the estimated parameters. This criterion
provides a more judicious penalty term than AIC and other AIC-type criteria. It has been
successfully utilized in different linear modeling applications. This dissertation extends the
use of ICOMP to the kernel-based methods based on the fact that linear model methods

are utilized in the feature space.

1.3 Contributions

This dissertation contributes to the existing machine learning literature by utilizing ICOMP
and its variants as the alternative model selection criteria for various kernel-based regression
analysis problems without using validation data.

This dissertation provides ICOMP forms to be used for the kernel ridge regression, kernel
least squares regression, kernel principal component analysis, kernel principal component
regression, relevance vector regression and relevance vector logistic regression respectively.
The proposed model selection method is used to choose the optimal parameters of a kernel
function and compare between different kernel functions for the above regression analysis
applications.

Given a fixed kernel function, this dissertation uses ICOMP to choose the optimal ridge
parameter of the kernel ridge regression, the optimal number of latent variables of kernel
least squares regressions or the optimal number of kernel principal components.

This dissertation also utilizes ICOMP as the criterion to choose the optimal subset
of independent variables in the kernel-based methods listed above. When the number of
total independent variables are large, genetic algorithm is used to search the optimal subset
efficiently using a function of ICOMP as the measure of fitness.

Last, this dissertation derives the point and interval estimates of the weighted kernel

ridge regression to solve the heteroscedasticity problem.



1.4 Organization of Dissertation

The rest of the dissertation is organized as follows. Chapter 2 is an introduction to kernel-
based methods. Chapter 3 describes the information measure approach to model selection
based on the work of Bozdogan(1988; 1990; 1998; 2004a). The forms of ICOMP for differ-
ent kernel-based methods will be detailed in the subsequent individual chapters. Chapter
4 briefly describes genetic algorithm that is used for subset model selection. Chapter 5
to Chapter 8 present the ICOMP-based model selection approaches for kernel ridge re-
gression, kernel partial least squares regressions, kernel principal component analysis and
regression and relevance vector machines respectively. Chapter 9 concludes the dissertation

and suggests possible future work and improvements in this area of research.



Chapter 2

Overview of Kernel-based Methods

2.1 Introduction of Kernel-based Methods

Kernel-based methods (KMs) are a set of nonlinear statistical modeling techniques that have
received much attention recently from the machine learning literature. KMs first appeared
and became popular in the form of support vector machines (SVMs), originally proposed
by Vapnik (1995). The basic idea of kernel-based algorithms is to first nonlinearly map
the original data space X C RP, called input space, to a high-dimensional feature space
®(X) C RF. Then, the traditional linear learning algorithms are applied on the feature
space.

Instead of giving the exact form of the high-dimensional ®(X) in the feature space
directly, KMs use the kernel trick, first introduced by Aizermann, Bravermann and Rozoener
(1964) on the method of potential functions to avoid the “curse of high dimensionality”.
The kernel trick uses kernel functions to perform the nonlinear transformation and the
explicit dimension and form of the feature space is unnecessary to be known. A kernel is a

function k that for any two observations x and z of X, satisfies

k(x,z) =< ®(x), P(z) > (2.1)



where ®(-) represents the mapping from the input space X to the feature space. According
to the geometric meaning of inner product, a kernel function is actually calculating the
squared distance of two observations in the feature space. Therefore, the kernel function is
a measure of similarity in the feature space.

A kernel matrix K, also called gram matrix, derived from the p-dimensional training
data X C R? with n observations is a n x n finitely positive semi-definite matrix whose
i7" element k;; is the inner product of the it feature space observation ®(x;) and the j*

feature space observation ®(x;). That is,

kij =< (I’(Xi), ‘I)(Xj) >= k‘(Xi,Xj). (2.2)

The kernel matrices in KMs are equivalent to the covariance matrices in the original data
space. They contains all the information needed for modeling purposes. They also can
be thought of as the training data matrix, like X from the input space, when the linear
learning is conducted in the feature space. A separable and complete inner product space
is called a Hilbert space (Hilbert, 1927), a generalization of the vector space that is not
restricted to finite dimensions. Since the kernel function k(x,z) defined in (2.1) is finitely
positive semi-definite (Shawe-Taylor and Cristianini, 2004), the corresponding feature space
is referred as Reproducing Kernel Hilbert Space (RKHS).

We further define an m x n matrix Kpew which involves both the training data X
and the m new observations Xpew. The ijth element of Kyew is the inner product of the
feature space mapping the i*" observation of Xpew and the feature space mapping of the

jt" observation of X. That is,

knew(ij) =< (p(xnew(i))v @(XJ) >= k(xnew(i)axj)' (23)



2.2 Selected Kernel Functions

Different applications may require different kernel functions for the appropriate similarity
measure. Once the kernel function is decided, one must choose the appropriate parameters
to achieve the good generalization. Mercer’s theorem (Mercer, 1909) is usually used to
construct a feature space for a valid kernel (Shawe-Taylor and Cristianini, 2004).

In this section, we list some widely used kernel functions that will be compared in this

research. Assume x € RP and z € RP? are both p-dimensional observation vectors.

1. Polynomial Kernel Function is defined by
k(x,z) = (< x,2z > +a)’, (2.4)

where a and b are the bias parameter and the polynomial order respectively. Increasing
the order b will increase the nonlinearity (or decrease the smoothness) of the resulting
model. For a p-dimensional input space, the dimension of the feature space for the

polynomial kernel is
p+b
b

A polynomial kernel function with a = 0 and b = 1 is called the linear kernel function,

which results pure linear models or working with the original data.

2. Gaussian Radial Basis Function (RBF) is defined by

o) = o [ -] 25

where a is the bandwidth (or scale) parameter that controls the smoothness of the

nonlinear mapping.

3. Exponential RBF Kernel is defined by



where a is the scale parameter.

. Linear Spline is defined by
r 1 1
k(x,z) = U [1 +xz + 5 X2 min(x,z) — 6 min(x,z)?’] , (2.7)

i=1

where p is the dimension of x or z. Both xz and min(x,z) are the pairwise operation

instead of the matrix operation.

. Cauchy Kernel is defined by

1

k(xz) = — (2.8)
14 = —z Il
where a is the scale parameter.
. Sigmoid (Multi-Layer Perceptron) is defined by
k(x,z) = tanh(a < x,2z > +b), (2.9)
where a is the scale parameter and b is the bias parameter.
. Thin-plate Spline is defined by
1

where 7 = al|x — z||? and
0, n7#0;

1, else.



10.

11.

12.

. Cubic kernel is defined by

k(x,2) = a2 |x — 2%, (2.11)

where a is the scale parameter.

. Neighborhood Indicator (Bubble) kernel is defined by

k(x,z) = al|x —z||* < 1, (2.12)

where a is the scale parameter. This kernel gives a logical value which indicates if two

observations are neighbors (1) or not (0).

B-spline is defined by
k(x,z) = Bant1(x —z). (2.13)

ANOVA Spline is defined by

p 3
k(x,z) = H 1+ 22 + @iz min(x;, ;) — Tit min(z;, z;)? + 3 min(z;, 2;)|
i=1
(2.14)
where p is the dimension of the observations.
ANOVA B-Spine is defined by
p
k(x,z) = [[(1+ as), (2.15)
i=1
where
2(N+1) 2V
a; = Z (—1)? max(0,2; — 2z + N +1— j)](2N+1) . (2.16)
j=0 J

The plots of these kernel functions are shown in Figure 2.1.
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2.3 Some Implementation Issues in the Feature Space

2.3.1 Centering in the Feature Space

Before specifying the specific kernel functions, since the exact form of ®(X) is not known,
centering can not be performed directly on the data matrix of the feature space F. However,
only the kernel matrix is needed for the training purpose and the kernel matrix K., based
on the centered ®(X) can be obtained as a function of K. K, in terms of ®(X) is shown

as:

— aX)a(X)T — %(IJ(X)(I)(X)TJ _ %J(I)(X)@(X)T + %J(I)(X)CD(X)TJ
= K- LKJ - JK+ ,JKJ (2.17)

where J is the n x n square matrix of 1s. If the independent variables of the training data are
centered, the new observations of independent variables ®(Xpew) needs to be centered using
the mean vector of the training data ®(X) before being used for the prediction. Similarly,
Khnew needs to be transformed to Kyew(c), which is based on the centered training data

and new data in the feature space as shown below:

Kuow) = [#(Xnew) ~ 2(X)] [#(X) ~2(X)]
— |#Knen) T H —JT@(X)}T
= P(Xnew)P(X)" — —Tnew®(X)®(X)"
_1<1>(xnew)q>( )TJT o T ®(X)B(X) 77
_ K:ew—;JneWK—:LKn:WJ—i—TLlQJnewKJ, (2.18)

where Jpew 1S @ m X n matrix of 1s.
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2.3.2 Adding a Constant Term to the Regression Problems

If the variables are not centered, the following two methods can be used:

1. Add 1 to each element of the original kernel matrix. This is equivalent as adding a

column of 1s to ®(X) in the feature space and defining the kernel matrix as:

kij =< [l ®),[1 ®(z)]) >. (2.19)

2. Add a column of 1s to the kernel matrix.
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Chapter 3

Information Complexity Criteria

3.1 Introduction

The information complexity (ICOMP) measure is a statistical model evaluation criterion
originally proposed by Bozdogan (1988). The development of ICOMP was inspired by
Akaike’s information criterion (AIC) (Akaike, 1973, 1974), which evaluates both the good-
ness of a model’s fit to the sample data and the complexity of the model. In general AIC
is defined by

AIC = —2logL(8) + 2p, (3.1)

where L(8) is the maximized likelihood function in which  is the maximum likelihood esti-
mate of the parameter (or parameters) 8, and p is the number of independent parameters of
the model. In AIC, the compromise takes place between —210gL(9), the measure of the lack-
of-fit, and 2p, the complexity of the model. The optimal model is chosen as the minimizer
of AIC. AIC is an unbiased estimator of minus twice the expected log likelihood (Akaike,
1987; Bozdogan, 2000). ICOMP uses the same lack-of-fit measurement as AIC does, but
the complexity measure of a model is based on a generalization of the covariance complexity

index originally introduced by van Emden (1971). It measures the degree of the interaction

or the dependency between the components of a model (Bozdogan, 2004a). The general
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form of ICOMP for a specific model is defined by

o —

ICOMP = —2logL(0) + 2C[Cov(0)], (3.2)

o —

where CJ-] represents a real-valued measure of complexity of the model, and Cov(é) repre-
sents the estimated covariance matrix of the parameter vector of the model.

To derive the complexity, we consider a continuous p-variate distribution with the joint
density function f(X) = f(x1, %2, ..., Xp) and marginal density functions f;(x;),i =1,2,...,p.
The informational measure of dependence between p random variables is defined by (Boz-
dogan, 2004a)

I(X) I(Xl,Xg,..., p)

f(x1,%2,...,Xp)

X
/_OO ce /_Oo f(XlaX2a . ’XP)Ingl(xl)fz(xz) — fp(Xp)dxl . pr, (3.3)

where I(X) > 0 is known as the Kullback-Leibler (K-L) (1951) information against in-

dependence. The K-L information quantifies the meaning of “information” related to
Fisher’s concept of sufficient statistics. It’s earlier roots can be traced back to the famous
Boltzmann’s concept of entropy (Boltzmann, 1877) in thermodynamics. I(X) = 0, when
f(x1,%x2,...,%p) = f1(x1)fa(x2) - fp(xp), if and only if the p random variables are mu-
tually independent. If I(X) > 0, this implies at least one variable is correlated with one or
multiple of the other variables. Equation (3.3) can be written in terms of Shannon’s (1948)

entropy given by

P
I(X) = I(x1,X2,...,%p) = 3 H(xi) — H(x1,X2,...,%p), (3.4)

i=1
where H(x;) is the marginal entropy and H(x1,Xz2,...,Xp) is the global or join entropy.

Watanabe (1985) calls (3.4) the strength of structure and a measure of interdependence.

The desirable model should have relatively smaller complexity or information entropy such
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that the variables or the components of the model are less dependent to each other thus
have less redundant information.
Assuming the p variables follow a multivariate normal distribution, i.e. X ~ N(u, ),

with the corresponding density function

FX) = (2m)E S exp{ 3 (x - )" (- )} (35)

Van Emden (1971) first defined the information complexity of a covariance matrix ¥ for

the multivariate normal distribution as:

p
I(X) = Y H(q)— H(x1,X3,...,%p)
i=1
p
1 1 1 1
= > [QIOg(%) + Slog(0) + 2] - glog(%) — 5log[X| - gv (3.6)

1

7

which can be simplified to:
1< 1
Co(Z) =3 ;log(%) — 5log =], (3.7)

where 0;; = o2 is the i'" diagonal element of X, that is, the variance of the i** random
variable. Co(X) = 0 when all variables are linearly independent. Cy(X) is infinite (|X]=0)
if 3 is not of full rank, that is, at least one variable is the linear combination of the others.

The two drawbacks of Cy(X) pointed out by van Emden (1971) are:

e Cp(X) depends on the marginal and the joint distributions of the random variables

and

e Cy(X) is coordinate dependent because >+ _, log(o4;) would change under orthonormal

transformations.

Because of this, Bozdogan (1990) proposed a maximal covariance complexity measure of a

multivariate normal distribution:
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tr(X%)

tr(x) \P
=2) o)

_P

1 1
] - §log]2\ = §log

Note that C;(X) is an upper bound to Cy(X) and is independent of the coordinate system
by considering the contribution of covariances as well as variances in 3. C}(X) combines
the geometric mean of the average total variation and the generalized variance into one
index. In general, large complexity indicates a high dependency among the variables and a
low complexity value indicates less dependency among the variables. If we let A1, A2, ..., A,

be the eigenvalues of 3, then the complexity of 3 can be written as

Py a
Ci(X) =21 — 9
1(%) 20g<)\g>7 (3.9)
where A\, = >_?_, \;/p is the arithmetic mean of the eigenvalues of ¥ and A\, = ([T%_, )\,)%

is the geometric mean of the eigenvalues.

Under some regularity conditions, the maximum likelihood estimator (MLE) is asymp-
totically (for large samples) normally distributed. The mean is equal to 6 and the covariance
matrix is equal to the inverse of Fisher information (FIM). Note that the (7, )" element of

the Fisher information matrix is defined by

O%L }

F(0),;,=-FE [(9(%(% (3.10)

Therefore, F~! is another way to calculate the covariance matrix of the estimated param-

eters used in the information measure.

3.2 ICOMP Criteria for Multiple Regression Models

Bozdogan (1998) proposed a general form of ICOMP based on the inverse Fisher information

(IFIM) for a statistical model given by

ICOMP(IFIM) = —2logL(8) 4 2C1(F~1()), (3.11)
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where 6 represents the MLE of the model and F ~1(0) represents the estimated IFIM of the

parameter manifold of the model. We consider a multiple regression model given by
y = X8+, (3.12)

where

e ~ N(0,57I).

Under the normality assumption, the probability density of the reponse is defined as:

. x:3)2
Flues8.0%) = (2m0%) Hesp [ L0, 513
o
The log-likelihood function of a random sample of size n is:
1(8,0°) = logL(B3,07)
n n (y —XB)"(y — XB)
= ——log(2m) — ~logo? — 14
Slog(2) — Slogo - (314)
The maximum likelihood estimates of 3 and o2 are given by:
B = XTX)'xTy (3.15)
. o NT o 3
52 _ Sum of Squared Residuals _ (y —XB)' (y — XB3) (3.16)
n n
The covariances of the estimated regression coefficients are
Cov(B) = Cov((XTX) 1XTy)
= (XTX)'XTCov(y)X(X*TXx) !
= Z2XTX)"IXTX(XTX) !
= A(XTX), (3.17)

where o2 can be estimated by (3.16).
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Using the estimated covariance of the regression coefficients, ICOMP for a multiple

regression model can be defined as:

ICOMP(Cov(B)rey = —2logL(B,6?) + 2C1(Cov(8))

= nlog(2n) + nlog(6?%) +n

Cov(3 1~ 4
+2§%(”(jw”>—;%kww4
= nlog(27) + nlog(6?) + n + p-log <f\\a> (3.18)
g

Under the large sample assumption, we may use IFIM to estimate the covariance of the
estimated model parameters given by

Cov(B,6%) =F~! =

Cov(B Cov(B &2
~ Cov(B) Cov(B3,5°) (3.10)
~2

Cov(42,B) Var(s2)

To derive the above equation, the first and the second partial derivatives of the log-likelihood

function defined in (3.14) are as follows.

3[(5,502) _ - fQB)TX (3.20)
m(gi,;f;) _ 72%2 L Xﬂ;jiy — Xp) (3.21)
‘925;%;2) _ _X;X (3.22)
W _ % - Xﬂ):6(y - XB) (3.23)
S - AT e

The corresponding negative expected values of the second derivatives are:
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B [8%(@02)] xXTx

03* o2
E [Wa)] __n  E[y-X8)"(y-Xpd)
d(c?)? B 204 o6
n 7’L('J'2
T 90t T 6
o*U(B,0%)]  _ 218,01  Ely-X8)T]X
=[2G - p[Ze]’ . Bl XRX

Therefore, the Fisher information matrix for the regression is given by

XTX
F=| -
n
01><p 204

0p><1

The estimated inverse Fisher information (IFIM) in (3.19) is defined as:

F2(XTX)™t 0,51

—

Cov(B,6%) =F ' =
264

O1><p n

where 62 is given in (3.16).

Using IFIM, the ICOMP for a multiple regression model has the form of:

ICOMP(IFIM)pey = —2logL(B,52)+ 20 (f}(é))

= nlog(2m) + nlog(6?%) + n + 2C, (ﬁ_l(é)> ,

where

tr (62(XTX)™) + 22
p+1

1 264
F(XTX)| - 2log< 7 ) ,

C1 (f’l(é)) = ;(erl)log[

11
_70 PR
2 & n

20

(3.25)

(3.26)

(3.27)

(3.28)



and where p + 1 is the total number of the estimated independent model parameters.
Van Emden (1971) suggested a second measure of complexity of a covariance matrix

based on the Frobenious norm given by

—

AN 2
A 1 — 4 Cov(0
Cr(Cov(8)) = ~|Cov(B)” - (W) , (3.29)
where ][6&/(9)”2 = tr(é&z(é)T@(é)), the square of the Frobenious norm of @(é), and
s is the number of estimated independent model parameters, that is, the rank of C/c;/(é)
CF(C/(;](é)) is a non-negative index with Cp(éc;f(é)) = 0 when all the eigenvalues are the

same. In terms of the eigenvalues, CF(é(;f(é)) can be written as
Cr(Cov(6)) == (\ — Xa)* (3.30)

Bozdogan (Bozdogan, 2003; Bao and Bozdogan, 2004) related Cl(é(;/(é)) to CF((/j(;/'(é))

and provided a new complexity measure called Cjp(-) given by

Cr( ( ))2

( )

%tT(COV(O)TCOV(é)) - (M)Z
(@)2

s

C1p(Cov(B)) =

»Jk\%

(3.31)

=~ ®

S

S (3.32)
S
Ch F(@(OA)) is scale-invariant and is a second order equivalent measure of complexity to the
original Cl(C/o\v(é)) measure. Because it can be expressed by eigenvalues of the covariance
matrix, it is ideal for the statistical models with orthogonal (uncorrelated) variables which
are eigen-problems, including partial least squares regression, principal component analysis,
principal component regression, Fisher’s discriminant analysis and canonical correlation

analysis.

21



3.3 ICOMP Ciriteria for Multivariate Regression Models

The above results on ICOMP in the usual multiple regression case can be easily extended

to the multivariate regression. Consider the multivariate regression model given by
Y=XB+E (3.33)

where the n X ¢ matrix Y represents q response variables, the n x p matrix X represents the
p-dimensional independent variables with n sample observations, the p X ¢ matrix B stands
for the regression coefficient, and the n x ¢ random errors E have the mean vector of zero
and the constant covariance 3. Assuming that the random error e;(1 x ¢ vector) follows
a multivariate normal distribution with the mean vector of zero, the probability density

function of e; is given by

1 1
€)= —ex —eiE_le'ir>. 3.34
e = e (3 331

AIC for the multivariate regression model is defined by

AIC(Multivar Reg) = nglog(2r) + nlog|®| 4+ ng + 2 {pq + q(q;—l)] . (3.35)
The corresponding ICOMP (IFIM) derived by Bozdogan (1998) has the form:

ICOMP (IFIM) 1 ttivar Reg = 129108(27) + nlog|E| + ng + 2C1 (F~1(9)), (3.36)

where the maximum likelihood estimate of the error covariance matrix is given by

)y , (3.37)

and the estimated IFIM, F~1(), is given by
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A T 71
]:"71(9\) _ Y® (X X) Opqx%q(qul) 7 (3.38)

2 S o $YP+T
01 4(a+1)xpg nDg (X @X)Dg .

In (3.36), DQ; is the Moore-Penrose of the ¢? x q(q72+1) duplication matrix Dgq (Magnus
and Neudecker, 1988), and ® represents the Kronecker tensor product. Given the above

definition of F~1(8), the complexity then becomes

tr(E)tr(XTX) "+ o [1r(52) + 1r2(8) + 2500, 63

>~ 1/A qqg+p
@) = NP o
1 - -1
—5(p+ g+ Dlog| S| - glog ’(XTX) ’ - glog(Z). (3.39)

In PCA, PCR, PLS, FDA and CCA, the modeling components are orthogonal and
C'1(+) goes to negative infinity. We use C1r(+) to compute the complexity as we do for the

univariate models. In this case, ICOMP is given by
ICOMP(G&/(OA))MHMVM reg = nqlog(2m) + nlog| 3| + ng + 2C’1F(60\v(é)), (3.40)

where ClF(C/(;f(é)) is given in (3.32).

We assume Gaussian noise through out this dissertation in kernel-based methods. It is
also possible that the noise distribution may not be normal. Our future work will be focused
on applying the misspecification form of ICOMP (Bozdogan, 2004a,b, 2005) to explore its

ability to guard against the non-normal noise in modeling of kernelized data.

3.4 ICOMP Criteria for Kernel Methods

It has been shown that ICOMP criteria have been successfully applied in many linear re-
gression applications including ridge regression, multiple and multivariate regression, partial
least squares regression, mixture models, principal component analysis, and Fisher’s dis-

criminant analysis. The purpose of this research is to extend these successful applications
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of ICOMP to the kernel-based nonlinear modeling techniques, since after the “kernel trick”
the modeling techniques become simply linear procedures, and we can carry out the model

selection enterprise on the kernelized data as we would have done on the original data.
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Chapter 4

Genetic Algorithms

4.1 Introduction

Genetic Algorithms (GAs), are searching techniques inspired by the natural selection of
evolutionary biology. It was originally developed by John Holland, his colleagues and stu-
dents in the early 1970s. GAs can be applied to find the optimal solutions to optimization
problems when the exhaustive searching of all the possible solutions is impossible or not
efficient to implement. GAs starts with a random sample (the first generation) of all the
solutions. A fitness function is used to evaluate each solution and the better fitted solutions
are retained to generate the next generation. In GAs, each solution is expressed by a binary
string called chromosome. This will allow inheritance, mutation and recombination (also
called crossover) to prevent from the local minimum. The retained good solutions then
will mate and generate the next generation of solutions. This procedure is repeated until a
certain convergence criterion is reached or the optimal solutions are found.

Efficiency is the major advantage of using GAs. The purpose of this chapter is not a
thorough coverage of Genetic Algorithms but a brief introduction of the GA procedure which
will be used for searching optimal subset models in this research. The interested readers
may find the comprehensive coverage of GAs given in (Goldberg, 1989) and (Michalewicz,
1992).
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In the regression analysis, choosing the optimal subset models for the best generalization
and interpretation is often of interest. The traditional variable selection approaches include
Backward and Forward stepwise selection. The well known shortcomings of these pocedures
are that the order which a variable “enters” or “leaves” the model will affect the variable
selection results (Boyce et al., 1974; Wilkinson, 1989). Also, there is no theoretical justifi-
cation of such procedures. In addition, the probability (threshold) for entering and leaving
the model is an arbitrary choice. Stepwise searching can hardly find the global best subset
model or even the best subset of a particular size. This has been criticized in (Hocking,
1976, 1983; Mose, 1986; Mantel, 1970).

If practically feasible, all-possible-subset selection would be the best approach to subset
selection. However, the ”"curse of dimensionality” (Bellman, 1961) makes it practically
impossible to evaluate all the subsets. For instance, for 30 independent variables, we will
have 239 — 1 = 1,073,741, 823 subsets models to evaluate. In this research, we bring in
the capability of GA to reduce the computational burden tremendously but still find the

optimal subset models.

4.2 The Procedure of GAs

4.2.1 Representation

GAs perform selection, partition, combination and modification of the chromosomes, ex-
pressed as binary strings. Therefore, the first step is to represent the domain of a numerical
optimization problem using the corresponding chromosomes. For instance, suppose x is
the independent variable and the optimization is performed in the x domain of [—1,1]. If
the precision requires 100000 equal width intervals within the range, which means 100001

values, this will requires 17 bits since

65536 = 216 < 100001 < 2'7 = 131072
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If “00000000000000001” represents “-17, then “11000011010100001” is the expression of “1”
the 100001%¢ value. If there are multiple independent variables, one may connect the binary
strings of the individual independent variables to a single long binary string.

In the subset selection problem of a regression analysis, representation is even simpler.
Suppose there are 20 independent variables in the saturated model. We use a binary string
of 20 bits to code the subset model. If a variable is included, the corresponding bit is “17,
otherwise, “0”. For instance,

10110000000000000000

stands for the subset model [z, x3, x4]. We lay out the bits from left to right to be consistent
with the way that we write the regression formula. This is the inverse order of the tradition
expression of a binary number. The following discussion is focused on the subset model
selection using GA.

The subset models are evaluated by a fitness function. In this research, ICOMP is the
subset model selection criterion. Higher values are better for the fitness but the lower values

are better for ICOMP. The fitness function is defined as follows:

AICOMP; = max(ICOMP) — ICOMP; (4.1)

Fitness; = AICOMP; /AICOMP; (4.2)

Our GA procedure starts with a random sample of subsets. The subsets with relative
high fitness will be selected to reproduce the springs to the next generation. We applied
a natural selection mechanism. We sort the fitness of the models in ascending order such
that the model with the lowest fitness is ranked as 1 while the highest fitness is ranked as
m. We then create a “weighted roulette wheel” with m bins, one for each subset, where the

bin width for the subset with rank ¢ is

m(m+1)/2
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We then randomly shoot the bins by drawing a uniform random numbers from [0,1]. The
chosen model is included in a mating pool for the reproduction. The fitter model has wider

bin thus better chance to be selected.

4.2.2 Reproduction

After coding all the subsets to the binary chromosomes, we start with taking a random
sample from all the subsets as the first generation. The population size np,, (also the
sample size for the first generation) of each generation is an arbitrary choice as long as it
converges. We used 20 to 50 in our numerical experiments. The subsets in the population
are evaluated using the fitness function (4.2).

Only the subsets with relative high fitness will be selected to the mating pool to repro-

duce the next generation. In our research, “relative high” is defined as follows. Let

Fitness;

G = Mean(Fitness)

(4.4)

We select the subsets whose fitness ratio ¢; > 0.5 to the mating pool. The subsets in the
mating pool are randomly paired to produce a pair of springs. Mating is performed as
a crossover process. There are different ways to crossover the parents genes to the next

generation. We utilized the following three types.

Single point crossover - One breakup point is randomly selected. Each of the two chil-
dren’s chromosomes is consisted of the first part of one parent and the second part of

4th

another parent. For instance, if the bit is chosen:

ParentA ParentB
1101-01 0011 -00
Child, Childy
110100 001101
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Two point crossover - Two breakup points are randomly decided for both parents. A
child’s chromosome is consisted of the first part and the last part of one parent’s
chromosome and the middle part of another parent’s chromosome. For instance, if

the breakup points are after the second and the fourth bits:

ParentA  ParentB
11-01-01 00-11-00
Child, Childs
111101 000100

Uniform crossover - Bits are randomly copied from the first or the second parent. For

instance:
ParentA ParentB

11001011 11011101
Child,
11011111

By doing crossover, we keep the variables (genes) in the ”Good” subsets to the future
generations. A probability of the crossover is defined. Generally, this probability is relative
large, for instance, 0.7. If the crossover does not happen, the parents will become the
offsprings for the next generation without any change. One may also force to keep the best

subset to the next generation without any crossover.

4.2.3 Mutation

Mutation is to randomly change a bit of the chromosome from 0 to 1 or from 1 to O.
A low probability Pputation is assigned to the happening of mutation. Mutation allows
the searching jumping out of the current searching area to avoid sticking with the local

minimum.
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Table 4.1: GA Parameters

Ngen Number of Generations

Nopop Population size of each generation
Pross Probability of crossover

Proutation Probability of notation

Elitism Keep the best subset or not

Type of crossover | Single/Two/Uniform

4.2.4 Other Configuration

The above steps are repeated to reproduce future generation until a certain stop condition is
satisfied. The stop condition could be the maximum number of iterations, a certain fitness
value is reached, all the chromosomes are the same. The some searching parameter must

be configured as shown in Table 4.1 before starting the iteration.

4.3 A Numerical Demonstration

In this section, we use a simple two-dimensional numerical example to demonstrate search-
ing optimal solutions using GA. The target function is a mixture of 3 bivariate Gaussian

probability density (Figure 4.1):

f(z,ylpe, 1) + f(2,y|pe, B2) + f(o,y|ps, X3)] +5 (4.5)

z =

W =

where

Argument x and y are both defined in the range [-4, 4] with the interval of 0.1. There are 81

values for each argument thus 6561 different combinations of x and y. The target function
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Figure 4.1: Surface Plot of the Target Function

z is maximized at 5.03216 when z = 0 and y = —0.2. There are also two local maximums
(Figure 4.1).

Suppose we want to find the global maximum of z using GA. The function defined by
(4.5) is the fitness. The GA parameters used in this example is listed in Table 4.2. GA
starts from a random sample of 50 points as the initial population (Figure 4.2(a)). The
fittest point (z = 5.0178) in this population is around a local maximum. After 5 generations,
the fittest point (z = 5.0282) jumps to the ridge with the global maximum (Figure 4.2(b)).
The population are concentrated in a small area around the global maximum after some
generations (Figure 4.2(c)). At the 175" generation, all the population have the same
chromosome (Figure 4.2(d)), that is the same point. This point (x=0.1, y = -0.2) gives a z

value of 5.0320, which is very close to the true maximum.
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Table 4.2: GA Example Parameters

Ngen 200
Npop 50
Pcross 0.9
Pmutation 0.01
Elitism YES
Type of crossover | Single

X=-16,y=-2.8, f(xy) = 5.017815 x=-0.2,y=-0.8, f(xy) = 5.028234
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x=0.1,y=-0.1, f(x,y) = 5.031948 x=0.1,y=-0.2, f(x,y) = 5.032012
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Figure 4.2: GA Searching Example. (a) Initial Generation (b) 5 Generation (c) 42m¢
Generation (d) 175" Generation
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Chapter 5

Kernel Ridge Regression

5.1 Introduction of Ridge Regression

Ridge regression, also known as Tikhanov regularization, is one of the most commonly used
regularization methods for ill-posed problems. It was originally proposed by Hoerl and

Kennard (1970b; 1970a). Consider the multiple regression model defined by
y=XB+¢ (5.1)

where the n x 1 vector y represents a dependent variable with n observations, the n x p
matrix X represents the p independent variables, 3 is a vector of p regression coefficients
and € is the independent and identically distributed (i.i.d.) random error with mean of zero
and constant variance o2. The ridge estimator of the regression coefficients is the minimizer

of
f(ﬁ?‘) = )‘BrTﬁr + (y - Xﬁ?‘)T(y - XB’I‘) (5'2)

The first derivative of f(3,) with respect to 3, is

df (5r)

_ T _ T
a5 = 28" 20 - XB)TX. (5.3)
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The estimated ridge coefficients B, is the value of B3, that makes the above derivative equal

to zero, i.e. the solution to

(XTX + )8, = Xy, (5.4)

i.e.

Br = (XTX + A1) 1XTy, (5.5)

where A > 0 is a predetermined constant which controlls the bias. When A\ = 0, the ridge

estimator is the least-squares estimator. The covariance of the ridge estimator is defined by

Cov(Br) = Cov[(XTX +AI)"'XTy]
= (XX + M) ' XTVAR(y)X(XTX + A1)t

= 2(XITX 4+ A IXTX(XTX + A1) L. (5.6)

The bias in 3, increases with A\. However, the covariances decreases as \ increases.
There is an alternative expression for the ridge estimator which serves an important role

in kernel ridge regression described in the next section. Equation (5.4) can be rewritten as

By = XTi(y —XB,) =XTW, (5.7)

where W = (Y — X3,). W is solved using the following steps:
Wi=y-XgG, =y - XXTW

= XXT+A)W =y

= W=XXT+ D"y (5.8)

Substituting the result in Equation (5.8) back to (5.7), the alternative expression of the

ridge estimator is defined as:

Br = XT(XXT + A1) ly. (5.9)
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The above expression is called the dual representation (Shawe-Taylor and Cristianini, 2004).

5.2 Kernel Ridge Regression

In kernel ridge regression (KRR), the original p-dimensional data matrix X is nonlinearly
transformed to ®(X) in the feature space. The multiple linear regression model using ®(X)

as the independent variables can be defined by
y=®(X)B, +e. (5.10)
The ridge estimator of the regression coeflicients is the solution to
[2(X)T®(X) + M| Br = (X) .
Using the result in Equation (5.5), the kernel ridge estimator is expressed as
Br = [B(X)T(X) + AT &(X)Ty (5.11)

Since the explicit form of ®(X) is unknown in kernel methods, the above expression can not
lead to an explicit estimation of y, the response. However, using the dual representation
from Equation (5.9), the kernel ridge estimator (Shawe-Taylor and Cristianini, 2004) is
defined by

Br=3(X)T K+ A ty, (5.12)

where K = ®(X)®(X)T is the kernel matrix. Although the explicit expression of 8. is not
available, the prediction of the observation can be obtained through kernel functions. The

point estimate of the training observations can be obtained by

~

y=2(X)B3,2X)e(X)T K+ [ 'y =K[K+ A 'y.
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Similarly, the point estimate of the testing observations or new observations can be obtained

by

INew = P(Xnew)Br
= <I>()(Nvew)q)(}()T [K + )‘I]_l y

= Kyew K+ y. (5.13)

The covariance of 3, defined in (5.12) is given by

~

Cov(B,) = Cov(®X)T K+ 'y)
= oX)T [K+ M| ' VAR(y) [K + AT ' &(X)

= 2o(X)T K+ M| [K + M| &(X). (5.14)

Since ®(X) has no explicit form, the exact form of COV(BT) is unknown. This problem brings
troubles to the model selection techniques proposed later as COV(BT) is the important part
in the complexity measure. To solve this problem we look at the kernel ridge regression
model in a different way in this dissertation. We treat K and Knew as the training data
and new observations of the independent variables respectively. The kernel ridge regression
model can be redefined by

y =K@ +e¢. (5.15)

The ridge estimator defined in (5.12) is modified to
B, =K+ ]y, (5.16)
The predicted response given the training data X is

y=KB3, =K[K+ ] 'y. (5.17)
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The predicted response given the new observations Xnew is
9 = KnewB, = Knew [K + M| 'y. (5.18)

We see that this alternative expression does not change the model assumptions or the
estimated kernel ridge regression model. The benefit of using this expression is that the

covariance of the ridge estimator [3: has the explicit form defined by

Cov(B¥) = Cov([K+AL'y)
= [K+ M| ' VAR(y) [K + ]!

= 2K+ A2 (5.19)

5.3 Weighted Kernel Ridge Regression

One of the assumptions of the ridge regression is constance variance. That is, there is
Var(e) = 0?1. Sometimes, this assumption is violated such that Var(e) = o?A, where
A #1is an n x n matrix. This is also called heteroscedasticity. A special scenario is that
A is a diagonal matrix with unequal diagonal elements in which we assume the random
errors are uncorrelated but with unequal variances. A is a non-singular positive definite
matrix since o?A is the covariance matrix of the random errors. We use C to denote the
squared root of A. Then, C is a nonsingular symmetric matrix such that CTC = CC = A.
Left-Multiplying the both sides of
y=X8+¢

by C~1, a new regression model can be defined by
vy =X"B+¢", (5.20)

where y* = C7ly, X* = C"1X and e* = C~le.
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There are F(e*) = C1E(e*) = 0 and Var(e*) = oI since

Var(e*) = [¢" — E(e")][e* — E(e"))
= Be*e)
= EB(CleeTC™
= C'E(ee™)C™?
= o’ctAac?
= o2clccct

= o°L
The generalized least squares estimator of 3 is

//B\ — (XTc—lc—lx)—lec—lc—ly

— (XTA1X)1XTA ly
and the predicted y* is
¥ =X"B = CIX(XTA'X)'XTA Y.
Therefore, the original response y can be estimated by
y=Cy* =XXTA'X) 'XTA 1y,
The covariance of B is
Cov(B) = 2(X*TX*)~! = o2(X'A"1X) 1.

When the errors are uncorrelated, matrix A is a diagonal matrix. If we use the weight

matrix W = A~ then
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Bw = (XTWX) 'XTWy

is generally called the weighted least squares estimator (Montgomery, 2001).

Similarly, the weighted ridge estimator of the linear regression coefficients is given by
Buwr = (XTWX 4+ ) 1XTwWy. (5.21)

This dissertation extends the weighted ridge estimator to the feature space when het-

eroscedasticity exists. Given a kernel ridge regression model in the feature space defined
by

y=2(X)3+e€

with E(e) = 0?A, the transformation is given by
Cly=Cc'®eX)8 +e.
Regress Cly on C71®(X), the generalized kernel ridge estimator of 3, is

B = @X)Tcl(c'eX)@X)TCct+ A 'Cly

= X)Tc Y (CcKCt+ A 1Ccty.
The estimated C™ 'y is defined by

Cly = cleX)eX)Tc Y (C'KC™ + A1) tCly

= CKC Y C'KC !+ tCcty.
Solving ¥ of the above equation, there is

y=KC ' (C'KC!+ A1) 'Cty.
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Let the weight matrix W = A~1, there is C™1 = A~3 = W3. The weighted kernel ridge

estimate has the form of
¥ =KWz2(W2KWz + \I) W2y, (5.22)
The new observations can be predicted as:
Fnew = Knew W2 (W2KW?2 + \I) 1W2y. (5.23)

The covariance matrix of the estimated coefficients has to be defined in a different way
since ®(X) is unknown. Using the kernel ridge regression model redefined in (5.15) and the

covariance matrix form given by (5.19), the weighted kernel ridge estimator is redefined by
~ 1 1 1 -1 1
Bi. = Wi[WiKWi 41| Wiy, (5.24)
The covariance of B:vr has the explicit form defined as:
ok 9 1 1 1 -1 1 2
Cov(B.,) = o {Wz [WEKWE + AI] Wz} : (5.25)
where the estimated o2 is given by

s2_ =9y -9)
n — trace(H)

and where H = KW%(W%KW% + )\I)_IW% is the hat matrix of the weighted kernel
ridge regression.

The prior information about the weights has to be known or the weights can be estimated
as a function of the residuals or regressors (Montgomery, 2001). For instance, the moving
averages of the squared residuals of the un-weighted kernel ridge regression (Silverman,
1985) can be used to estimate the weights. The results of our numerical experiments indicate

that the optimal ridge parameter of the weighted kernel ridge regression is generally different
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from the chosen one for the regular kernel ridge regression. Therefore, it is required to search

the optimal ridge parameter for the weighted kernel ridge regression.

5.4 Interval Estimates for Kernel Ridge Regression

This dissertation also derives the interval estimates for kernel ridge regression following
the interval estimates of a linear ridge regression problem (Montgomery, 2001). To give a

confidence interval estimate of jiy|,,, we define the standard error of fiy|s, as:

se(fiylzy) = VVar(gls)

= \/aﬂk(xo,X)W%(W%KW% + AI)"2Wzk(X, xo). (5.26)

Under the large sample assumption and applying the Central Limit Theorem (CLT), we

have

fiylzg ~ N (My‘w073€2(ﬂy‘zo)) .

Consequently, a 100(1 — )% confidence interval on fi,|s, is defined by

/:Ly|x0 + Za/QSG(ﬂy’X0)7 (527)

where fiy|x, = Ulxo and se(fiy|x,) is defined in (5.26).
Similarly, to compute the prediction interval for a future observation yp|x,, we use the
standard error of 7 = yo|x, — Yo|x, to find the margin of error (Montgomery, 2001). Since

Yo|xo 1s independent of gg|x,, this standard error can be defined as:

56(7_) = \/V(I’I"(yo|x0)—|-va’l“(g)0|x0)

1
= \/o2 + 02k(x0, X)W 2 (W2 KW?2 + A\I)"2W2k(X, x0)

Wo

1
= \/02 [ + k(x0, X)W2(W2KWz + AI)2Wzk(X,xo)|,  (5.28)
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where wy is the weight corresponding to yp|x,. If Xo is not an observation from the training
data, one must estimate wy. The estimated wg may not be reliable given an x¢ that is
far beyond the span of the training data. Since the point estimate of y|;, is also §s,, a

100(1 — a)% prediction interval on y|z, is defined as:

Uleo £ 2a/25e(T). (5.29)

5.5 Choosing Optimal Kernel Ridge Parameter

The ridge parameter A prevents from collinearity problems and controls the generalization
of the ridge regression model. In the literature of the linear ridge regression, there is massive
and controversial discussion regarding the techniques of choosing the ridge parameter. There
is no single ridge parameter estimator which is proven to be the best overall (Montgomery,
2001).

Some techniques (Engle et al., 2000; Morozov, 1984) require the knowledge of the noise
level, which is not possible in many cases. The most widely-used visual tool in machine
learning is the L-curve (Hansen, 1998) in which the residual norm is plotted against the norm
of the estimated ridge regression coefficients at the different values of the ridge constant.
The optimal ridge constant is found at the corner of the “L” curve where both the residual
norm and the coefficient norm are relative small. The advantage of this method is that the
researchers do not need the knowledge about the noise level. However, the L-curve method
has been proven to be nonconvergent (Vogel, 1996; Leonov and Yagola, 1997). Either the
corner of the L-curve could be difficult to locate or there exits multiple corners. A similar
visual way suggested by Hoerl and Kennard is to inspect the ridge trace (Marquardt, 1975).
The ridge trace is a plot of the estimated coefficients B,ﬁ versus A. For the regression
applications with collinearity problems, the magnitudes of the least squares estimators are
relative big. The magnitudes of the estimated coefficients decrease and tend to stabilize

with the increasing of A\. The objective of observing ridge trace is to select a reasonably
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small A\ value at which the coefficients BA,Z, are stable. However, it is subjective to locate the
“stable” point. These two methods can not be applied in a model selection procedure since
neither of them is an automatic ridge parameter finder.

Hoerl, Kennard, and Baldwin (Hoerl et al., 1975) proposed an choice of A\ defined by

&2

AHKEB = 2o, (5.30)
B B

where p is the number of estimated regression coefficients, B is the no-constant-term or-
dinary least-squares (OLS) estimator, and 62 is the estimated response variance in a OLS
regression. Hoerl and Kennard (Hoerl and Kennard, 1976) further proposed an iterative
estimation based on (5.30). Several authors interpreted that the ridge regression is closely
related to Bayesian estimation. The method of ordinary least-squares (OLS) can be viewed
as a Bayes estimator using an unbounded uniform prior distribution when estimating the
coefficients. The ridge estimator is the result based on a prior distribution. Theil and
Goldberger(1961) have introduced a procedure called mixed estimation which can be nu-
merically equivalent as the ridge regression. Following Sclove(Sclove, 1973), suppose the
prior distribution of 3, is

Br ~ N(0,0°T) (5.31)

and independent from the random error €. The ridge constant can be estimated as

2

Q»

)\Bayes = ) (532)

r

=2
93
where o2 is the error variance estimated by OLS and &%T is defined by

~2 yTy — né?

0 = ——e—r.
B 4 (XTX)
However, the above two analytic methods require the estimate of the error variance using

the OLS solution. In the kernel case, the so called OLS solution leads to the zero lack-of-fit.

Therefore, we are not able to imbed these two methods to the kernel ridge regression.
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Some techniques perform grid searching in the range of [0, 1]. Generalized cross-validation
(GCV), proposed by Wahba (Wahba et al., 1979), is a widely used stochastic method to
search the optimal ridge constant. Using GCV, the optimal ridge constant is the minimizer

of the statistic defined as:
2
> i €ik

OV = T e

(5.33)

where H, = X(XTX + AI)~1XT is equivalent to the hat matrix in ordinary least squares.
In kernel ridge regression the equivalent hat matrix is K(K + AI)~1. The assumption of
using GCV is the white (independent) Gaussian noise. Also base on the white Gaussian

noise assumption, Mallows (1973) proposed the C, statistic defined by

_ 5Spes(N)

5-2

o — 42+ 2t (H (). (5.34)

The optimal A value is the minimizer of C. Leave-one-out cross validation (LOOCV) is a
widely used criterion to search the optimal ridge parameter since it has a close form (Wahba,
1990) which avoids the heavy computation. The squared error is defined by

l[diag (T — H)]"*(I - H)y|”

. , (5.35)

where n is the number of training observations, H = K(K + AI)~! is the hat matrix of
KRR, and diag(I — H) is a diagonal matrix whose diagonal elements are the same as those
of I — H. Recently, Bozdogan’s information measure approach has been successfully used for
power plant data to choose the optimal ridge constant of a linear ridge regression model (Ur-
manov, 2002). We derive its ICOMP extension to the feature space in the next section and

compare its performance with GCV and LOOCYV using the benchmark data sets.

5.6 Model Selection Using ICOMP

For a kernel ridge regression model, the form of the kernel function, the parameters of

the kernel function and the ridge parameter affect the model generalization as well as
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the goodness-of-fit. This dissertation uses ICOMP as the criterion to conduct the model
selection for KRR applications. In addition, this dissertation uses ICOMP to choose the
best subset of independent variables given the selected kernel function. The subset selection
can further decrease the model complexity, increase the model generalization and provide
better interpretation to the model applied. In this section details the ICOMP form which
scores the candidate models.

Recall that the general form of ICOMP(C;r) or ICOMP(Cy) for the multiple regression

model is defined by

— —

ICOMP(Cov(B,82))pey = —2logL(B,82) 4 2C1r(Cov(B,85?))
or
ICOMP(Cov(B,82))rey = —2logL(B,?%) +201(Cov(B,62)).

In the linear ridge regression model, a penalized log-likelihood (PLL) function defined by

PLL(B,0% = L(B,0?) — X - Penalty(3) (5.36)

is applied for the maximum likelihood estimate. The quadratic penalty term, first proposed
in (Good and Gaskins, 1971), is defined as:

BB

Penalty(3) = 957

(5.37)

Under the normal random error assumption, the penalized log-likelihood function of a linear

ridge regression model is defined by

vy -XB)T(y-XB) B"8

202 202"

PLL(B,0%) = —g log(27) — glog(a2) - (5.38)
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Let the first derivatives of PLL(3,0?), with respect to 3 and o respectively, be equal to

zeros, the maximum likelihood estimates (MLEs) of the parameters are defined as:

B = XTX+ A1) XTy

5 _ =X (y-XB)+ 8T8
n

The intuitive thinking is to embed PLL(3,0?) to the feature space for the kernel ridge
regression replacing X by ®(X). However, a little modification is needed since ®(X) is
implicit. We apply the alternative kernel ridge regression defined as y = K3 + ¢ in (5.15),
where the kernel matrix K is treated as the regressors. The penalized log-likelihood function
of the kernel ridge regression is proposed as

vy -KB)'(y ~KB) BT
202 202

PLL(B,0%) icrr = —3 log(27) — 7 log(0?) - (5.39)

where ﬂ;fg,@ is the penalty term for KRR. The first derivatives of PLL(83,02%)xrr are
defined by
oPLL  (y-KB)TK A\B'K
B o2 o2
OPLL _ _n  (y-KB)"y-Kp) AITKp
do2 202 204 204
Let agéL = ag ULQL = 0, the MLEs of the parameters are given by
B = (K+AD)ly (5.40)
- ~-K3)T(y —K TK
5 _ KBy —KB) + \"KB -
n

The above MLE ,@ is the same as the least squares estimate. The second derivatives of PLL

are defined as
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0?’PLL K2 + \K
op o2
PPLL _ n  (y-KB)"(y-KB) ASTKS (5.45)
d(0?)? 204 o6 o6 '
?PLL  [&8PLL]"  —(y —KB)TK +\8TK (5.44)
oBos? 902087 | o4 ‘ ‘
The ﬁ and o2 are MLEs indeed since
0’PLL 0*’PLL
Tﬂz <0 and 8(02)2 <0
The Fisher’s Information Matrix (FIM) is defined as
[ _E<32PLL> _E<62PLL)
F = 0832 052087
92PLL 92PLL
_E (aﬁaoz > _E (8(0’2)2 ) E;E
[ K2 4K K
= ’ 7 (5.45)
MTK n + M\BT KB
51 261 56

Given the above derivation, assuming normal random error, ICOM P(C, ) for the univari-

ate KRR can be defined as

o —

ICOMP(Cov(B, 02)) ki

—QPLL(B\, GE)KRR + 201F(COV(B, 0/'\2))

—

nlog(27) + nlog(a?) + n + 201 (Cov(B, o2)) (5.46)

where 3 and o2 are defined in (5.40) and (5.41) respectively. Under the large sample as-

o —

sumption, Cov([/i'\, 0/.5) can be calculated using the inverse fisher information matrix (IFIM)

F~1. ICOMP(C) can be defined similarly.

Alternatively, we may score the complexity of the exact covariance of B\ defined previ-

ously (5.19), which is
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Cov(B) = o?(K + AI)~2.

5.7 Numerical Results

5.7.1 Simulated Sinc Function Data

This section demonstrates the model selection results using ICOMP as the criterion to
choose the appropriate kernel function and ridge parameter A. Like many other machine

learning researchers, we use the popular sinc function function defined by

y = sinc(z) = sw;(;rm) (5.47)

We generated 121 uniformly spaced observations of x in the range of [-6, 6] and calculated
the corresponding values of sinc(x). To show if the Gaussian RBF kernel is a good candidate
to model this nonlinear function, we applied the Gaussian RBF kernel with a = 1 to the
noise-free sinc function. It is shown that good fitting can be achieved when A is equal to
0.01 or less (goodness-of-fit is less sensitive to A in this range). Note, it is possible that
there exist other combinations of ¢ and A which can lead to the similar good fitting since
this is a nonlinear modeling procedure.

We add i.i.d. normal random noise to the sinc function. Two noise levels were tested.
N (0,0.042) is corresponding to the noise-signal-ratio of 15% and N(0,0.142) is correspond-
ing to the noise-signal-ratio of 51%. To understand the influence of the training sample size,
we uses 121 training observations and 50 training observations respectively. 80 additional
noisy observations (different from the training observations) are generated in the same x
range to be used as the testing data.

ICOMP and the leave-one-out cross validation (LOOCV) are compared in selecting the
optimal ridge parameter and kernel function. To select the optimal form of ICOMP for

KRR, the simulation is repeated 100 times using the Gaussian RBF kernel function under
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the two different noise levels and two different training sample sizes. In each simulation, dif-
ferent random errors are generated for the training and testing data. The ridge parameters

A are selected from

[1077,1075,1075,...,0.1,0.2,0.3,...,0.9, 1].

One of the critical issues is choosing the range of the candidate scale parameters a. The
Gaussian RBF kernel is a function of the squared distance (||x — z||?) of two observations in
the input space. In other words, the Gaussian RBF kernel is a similarity measurement. For
the Gaussian RBF kernel, 0 < k(x,2z) < 1 with k(x,z) = 1 for two identical observations.

We now consider the following two extreme cases:

e When a is very small, k(xj,x;) — 0. The Gaussian RBF kernel tends to be an
identity matrix, which indicates that all the observations are different to each other.
KRR tries to fit each observation perfectly and tends to overfit the data under this

circumstance (Figure 5.1(a));

e When a is very big, k(xj,x;) — 1. The kernel matrix tends to be a matrix with all
1s, which indicates that all the observations are the same. Since there is no variation

information provided, KRR tends to underfit the data in this case (Figure 5.1(c)).

Sorting the training observations x in ascending order, it is easier to demonstrate these two
kinds of high-dimensional kernel matrices with square images in which the color code of
a patch is corresponding to the element value in the matrix. The optimal kernel function
should be like Figure 5.1 (b) whose adjacent observations are similar and far way obser-
vations are less relevant. To select the range of a, we plot the logirthm of the condition
number of the kernel matrix versus the different values of a (Figure 5.2). It can be observed
that there is a steep drop in condition number when a is smaller than 0.3. The condition
numbers of K are 1 x 10'®, 1.76 x 10® and 69 for a = 0.3, a = 0.2 and a = 0.1 respectively.
The significant decreasing of the condition number is due to the limitation of the computer

precision. It is more appropriate to let ¢ > 0.3. For the sinc function, the scale parameters
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Figure 5.3: Complexity versus Ridge Parameter and Scale Parameter

a are selected from the range of [0.3, 5]. Beyond this range, the Gaussian RBF kernel will
either seriously underfit or overfit the data.

We first use the sinc function to demonstrate the trend of ICOMP, lack-of-fit and the
complexity with the changing of ridge parameters (0.00001 to 1) and the scale parame-
ters ([0.5, 2, 5]) of the Gaussian RBF kernel. The chosen three scale parameters lead to
overfitting, appropriate fitting and underfitting respectively. We see that the complexity
of the model decreases as the ridge parameter increases and the complexity of the model
decreases as the scale parameter increases, which tends to underfit (Figure 5.3) the data.
The lack-of-fit changes adversely (Figure 5.4). ICOMP finds the balance point (Figure 5.5)
and the resulting model has good generalization as well as good fit.

Four forms of the complexity measure are compared. They are:

~

a. ICOMP1 — Score the exact form of Cov(B) using C(-);

b. ICOMP2 — Score the exact form of CO’U(B) using C1p(+);
c. ICOMP3 — Score C1(F~1), which applies the asymptotic covariance of all the estimated

parameters;
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d. ICOMP4 — Score Cyp(F~1).

The simulation results are summarized in Table 5.1 to Table 5.4 with different noise (N)
and signal (S) ratios and sample sizes. A good model selection criterion should find the
models with low average and low standard deviation of MSE for the testing data out of 100
simulations. It is obvious that ICOMP1 outperforms the other forms in all noise levels and
sample sizes. And, the performance of ICOMP1 is similar to LOOCYV. If we use MSE of
the training data as the estimate of the real noise variance ¢, both ICOMP1 and LOOCV
have the similar performance whose estimates are close to the real number of 0.0016. It
is also observed (Figure 5.6) that the models selected by ICOMP1 are more consistent
compared with those chosen by LOOCV, which measures the generalization error only. In
the following analysis, we use ICOMP1 to choose the optimal kernel functions and their
parameters.

We will apply ICOMP1 to different kernel functions to demonstrate its ability to choose
kernel functions. We do the comparison simply from the statistical point of view, an appli-
cation may require a specific kernel function based on the inside knowledge of the area.

In a single simulation, the predictive performance of the different kernel functions are
compared and summarized in Table 5.5 and Table 5.6. The optimal parameter(s) of a
kernel function is/are the minimizer of ICOMP1. By comparing ICOMP, the first order
B-spline is the best kernel and the Gaussian RBF kernel is the second best one when the
noise level is 15%. Both models have high predictive ability in terms of M SFE;.s. However,
B-spline is much more computationally intensive than the Gaussian RBF kernel. Therefore,
we will use the Gaussian RBF Kernel which is almost as good as the 15! order B-spline. At
the 51% noise level, the B-spline with zero order outperforms the other kernels in terms of
the smallest ICOMP1. However, due to its computational intensity, Sigmoid and Gaussian
RBF kernels are both good second choices.

We further test the combination of LOOCV with ICOMP. That is, we use LOOCV to

estimate o2 for ICOMP. We use the Wilcoxon Sign-Rank test to compare the matched pairs
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Table 5.1: Prediction Performance of Five Criteria (N/S = 15%, 100 observations)

Criterion | Ave. MSEtrain | Ave. MSEtest | Std. MSEtrain | Std. MSEtest
ICOMP1 0.001357 0.001824 0.0001944 0.0003091
ICOMP2 0.000828 0.002297 0.0002583 0.0004528
ICOMP3 0.002110 0.002537 0.0047652 0.0052156
ICOMP4 0.001211 0.001965 0.0002481 0.0003900
LOOCV 0.001357 0.001826 0.0002072 0.0003059

Table 5.2: Prediction Perform

ance of Five Criteria (N/S = 15%

50 observations)

Criterion | Ave. MSEtrain | Ave. MSEtest | Std. MSEtrain | Std. MSEtest
ICOMP1 0.00105 0.0023 0.00024 0.00046
ICOMP2 0.00070 0.0046 0.00028 0.00512
ICOMP3 0.06000 0.0538 0.01307 0.01137
ICOMP4 0.00072 0.0097 0.00028 0.05649
LOOCV 0.00101 0.0023 0.00029 0.00064

Table 5.3: Prediction Performance of Five Criteria (N/S = 51%,

100 observations)

Criterion | Ave. MSEtrain | Ave. MSEtest | Std. MSEtrain | Std. MSEtest
ICOMP1 0.0172 0.0222 0.0025 0.0037
ICOMP2 0.0130 0.0256 0.0023 0.0045
ICOMP3 0.0678 0.0711 0.0071 0.0087
ICOMP4 0.0177 0.0250 0.0084 0.0089
LOOCV 0.0169 0.0220 0.0025 0.0038

Table 5.4: Prediction Performance of Five Criteria (N/S = 51%, 50 observations)

Criterion | Ave. MSEtrain | Ave. MSEtest | Std. MSEtrain | Std. MSEtest
ICOMP1 0.0146 0.0258 0.0038 0.0050
ICOMP2 0.0086 0.0565 0.0035 0.0638
ICOMP3 0.0777 0.0765 0.0112 0.0087
ICOMP4 0.0099 0.0507 0.0063 0.0395
LOOCV 0.0133 0.0264 0.0036 0.0062

Table 5.5: Comparing Kernel Functions (N/S = 15%, 100 observations)

Kernel A ICOMP | MSEtrain | MSEtest
Polynomial: (< x,z > +1) 1 56.45 | 0.07766 0.0789
Gaussian RBF: exp |— 22271 | 0.1 | -246.89 | 0.00168 | 0.00201
Cauchy: W 0.01 | -240.59 | 0.00154 | 0.00215
AR —
Sigmoid: tanh(< x,z > +1) [ 0.01 | -224.39 | 0.00346 | 0.00443
Fourier: 1 667.62 | 0.00037 | 0.4823
Spline: 0.01 | -185.92 | 0.00159 | 0.00206
B-spline: Boyi41(x —2) 0.5 -249.73 | 0.00161 0.00202
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Table 5.6: Comparing Kernel Functions (N/S = 51%, 100 observations)

Kernel A ICOMP | MSEtrain | MSEtest
Polynomial: (< x,z > +1) 1 80.72 | 0.0949 0.09087
Gaussian RBF: exp |~ 2221 |04 | -66.72 | 00135 | 0.0196
Canchy: — 0.6 | -66.33| 00120 | 0.0226
L R—
Sigmoid: tanh(0.8 < x,z > +1) | 0.2 -80.23 0.0178 0.0236
Fourier: 1 484.94 0.0001 0.4160
Spline: 0.01 -3.61 0.0113 0.0206
B-spline: Bay+1(x — 2z) 0.6 -74.14 0.0108 0.0210
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Figure 5.7: Motorcycle Benchmark Data

of the testing data MSE. The results of 100 simulation indicates that this combination is

significantly better than using LOOCYV alone at the significance level of 0.02.

5.7.2 Motorcycle Benchmark Data

We now apply the model selection criterion to the motorcycle benchmark data (Schmidt
et al., 1981). This simple data set consists of a sequence of acceleration reading taken
through time (in microseconds) for an experiment to determine the efficacy of crash helmets
(Figure 5.7). Since there is only one independent variable in this data, it is obvious that
the collinearity problem does not exist in the linear regression case. However, the kernel
ridge regression builds high-dimensional variables in the feature space. The collinearity
problem exists in the feature space, where the ridge parameter plays the regularization role.
Therefore, both the kernel function and the ridge parameter control the overfitting of the
fitted model. However, the impact of the ridge parameter is influenced by the parameter of
the kernel function as well. For examples, for the Gaussian RBF kernel, when the the scale
parameter a is relative small, the smaller ridge parameter has the effect of generating more

local ridgeness (Figure 5.8). When the scale parameter is relative big, which tends to make
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Figure 5.8: Motorcycle Benchmark Data: Impact of Ridge Parameter Bandwidth = 2

the model smoother (or simpler), smaller ridge parameters still generate more ridgeness.
But the ridgeness tends to be smoother (Figure 5.9).

According the current literature (Cawley, 2002), we first use the Gaussian RBF kernel.
Actually, the lower order polynomial kernel can not map this strong nonlinearity and the
higher order polynomial kernel’s collinearity problem can not be solved given A < 1. For this
data set, we applied another widely used generalization error measurement, GCV (Wahba
et al., 1979), to find the optimal A. ICOMP1 is used to compare different kernel functions
given the A values selected by GCV. It is also shown that one may use ICOMP1 as the
criterion to search the optimal A\ and the scale parameter of the Gaussian RBF kernel
simultaneously.

The experiments are set up as follows. One hundred observations are randomly chosen to
be the training data and the rest 33 observations are serving as the testing data. Different
combinations of ridge parameters and the scale parameters are tested. Since the ridge

parameter in a kernel ridge regression can not be zero, we choose a small value A = 107° as
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Figure 5.9: Motorcycle Benchmark Data: Impact of Ridge Parameter Bandwidth = 7

the start point. Twenty-six logarithm spaced A values in the range of [107°,1] are selected.
The chosen scale parameters are from 0.001 to 20.

We first use ICOMP1 as the criterion to choose the best combination of A and scale
parameter a simultaneously. The optimal model is chosen as the minimizer of ICOMP1
where a = 7 and A = 0.0398 (Figure 5.10). Alternatively, we may use the GCV method to
choose the optimal ridge parameter given the kernel function. Then, we use ICOMP as the
model selection criterion to find the optimal kernel parameter (Figure 5.11). The selected
optimal model has a different combination of a and A\. However, when comparing this model
with the previous model in the sample plot, one can not tell the difference by eyeballing.
We also compare this model with the optimal model found by the cross-validation method,
which minimizes the mean squared error of the testing data (Figure 5.12). It is shown that
two optimal models are similar though the cross-validation model uses a different pair of

the kernel parameter and the ridge parameter, A = 0.6310 and a = 5.
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Figure 5.12: Motorcycle Data: Comparing Three Methods (Single Run)

To compare the ICOMP method with the cross-validation method thoroughly, we split
the 133 observations into three groups, 100 training observations, 20 validation observations
(for cross-validation) and 13 test observations (for evaluating the fitted models). One hun-
dred runs are conducted. The observations are randomly assigned to the three groups for
each run. Cross-validation, ICOMP and GCV-ICOMP hybrid are the three model selection
criteria being compared.

In an experiment of 100 runs, it is indicated from Table 5.7 that ICOMP and GCV-
ICOMP hybrid outperformed cross-validation in terms of average MSE of the test data. All
three methods have similar standard deviations of MSE for the test data.

Based on this finding, we use all the 133 observations as the training data to build a
KRR model and give the interval estimates as well as point estimates. Using ICOMP, the

selected optimal scale parameter is 7 and the ridge parameter is 0.0398. One difficulty
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Table 5.7: Motorcycle Data: Comparing Model Selection Methods (100 runs)

Method Ave. MSE | Ave. MSE,,; | Ave. MSE, oy

1. ICOMP 4571 543.1 573.7

2. GCV & ICOMP | 458.9 542.5 573.1

3. CV 466.5 556.3 580.9
Std. MSE | Std. MSE,q | Std. MSEey

1. ICOMP 42.0 216.6 236.8

2. GCV & ICOMP 41.8 215.4 236.4

3. CV 42.7 212.6 237.0

about this Motor cycle data is the heteroscedasticity. One may observe this fact from the
residual plot (Figure 5.13). If one would like to give the interval estimates of the acceleration
assuming constant variance, it would overestimate or underestimate the uncertainty of some
predicted response values (Figure 5.14).

It is obvious that the residual is a function of Time. We therefore define a diagonal
weight matrix W such that its i*” diagonal element w; is the moving average of the squared

residuals of the regular kernel ridge regression (Silverman, 1985) defined as

w =GBt (5.48)
2 j=d, €
where
d; = max(1,i — k) and ¢; = min(n,i+ k)

k is a constant which defines the span of the moving average. k varies for different data
sets. k = 5 is used for the motorcycle data. It is observed from our numerical results,
that the ridge parameter used for the regular KRR is not applicable to WKRR. Assuming
a = 7 of the Gaussian RBF kernel is still appropriate, the optimal ridge parameter chosen
by ICOMP is A = 0.00012 (Figure 5.15). It can be observed that the non-constant variance

problem has been significantly improved (Figure 5.16).
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5.7.3 Friedman’s Data

We now apply ICOMP to the multiple regression applications and search for the optimal
subset variables as well as the kernel function and the ridge parameter. The Friedman’s data
(Appendix A2) is demonstrated in this experiment. We utilize the widely used Gaussian
RBF kernel. First, all the 10 regressors are included (saturated model). ICOMP is utilized
to choose the optimal scale parameter of the Gaussian RBF kernel function and the ridge
parameter (Figure 5.17). Then, we compare all the 219 —1 = 1023 subset models (including
at least one regressor) in terms of the ICOMP score given the selected optimal kernel. The
optimal subset model is the minimizer of ICOMP. We hoped the selected model excludes
Tg — X10-

We first use KRR to the saturated model. In 100 simulations, the average testing data
MSE is 3.78 with the standard deviation of 0.39. This is comparable with the results using
LOOCYV (The average testing MSE is 3.56 and the standard deviation is 0.36.). In a single
simulation, the optimal scale parameter () chosen by ICOMP is 5 and the corresponding

ridge parameter is 0.0001. We use these chosen parameters to all the subsets.
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Table 5.8: GA Parameters for Friedman Data

Ngen 50
Npop 50
Peross 0.7
Pmutation 0.01
Elitism YES
Type of Crossover | Uniform

The saturated model gives a testing error of 3.45. Its ICOMP value is 989.7. After
performing the all-possible-subset-selection (APSS), it is found out that {z1, x2, 3, x4, x5}
is the best subset, as expected, with the testing error of 2.47. Its ICOMP value is 935.7. We
perform APSS to 100 simulated Friedman data sets, the same best model is chosen every
time.

We can also use GA to find the optimal subset which is especially useful when the
number of variables are large. The parameters of the GA procedure are configured as
follows in Table 5.8. We repeat the GA procedure 100 times. A random initial population
is chosen for each run. The result shows that all 100 runs found the best subset, which

contains only the first 5 variables.
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Chapter 6

Kernel Partial Least Squares

Regression

6.1 Introduction

The Partial Least Squares (PLS) algorithm deals with the multicollinearity problem when
multiple correlated variables are involved in the regression analysis. It sequentially extracts
orthogonal components whose variances are in a descending order. The resulting model is
regularized by retaining a small amount of important components. The PLS algorithm was
first introduced by the Swedish statistician Herman Wold (1966) in the field of econometrics.
The PLS algorithm became popular first in the field of chemometrics. The pioneers include
Kowalski (1982), S. Wold and Martens (1983). PLS now is a widely applied techniques in
many areas including psychology, economics, chemical engineering, pharmaceutical science,
machine learning and image processing.

PLS is more famous for its regression application - PLS regression (PLSR). PLSR is
similar to principal component regression (PCR). However, in stead of extracting the com-
ponents from the covariance matrix XTX of the independent variables as PCR does, PLSR
extracts components from the covariance matrix between the independent variables and the

dependent variables XTY. In chemometrics, the univariate PLSR is generally referred as
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PLS1 algorithm while the multivariate PLSR is called PLS2 algorithm (Gil and Romera,
1998). The interested readers may find the detailed and easy-to-understand description of
the PLS algorithm given by Manne (1987), Geladi and Kowalski (1986b; 1986a). This chap-
ter briefly addresses the standard algorithm of univariate PLSR (UPLSR) and multivariate
PLSR (MPLSR) and their kernel extensions. Then, an information theoretic measure ap-
proach will be used to choose the number of retained components, kernel function and the
optimal subset of the independent variables. Numerical results of the simulation data and

benchmark data sets will be presented.

6.2 Linear Partial Least Squares Regression

The standard algorithm for computing partial least squares regression components is non-
linear iterative partial least squares (NIPALS) (Wold, 1966). Wold et al. (1984) utilized the
NIPLS algorithm to PLSR. There also exist several variants (de Jong, 1993; Helland, 1988;
Martens and Naes, 1989; Manne, 1987) of the PLSR algorithm in which certain vectors are
normalized or not normalized. This chapter first introduces the most popular and efficient

NIPALS PLSR then a variant that is convenient for the kernel extension.

6.2.1 Wold’s NIPLS PLSR

Let an n x p matrix X € RP represent the sample data with p independent variables and
n observations. Let an n X ¢ vector Y represent the corresponding dependent variables.
We assume X and Y are both mean-centered such that the first extracted component
reflects the covariance information instead of the mean information. The NIPALS algorithm

sequentially extracts orthogonal additive components from X such that

X => tp{ +E, (6.1)
i=1

where the unit vector p;, called input loading vector, indicates the direction of the itP

component, the latent variable (also called score variable) t; is the projection of X on the
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direction of the i*" components and E is the residual matrix of X, which contains the noise
information. And, r is the number of the retained components. The dependent variable Y

can be decomposed to the same number of additive components:
r
y=> Yi+F (6.2)
i=1

where §; is estimated by t; and F is the residual matrix of Y. Both (6.1) and (6.2) can be

expressed in matrix forms:

~

X =TPT+E Y=Y +F, (6.3)

where the columns of T and P are latent variables and loading vectors respectively.
To achieve the good model generalization, researchers usually retain the first » com-
ponents, where r is decided by a model selection criterion. The detailed PLSR procedure

using the NIPALS algorithm can be described as follows.

1. Begin to extract the it® components. Randomly initialize u;. For instance, u; can be

the first response of Y.

2. Calculate the normalized covariance vector w; between X and u:

Wi

Wi = XTui Wi =
[[will

3. Calculate the latent variable: t; = Xw;
4. qi = YTt/tTt ai = qi/llqill
5. Update ui: u; = Yq;

6. Check convergence for MPLSR: Repeat step 2 to 5 until the updated t; and the
preceding t; is within a certain error. If UPLS is conducted, initialize u; using y and

omit step 4 to 5.
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7. Find the loading vector: p; = XTti/t'irti
8. Normalize the loading vector: p; = p;/||pill
9. In the linear regression case, regress u; on ti:
i; = t;b; where b; = (t;rti)_lt'irui
10. Deflate X: X = X — t;pT
11. Deflate Y: Y=Y — ;9 =Y — tif)iqi, where q; = 1 for UPLSR.

12. i =1+ 1. Repeat step 1 to step 12 until all the pre-determined number of components

are extracted.

To predict the response given the new observations Xpew (centered or normalized), the
above input loading vectors p;, the normalized covariance vectors w; and the regression

coefficients Bi are used as the model parameters. The detailed procedure is shown below.

1. i = 1. Initialize the predicted response:
Ynew =0
2. Calculate the i*" score variable of the new observations:
thew(i) = XnewWi
3. Update the predicted response:
Fnew = Fnew + tnew(i) fi

4. Deflate Xpew:

Xnew = Xnew — tnew(i)pi

5.1i=14 1. Repeat Step 2 - 4 until all k components are used.
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6.2.2 Lew’s PLS Edition

Lewi’s edition of NIPALS (Lewi, 1995) normalizes the score variable t; instead of the co-
variance vector (called weight in some literature) wj, making it easy to be extended to the

kernel space. Lewi’s NIPALS algorithm is as follows.
1. Start from i = 1.
2. wj = XTy
3. ti = Xw; /|| Xwil|
4. p; = XTt; since ||t;]| = 1
5. b=ty
6. X=X —tipl =X —t;tT] X = (I - t;t1)X
T.y=y-tif=y—titfy = (I tit])y
8. i=1+ 1, Repeat Step 2 - 7.
To estimate the response given the new observations Xpew, one may use the following steps.
1. Start fromi = 1. Jpew =0
2. tnew(i) = XnewWi/|| Xnewwill
3. Fnew = Fnew + tnow(i)/3i
4. Xnew = Xnew — tnew(i)Pi = Xnew — tnew(i)tf X

5. Repeat Step 2 - 4 until all £ components are used.

6.3 Univariate Kernel Partial Least Squares Regression

To capture the nonlinear relationship between X and y, one can replace the linear regression

procedure between t; and y; by a nonlinear modeling technique. Wold (1989) proposed a
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quadratic PLS modeling method to extend the PLS method to the data with relative simpler
nonlinearity. To capture more complicate nonlinear relationships, Qin and McAvoy (1992)
proposed a neural network PLS method, in which a series (one for each component) of single-
input-single-output(SISO) feedforward neural networks are employed to model the nonlinear
pattern. However, designing the neural network structure is a complicate procedure and the
neural network training could be time consuming. Rosipal (2001) proposed the kernel PLS
(KPLS) regression, in which the linear PLS regression is conducted between the dependent
variable y and ®(X), the nonlinear mapping of the independent variables X on the feature
space. Lewi (1995) proposed a modified NIPALS algorithm using the crossproduct matrix
XXT. KPLS is based on this crossproduct version of PLS since the explicit form of ®(X) is
unknown but ®(X)®(X)? = K can be obtained. The detailed procedure of Lewi’s modified

NIPALS is shown below (Note: y; must be saved for the prediction purpose).

1. Start fromi=1. y;=y.

2. w; = XXTyi

3. ti = wi/|wi

4. p; = XTt;

5. B = tly;

6. Deflate XXT

XXT = (X—t;p)(X—t;pi)"
= (X - tit{ X)(X - it X) "

= (I—ttHXXT(I - t;tT)

= XXT - XXTt;t8 — t;tT XXT + ¢t XX Tt

7.y =y —tif = yi — titly; = (I — t;tD)y;
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8. i=1+ 1, Repeat Step 2 - 7 until k¥ components are extracted.
The following steps are for predicting the response given the new observations Xpew-
1. Start fromi=1. Jpew =0
2. Wnew(i) = XnewX 1 ¥i
3. tnew(i) = Wnew(i)/|[Wnew()
4. $new = Inew + tnew(i) i
5. Deflate XpewX T

XnewX " = (Xnew — tnew(i)p;I‘)(X - tnew(i)P’iI‘)T

= (Xnew — tnew(i) b X)(X — tpew(iti X)T

= )(new}(T - XnewXTtitEew(i) - tnew(i)t;r}()(T

Fnew(i) ti XX Ttit.

new (i)

To extend the above results to the kernel space, simply replace X with ®(X) and apply
the kernel trick as shown below.

1. Start fromi=1,y;=y

2. wi = ®(X)®(X)Ty; = Ky;.

3.ty = wi/||wi

4. pi=®(X)Tt;

5. 6 =tly;

6. Deflate ®(X)®(X)T
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(X)2(X)T = [3(X) - t:;tT®(X)] [#(X) — t:;tT®(X)]"
= (I-tit)e(X)®(X)" (I - t:it])

=K = (I-t;t])K(T - t;t])

7. yirr = yi — titflyi = T - it )y
8. i=1+ 1, Repeat Step 2 - 7 until £ components are extracted.

where K = ®(X)®(X)7T is the kernel matrix defined in Chapter 2.
To estimate the response given the new observations Xew one may use the following

steps.
1. Start fromi = 1.
S’new =0

2. Whew(i) = (I)(X)new(I)(X)TYi = KnewYi

3. tnew(i) = Wnew(i)/HWnew(i)H

~

4. S’new = S’new + tnew(i)ﬁi

5. Deflate ®(X)new®(X)T.

(I)(X)HGW(I)(X)T = Khnew
T
= [q)(X)neW - tnew(i)p;r] [(I)(X) - tnew(i)prir]

= [®(X)new — tnew(mtE B(X)] [B(X) — tnow i ®(X)] "

= ®X)pew®(X)T — ®(X)pew®(X)Tt;tT

new (i)

_tnew(i)tiTq)(X)q)(X)T + tnew(i)th)(X)'fI)(X)TtitT

new (i)

= Knew - KnewtitT

new

T T T
(i) — tnew(i)ti K+ tnew(i)ti Kt;t

new (i)

= (Knew - 1-’new(i)triI‘I<)(I - titgew(i))
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6. Repeat Step 2 - 5 until all k¥ components are used.

So far, we assume the KPLS regression is based on the original un-centered ®(X). Centering
of ®(X) is not directly available since the explicit form of ®(X) is unknown. However,
the modeling procedure requires the kernel matrix K or/and Kyew only. As discussed in
Chapter 2, one may use K. (Equation 2.17) and Kew(c) (Equation 2.18) to replace K and
Knew respectively if the mean-centered ®(X) is used.

The PLS regression model can be expressed in a matrix form (Manne, 1987). Similarly,
the KPLS regression can be expressed in a matrix form (Rosipal and Trejo, 2001) as follows.

For a multivariate regression model in the feature space defined as:
Y=»X)B+E, (6.4)

where E is the multivariate i.i.d. random noise. It’s KPLS estimator of the regression

coefficients B is given by
B =&X)TUu(TTKU) T Y. (6.5)
To make prediction on the training data, there is

Y = (X)B = KU(TTKU) 'TTY = TTTY, (6.6)

where T = KU(TTKU)™IT (de Jong, 1993). It can be shown (Hoskuldsson, 1988) that

t;Y; is the same as t]Y. Therefore, the last equality can be written as:
Y =TTTY; = T3, (6.7)

where Y; stands for the deflated Y after extracting the first ¢ — 1 LVs and ,@ contains the

coefficients of regression Y; on t;, the project on the i*" LV. This is the underlying regression
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part of KPLS. It will be used to define the covariance matrix of the estimated parameters
in the next section.

The predicted new observations is defined by

Yiew = ®(Xnew)B = Knew U(TTKU) 'TTY = Tpew B, (6.8)
where Kpew = ®(Xnew)®(X)T. We have assumed that the data in the feature space is

centered. Centering ®(X) and ®(Xpew) in the feature space is conducted through the
kernel function using (2.17) and (2.18).

6.4 ICOMP for KPLSR

In KPLSR, the good generalization properties can be achieved by the appropriate selection
of

1. the form of kernel function and the corresponding parameters,
2. the number of retained latent vectors,
3. and the subset of the independent variables.

These model selection problems are still open to researchers. Currently the computation-
ally intensive cross-validation is the widely used method for comparing the kernel func-
tions (Rosipal and Trejo, 2001) and selecting the subset variables (Han et al., 2006; Mehdi
and Kyani, 2007). In this chapter, we use the information complexity (ICOMP) measure
technique to choose kernel functions and subset models.
We consider the univariate KPLSR model where the estimate of the response is given
by:
y =TTYy = Th. (6.9)

Assuming the random noise follows an i.i.d. normal distribution N(0,0?), the general

ICOMP form for UKPLS can be defined by
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ICOMP(Cov(b,6®))\uxprs = —2logL(b,5?%))+ 20 (Cov(b,5?))

= nlog(2m) + nlog(5?) +n + 2C(Cov(b,5?)), (6.10)

where C(-) can be either C1(-) defined in (3.9) or the quadratic measure Cyp(-) defined
in (3.32). Assuming, b is uncorrelated with &, the covariance matrix of the estimated

parameters is defined as:

R Cov(b) 0
Cou(b,62) = (b) o (6.11)
O1xk 2%

A~

where k is the number of retained components and Cov(b) is a diagonal matrix whose
ith diagonal element is the variance of the deflated y (or the residuals) when the first 4
latent vectors have been extracted.

The PEU version of ICOMP for UKPLSR can be defined as

ICOMPPEUygprs = —2logL(b,5%) + k+2C(Cov(b,6?)) (6.12)

= nlog(2r) + nlog(62) +n + k + 2C(Cov(b,5?)) (6.13)

where k is added as the extra penalty to the model complexity. Inspired by SBC (Schwarz,
1978), the constant “2” of the complexity term can be replaced by log(n), which leads to
the modified ICOMPPEU:

ICOMPPEU} kprs = nlog(2r) 4+ nlog(6?) +n (6.14)

+k + log(n)C(Cov(b, 52)) (6.15)

For the fixed kernel function and parameters, when the number of LVs increases, LOF
decreases and the model complexity increases. The penalty terms of ICOMP measure the

complexity increasing.
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We further propose a regularization method to give a more reasonable estimate of o2.

In the linear regression model, we regularize the covariance matrix X’X. In the ridge

regression, we resolve the singularity by adding the bias, that is, X’X + A\I. In KRR, the

kernel matrix K is playing the role of the covariance matrix. The training data response is
predicted as:

y=KEK+ )y (6.16)

Inspired by this idea, we want to perform the regularization to KPLSR in the same man-
ner. However, we could not find such symmetrical covariance in the KPLSR model since
the components are sequentially extracted. By comparing (6.6) with (6.16), we found
M = U(T'KU) T’ is the counter part that plays role of (K + AI)~1 though the former
one is not symmetrical. Therefore, we decided to regularize M for KPLSR. As discussed
in Chapter 5, there are many different methods to find the appropriate ridge parameter A.
However, there is no method that always outperforms the other. This research utilizes the
maximum likelihood /empirical Bayes (MLE/EB) covariance matrix estimator (Bozdogan,

2007):

k-1

A
n - trace(X)

(6.17)

where k is the number of estimated parameters and n is the number of training observations.

In KPLSR, the above estimator is modified to

-1
n - trace(M)

where n is the number of observations, that is, the dimension of M. When the scale
parameter is small, the magnitude of Trace(M) is low, which leads to big regularization.

When the scale parameter is high, the magnitude of Trace(M) is high and the effect of the

77



100

[V
—
O
] s
w
&
-100
=
o]
O -200 ! L
= 0 2 4
100
ok
[
(o]
=1 100t
-200 !
0 2 4
60
S, 40f
=
g
© 20f
o
0 9”‘?”@/?/6
0 2 4

Figure 6.1: Selecting Number of LVs Using ICOMPPEUCI1F

regularization is negligible. The regularized matrix M is given by

where A is given by (6.18).

6.5 Numerical Results

6.5.1 Sinc Function

Number of LVs

M, = M + AL

(6.19)

We first demonstrate the results using the popular sinc function data (Appendix A1), which

contains one independent variable and one response.

First, the scale parameter of the Gaussian RBF kernel is fixed and different criteria are

used to select the number of LVs. We use v = 4 in the light of some preliminary trials.

Using the PEU form of ICOMPCIF, it can be observed that LOF keeps decreasing as

the number of LVs increases while the penalty (2C;r + k) increases as the number of LVs

increases (Figure 6.1). The balanced choice is using 5 LVs, which minimizes ICOMP.
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Table 6.1: KPLS: Selecting the Number of LVs for KPLSR

# LVs | MSEtest HO AIC SBC | ICOMPCI1F | ICOMPPEUCIF
1 0.11026 | 0.11058 73.4 78.6 65.6 67.6
2 0.04633 | 0.04582 | -13.1 -9.3 -24.5 -21.5
3 0.02265 | 0.02331 | -84.0 | -73.6 -98.5 -94.5
4 0.01736 | 0.01838 | -112.5 | -99.5 -129.3 -124.3
5 0.01082 | 0.01035 | -156.5 | -140.9 -175.7 -169.7
6 0.01084 | 0.01036 | -154.3 | -136.1 -174.8 -167.8
7 0.01077 | 0.01024 | -152.1 | -131.2 -173.8 -165.8
8 0.01092 | 0.01029 | -149.9 | -126.5 -172.9 -163.9
9 0.01102 | 0.01041 | -147.9 | -121.8 -172.0 -162.0
10 0.01110 | 0.01058 | -146.5 | -117.9 -171.8 -160.8
11 0.01122 | 0.01082 | -145.6 | -114.3 -172.0 -160.0
12 0.01127 | 0.01086 | -143.6 | -109.8 -171.1 -158.1
13 0.01148 | 0.01102 | -142.8 | -106.3 -171.4 -157.4
14 0.01163 | 0.01111 | -142.3 | -103.2 -172.0 -157.0
15 0.01172 | 0.01128 | -141.5 | -99.8 -172.3 -156.3
16 0.01176 | 0.01131 | -139.7 | -95.4 -171.6 -154.6
17 0.01177 | 0.01135 | -138.0 | -91.1 -171.0 -153.0
18 0.01180 | 0.01144 | -136.3 | -86.8 -170.5 -151.5
19 0.01182 | 0.01150 | -134.7 | -82.6 -170.0 -150.0
20 0.01190 | 0.01178 | -135.5 | -80.8 -171.9 -150.9

We compared five criteria including hold-out validation, AIC, SBC, ICOMPCI1F and
ICOMPPEUCIF in this example (Table 6.1). The criteria based on information measure

agree that using 5 LVs is the optimal choice. The hold-out validation prefers 7 LVs. How-

ever, the testing data MSEs are similar.

To test the robustness of the model selection criteria, we repeat the simulation 100 times.
Four different criteria are compared in terms of the average and the variation of the testing
data MSE. Since 1000 hold-out observations almost represent the whole population, it is not
surprised that the hold-out cross-validation is doing the best overall (Figure 6.2). However,
without using the additional data, ICOMPPEUCIF, AIC and SBC are all giving similar
predictive performance (Table 6.2) while ICOMPPEUCIEF is slightly better compared with

AIC and SBC. This is a very exciting result.
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Figure 6.2: Sinc: Comparing Model Selection Criteria in 100 simulations

Table 6.2: Sinc: Comparing Model Selection Criteria

Criterion Ave. MSEtest | Std. MSEtest | # LVs
ICOMPCIF 0.0115 0.00092 10.5
ICOMPPEUCIF 0.0111 0.00074 5.7
Hold-out 0.0107 0.00064 5.7
AIC 0.0112 0.00069 6.3
SBC 0.0112 0.00073 5.0
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Table 6.3: Friedman: Comparing Model Selection Criteria

Criterion Ave. MSEtest | Std. MSEtest | Ave. #LVs
ICOMPPEUCIF 3.96 0.37 22
Hold-out 3.58 0.29 17
AIC 4.30 0.43 40
SBC 4.29 0.43 39

6.5.2 Friedman’s Data

We now apply ICOMP to the multiple regression applications and search for the optimal
subset variables as well as the kernel function and the number of RVs. The Friedman’s data
(Appendix A2) is used for the demonstration in this experiment. We utilize the widely used
Gaussian RBF kernel. First, all the 10 regressors are included (saturated model). ICOMP is
utilized to choose the optimal scale parameter of the Gaussian RBF kernel function and the
number of LVs retained. Then, we compare all the 219 — 1 = 1023 subset models (including
at least one regressor) in terms of the ICOMP score given the selected optimal kernel. The
optimal subset model is the minimizer of ICOMP. We hoped the selected model excludes
Tg — X10-

We compare different criteria to choose the scale parameter including ICOMPCI1F,
ICOMPPEUCIF, Hold-out method, AIC and SBC. It is concluded (Table 6.3) that AIC
and SBC tends to under-penalize the number of LVs. The results of ICOMPPEUCIF are
closest to the results of the hold-out method. Combining the results of the sinc data and the
Friedman’s data, we decide to use ICOMPPEUCIF as the criterion to choose the optimal
subset model.

We now perform the subset selection given the selected Gaussian RBF kernel with the
scale parmaeter v = 5. ICOMPCI1FPEU is used as the model selection criterion. There
are only 2'0 — 1 = 1023 subsets for this data. One may conduct the all-possible-subset-
selection (APSS). Our APSS results show that the best model is {x1, z2, z3, 24, 5} which is
the expected true model. The testing data MSE of this model is 1.626. It is a tremendous

improvement compared with 3.96 of the saturated model. If the number of variables are
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Table 6.4: GA Parameters for Friedman Data

Ngen 50
Npop 50
Peross 0.7
Pmutation 0.01
Elitism YES
Type of crossover | Uniform

Table 6.5: Summary of GA for Friedman Data KPLS

Generation | Best Subset | ICOMP | # LVs | MSEtest
1-4 1234578 | 829.08 23 2.239
5-8 123458 802.34 21 1.991
9-41 123457 796.54 21 1.871
42-100 12345 780.41 19 1.626

large, it is more efficient to use GA to find the optimal model. We use Friedman’s data to
demonstrate the GA procedure though it is not really necessary here.

The parameter of GA are configured as shown in Table 6.4. In a single run of the above
GA procedure, the best subset of the initial population is {1, zs, 3, x4, x5, x7, 28} (Table
6.5). The true subset is found in the 42" generation.

To confirm the robustness of the GA procedure. We run the same GA 100 times with
random initial population for each run. It is concluded that the true model is selected
99 times. The missing one selected a “good” model {x1,x9, x3, x4, x5, 27}, which is also
acceptable. One may argue that using popsize = 50 and generation = 50 are not efficient for
10 variables. Our experiments show that using the appropriate population size and number
of generations are required for this 1023-subset case to find the best model. However,
when the number of subsets is huge, for instance, in millions, it is not necessary to further
increase the generations and population size for searching the optimal model, which means

that using GA is efficient.
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Chapter 7

Kernel PCA /PCR

7.1 Introduction

Principal component analysis (PCA) is a widely used statistical data preprocessing tech-
nique for dimensionality reduction and denoising. PCA is also called the (discrete) Karhunen-
Love transform (KLT), named after Kari Karhunen and Michel Love, or the Hotelling (1933)
transform, in honor of Harold Hotelling. It has been applied in various areas including but
not limited to applications in image processing, agriculture, biology, chemistry, climatol-
ogy, demography, genetics, psychology and industrial process control. The origin of PCA
is difficult to trace. Interested reader may find a brief historical review of PCA in Jolliffe’s
book (2002).

The geometric idea of principal component analysis (PCA) is to project a data set
with a large number of interrelated variables to a set of orthogonal axes such that the
projected variables, called principal components (PCs) are uncorrelated. The variances of
the resulting PCs are in descending order such that the first principal component (PC) has
the highest variance among all the PCs.

Given a p-variable data matrix X € RP, the first principal component is found such
that the projection of X in its direction has the maximum variance. The next principal

component must be on a direction that is orthogonal to the first PC. Among these possible
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orthogonal directions, the second PC is found such that the projection of X in its direction
has the maximum variance. Based on the same logic, the k" PC must be orthogonal to
all the previous PCs and in a direction that the variance of the projected X is maximized.
The maximum number of PCs can be found is equal to the rank of X. Dimensionality re-
duction and signal denoising can be achieved by retaining only a subset of all PCs, which is
believed to be crucial to represent the most information needed for a statistical model. The
traditional criteria are majorally focused on the variances of PCs. PCs with relative small
variances are assumed to contain nuisance information and need to be dropped. However,
in some circumstances, the highest-variance PC is not equivalent as the most useful PC.
Jolliffe (2002) gives a typical illustration of such situation in the application of discrimi-
nant analysis. The orthogonal property of PCs can be used in regression models to treat

collinearity problems when the nuisance PCs are truncated.

7.2 Methodology of Linear PCA

Let an n x p matrix X € RP stands for a p-variate data set with n observations. Generally,
X needs to be centered such that each variable (column) has a mean of zero. Otherwise, the
first PC represents the average of each variable instead of the the variability information.
We assume X is zero-centered in the following part of this chapter.

The principal component scores, the projections of X on the direction of the PCs, can
be found by multiplying the centered data matrix X by a g x ¢ orthonormal matrix A,

where ¢ is the rank of X. It can be expressed in a matrix form as shown below:

Z = XA, (7.1)

where the i*" column of Z is the projection of X on the i** PC, A is the orthonormal matrix
whose i*" columns is the i*" normalized eigenvector of X7X/(n — 1), the sample covariance

matrix.
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7.3 Kernel Principal Component Analysis

In kernel PCA, the original p-variable data X € RP will be nonlinearly transformed to
®(X) in a feature space F. This is to be done by the kernel trick. Then, the regular linear
PCA is conducted on the transformed data ®(X) in the feature space. The kernel principal

components are to be found by

7 = ®(X)A, (7.2)

where the n x p matrix Z contains kernel PCs in columns, the i*” column of A is the
normalized eigenvector corresponding to the " largest eigenvalues of X, the covariance
matrix of ®(X). When ¥ is unknown, it can be estimated by the sample covariance matrix

defined as:
1
n—1

S =

o(X)To(X). (7.3)

However, in the kernel methods, the dimension and the explicit expression of ®(X) are un-
known. Fortunately, KPCA can be performed through the kernel matrix K = ®(X)®(X)7.
Let v; denote the it" normalized eigenvector of S defined in Equation 7.3 and A; denote the

corresponding i*" largest eigenvalue. There is

Svi = \ivy,

ie.,
1
n—1

O(X)Td(X)v; = \ivy. (7.4)
Multiplying on the left of both sides by ®(X), we have:

1

n_1q>(X)(I)(X)T<I>(X)Vz‘ = NOP(X)v;

1
n—1

Let ®(X)v; = u}, we see u! is simply the eigenvector of K/(n — 1) corresponding to the

eigenvalue );. The normalized eigenvector u; can be calculated by:
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* * *
u u, _ u;
u; =

[ \/u;f‘Tu;" \/vg’q><x>T<I>(X>vi

Multiplying on the left of both sides of Equation 7.4 by ViT, there is:

1
1v;-‘F<I>(X)T<I>(X)VZ- =vI\Nvi= N\ (7.5)
e

Therefore, there is

u*

u; = ﬁ (7.6)

Let U denote the normalized eigenvector matrix whose it column is u;, U* denote the

eigenvector matrix whose i*" column is u; and A denote the diagonal matrix whose ith

diagonal element is (n — 1)\;, the i*" largest eigenvalue of K, it can be written that
UA: = U = 3(X)A, (7.7)
where A was defined in Equation 7.2 and the i column of A is v;. It can be written that
Z = 3(X)A = UA:. (7.8)

The variance of each kernel PC is equal to the corresponding eigenvalue of K/(n — 1) or
1/(n — 1) eigenvalue of K. Using the fact that the positive eigenvalues of ®(X)7®(X) and

®(X)®(X)? are the same and the corresponding eigenvector matrices are both A, there is
d(X)Td(X)A = AA.
Move A to the other side, there is

A =3(X)TH(X)AA ! = o(X)TUA 2.
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Using the above result, kernel PCs can be found by
Z = 3(X)A = &(X)(X)TUA "2 = KUA 2. (7.9)

This alternative expression using kernel matrix is very useful for finding the projection
of the testing data on the axes of PCs. Given the test data or new data Xyew with m
observations, the projection of m points on the axes of kernel PCs, defined by the training

data X, can be found using
Zpow = P(Xpew)A = @(Xnew)é(X)TUA_% = KnewUA_%, (7.10)

where

Knew = @(Xpew)®(X) L. (7.11)

7.4 Reconstruction of Kernel PCA

7.4.1 Reconstruction of Linear PCA

In linear PCA, the original data matrix is decomposed as:
P
X =) zal, (7.12)

where z; and a; are the 4§t PC score (the projection of X on the 4t principal component)
and eigenvector respectively. In (7.12), X is fully reconstructed by using all the PCs. X
is generally reconstructed using a subsets of principal components for dimension reduction,
de-noising or missing value imputation. The retained principle components are assumed to
keep the important signal information such that the reconstructed X has little difference
from the real X. We assume the difference is due to the random error, which is contained
in the ignored PCs. Since the variances of the principal components are in a descending

order, the subset selection problem is simplified to a problem of selecting number of PCs.
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That is, we assume the statistical model defined by

k P
X = X + Random Error = Z Zja;-r + Z ZjaJT, (7.13)
Jj=1 j=k+1
where k is the number of the retained PCs. The methods of choosing k will be introduced

in the next section.

7.4.2 Difficulties in Reconstructing Kernel PCA

In KPCA, the reconstructed ®(X) does not have the explicit form as one can see from

O(X), = ZyAf
T
— KUgAx 2 [@(X)TUkAk—%]

= KUA'UF9(X), (7.14)

where the subscript k& stands for retaining the first k¥ PCs. Actually, the reconstruction of
®(X) in the feature space is not a researcher’s direct interest since X in the original space
is the data that the researcher tries to reconstruct. Such reconstructed X is generally called
pre-image in the image processing applications.

Let ®(x), stand for the reconstruction of the observation ®(x) in the feature space,
Mika (1998) claimed that its corresponding reconstructed observation X, in the original
space does not always exist and need not be unique if it exists. If x, does not exist, Mika

proposed a nonlinear optimization approximation defined by

X, = argmin. {[|®(x,) — ®(x).[°} (7.15)
— argmin. {0 — 202000 (x)T] + |20, |} (7.16)
= argmin. {k(xr,xr) - QZkAk*%UEk(X,Xr)} + ||®(x).||%, (7.17)
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where zy stands for the projection of an observation in the feature space on the first &
PCs and ||®(x).||? is independent of x,. According to (7.17), X; has an explicit form. For
the Gaussian kernel of the form k(z, z) = exp(||x — z||?/a), this optimization problem can
be solved by a fixed-point iteration method. However, as mentioned by Mika (1998), this
nonlinear optimization solution suffers from the local minimum problem and could be very

time consuming.

7.4.3 Estimating Pre-Image Non-Iteratively

Kwok and Tsang (2003) proposed a non-iterative method to approximate x, in the original
space based on the distance constraints in the feature space. We will utilize this method to
save the computational time. Williams (2002) claimed, for many kernel functions, there is a
simple linear relationship between the Euclidean distance of two observations x; and x; and
the Euclidean distance of their mappings, ®(x;) and ®(x;) in the feature space. Kwok and
Tsang’s method is based on this idea. In the feature space, the squared Euclidean distance
between the reconstructed observation ®(x), and the mapping of a training observation

®(x;) can be calculated as
[ (%), ®(x1)] 5 = |0, | + [@(x3)I|* — 20(x), ()", (7.18)
where

[2(x):l* = @(x)rP(x),
J — i p— T
= [z 2Uk<I>(X)] [zkAk SUTo(X)
= zkAr 2UTKULA, 22T (7.19)
[2(xi)l> = @(xi)P(x;)"
= k(xi,x;) (7.20)
20(x),®(x;)T = 2zkAr 2ULS(X)d(x;)T

= 2z A 2UTK(X, x7).
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We can see for some kernel functions, the corresponding squared Euclidean distance
d?(xyr,Xi) in the original data space can be calculated using d?[®(x),, ®(x;)]. Considering
a isotropic kernel

k(xe,xi) = f(llxr —xi]1%), (7.21)

in which the kernel function is a function of the squared Euclidean distance |x; — x;||?

There is
P(x)r, (xi)]; = ([P [* + [|D(x0) |* — 20 (%), @ (i)
= @) + k(%) — 2 (% — xi[1%)
= || ®(x)||? + k(xi,x3) — 2f(d? (%, x1)). (7.22)
Therefore,
F(d* (%, %1)) = %{HCI’(X)TH2 + k(xi,%1) — d?[®(x),, P (x3)] s }- (7.23)

For the Gaussian kernel with the form

L — x: |2 d2(x: . x;
) = exp [_HXIQ x| } e {_ <xl,xj>} |
a

the squared Euclidean distance in the original data space is given by
1
(%, %)) = —2a’log {2{||(I)(X)TH2 + k(xi,x3) — d*[®(x),, (I)(Xi)]f}} . (7.24)

Similarly, for the exponential radial basis function (ERBF) kernel defined as

d2(xi’xj)]

k(xi,x;) = exp [— 52

the squared Euclidean distance between x, and x; is given by

2
d2(xr,xi) = {—2a210g{;{||<1>(x)7«|]2—|—k‘(xi,xi)—d2[<1>(x),«,<1>(xi)]f}}} . (7.25)
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Consider the odd order polynomial kernel with the form

k(xi,x3) = (xix;r + a)b,

where b stands for the odd positive integra, the squared distance between two points in the

original space can be expressed by kernel functions. The derivation is given by

T

(e xi) = [xe = xil2 = cell? + Ixil2 = 20

T

i

T

= errT + XiX; — 2X,X;

= (3:X2 4 a) + (5% 4 a) — 2(x:X7 + a)

+
= k(e o)+ [B(xi,%3)] — 20k (xe, %3]

= [B(x), D)7 + [k(xi, x0)]F — 2[0(x),®(x;)"]7. (7.26)
For the sigmoid kernel defined as

k(xia XJ) = tanh(a . XiX"]-I‘ + b)7

the inner dot product can be expressed as

tanh™! (k(x;, %)) — b
XiX;_r: an ( (;(7)(.])) .

The squared Euclidean distance between x, and x; is can be calculated as:
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T

& (%, x1) = % = xil? = el + %] = 2%ex;

T
i

tanh ™! (k(xp, xp)) — b N tanh ™! (k(xq,x;)) — b

= xrx;r + xix;r — 2X,X

2tanhlzbk:(xr,xi)) —b ’
_ tanh_1(<I>(x):L<I>(x)rT) -b n tanh ! (k(x3, %)) — b
_2tanh_1(<I>(XZ,(I)(xi)T) - b. (7.27)

Now, we know the distance between the reconstructed observation x, and each train-
ing observation and the distance between ®(x,) and each feature mapping of the training
observations. The distances with the neighbors are the most important in determining the
location of x, (Kwok and Tsang, 2003). For the Gaussian kernel function, the contribu-
tion of x; drops exponentially with the increasing distance from x,. Follows (Kwok and
Tsang, 2003), we choose the m nearest neighbors of ®(x,) in the feature space and identify
the corresponding neighbors of x, in the original data space. As claimed by Kwok, one
can use the m nearest neighbors of x, directly. Let an m x p matrix X, stand for the
neighborhood data whose each row stands for a specific p-dimensional neighbor of x,. As
discussed above, we are able to obtain the distances between x, and its neighbors. Let
an m x 1 vector d? stand for the m squared distances from x,, our goal is to find the
coordinates of x, to preserve the distances in d? as much as possible. Follows (Gower,
1968), knowing the coordinates of orthogonal axes of the neighbor points and the distances
between an unknown point and these neighbor points, the coordinates of the unknown point
can be estimated using a least-squares method. Already knowing the coordinates Xy, its
corresponding coordinates in an orthogonal space can be obtained by performing singular
value decomposition (SVD). X, is first centered by its mean Xnp. SVD of the centered

coordinates ng( o) with rank of ¢ is defined as
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Xob(e) = USVT = UZ, (7.28)

where U is a p x ¢ matrix whose columns are orthonormal eigenvectors and the ¢ x m matrix
Z is the projection of the m points (observations) on the ¢ principal components. Let the
row vector z; stand for the projection of the i** point. Since ng( o) is centered by its mean
vector, ||z;||? is the squared Euclidean distance from %pp,. Let an m x 1 vector d2 stand for
the m squared distances between m neighbor points and their center X,,. The projection

of x, on the g principal components can be estimated by

1 1
7y = —i(zzT)*1Z(d2 —d3) = —§A*1VT(012 —d3). (7.29)

The corresponding coordinates in the original space can be obtained by
% = (Uz)T + =0 (7.30)

The only parameter that a research has to configure is the number of neighbors. Following
Kwok’s work, 10 is the default number of neighbors.
7.5 Kernel Principal Components Regression

Principal components regression (PCR) can be used to deal with collinearity problems in
regression using orthogonal PCs as the regressors. The PCs with very small variances will be
drop to prevent from overfitting (Jolliffe, 2002). Similar as the standard multiple regression

model, the univariate PCR can be expressed as:
y =48 +¢, (7.31)

where the n x 1 vector y represents dependent variable with n observations, the n x k matrix

Z represents the retained k PC scores, 3 is a column vector of k regression coefficients and
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€ is the independent and identically distributed (i.i.d.) random error with mean of zero and

constant variance o2. The estimated regression coefficients are

B=(2"2)"'7"y. (7.32)

Using the complexity measure defined in (3.32) for orthogonal components, the ICOMP for

the univariate PCR can be defined as
ICOMP(Cyr) = nlog(27) + nlog(6?) + n + 2C1p(Cov(PC)), (7.33)

where

is the estimated variance of the random error and

Ag
n—1

Cov(PC) =

for kernel PCA, in which Ag is the diagonal matrix whose k diagonal elements are the first
k eigenvalues of the kernel matrix.

Using the model selection criterion ICOMP, one can choose the number of principal
components, the kernel functions and/or the subset variables of X which contribute to the

response prediction the most.

7.6 Model Selection Using ICOMP

7.6.1 Choosing Number of Retained Kernel PCs

A decision must be made on how many principal components should be retained in order
to find a balance point between the good generalization and the low reconstruction error.

Some non-statistical guidelines include:
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1. Retain components to account for a specified high percentage of the total variance,

say 90%.

2. Retain the components whose eigenvalues are greater than the average of all the

eigenvalues.

3. Observe the scree graph (Cattell, 1966), the plot of eigenvalues versus the indices of

the eigenvalues and look for the natural cut-off point.

4. Use the Kaiser’s rule (Kaiser, 1960). That is, for the PCA based on the correlation
matrix, ignore the PCs whose variances are smaller than 1. However, it can be argued

that this method retains too few variables.

5. Cross-validation is currently the most widely used method to decide the number of

retained PCs. However, the computational intensity is the major drawback.

The above techniques for choosing the optimal number of PCs are either subjective or lack
of statistical foundation or computationally expensive. There exists a statistical method
that decides the number of PCs known as Bartlett’s test. It is to test if the last eigenvalues
are all equal versus at least two of the last eigenvalues are different. The test statistic of
this hypothesis test approximately follows a x? distribution. In practice, when the variables
are fairly highly correlated, Bartlett’s test will often indicate more than enough number of
components.

In this chapter, we use an information measure approach to decide the number of PCs
retained. We assume the random error of the general multivariate PCA model defined in
(7.13) follows a multivariate normal distribution N(0,33). Using the complexity Cip(-) for
the orthogonal components defined in (3.32), the ICOMP form for PCA or Kernel PCA can
be defined as:
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ICOMP(Cov(PC))yutivar. = Lack of Fit 4+ 2C; p(Cov(PC))

= nplog(2r) + nlog|X| + np + QClF(é(;/(PC)) (7.34)
. 1 <& _
= nplog(27) + nlog|%| + np + 2R D (A = Xa)?(7.35)

a 1=1

where
p represents the number of the variables of X,

Sisa p X p matrix, which is the likelihood estimate of the covariance of the random errors

given by

5 (X- Xr)Z(X - X;) (7.36)

@/(PC) is a diagonal matrix , since PCs are orthogonal, whose diagonal elements are

the variances of the retained PCs.

The information measure approach finds the balance point between the small reconstruction
error and the complexity of the PCs retained. As one can observe from the above equation,
the complexity increases as the spread of the variances of the PCs increases. Cip(-) is a
monotonously increasing function of the number of PCs. The optimal number of PCs is
the minimizer of ICOMP. Furthermore, we can using ICOMP to choose the optimal kernel
function and its appropriate parameter without using validation data. The results of the

numerical experiments will be summarized in the next section.

7.7 Numerical Examples

7.7.1 Simulated Toy Example

We first use the two-dimensional three-cluster toy example illustrated by Scholkopf (1998).

The centers of the three clusters are (—0.5,—0.2), (0,0.6) and (0.5,0) respectively. The
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Figure 7.1: Scatter Plot of the 2D 3-Cluster Toy Example

Gaussian noise of N(0,0.12) is added to generate 30 training points around each cluster
center. 225 testing points are spread evenly in the span of the train points (Figure 7.1).

The first advantage of using kernel PCA is that it allows more components to be ex-
tracted to ensure both small reconstruction error and high generalization. If we use linear
PCA, only two nonzero principal components can be extracted and they explained about
64% and 36% of the total variance respectively. Keeping both components will fail to do
de-noising or reduce collinearity and retaining the first PC will lose 36% of the total vari-
ance. The second advantage is that kernel PCA describes the nonlinear pattern of the data
better than linear PCA. As one can observe from (Figure 7.2), linear PCA can not express
the pattern of 3 clusters. By using the Gaussian RBF kernel with a?> = 0.05 suggested by
Scholkopf (1998), we see that the first two PCs separate three clusters and the rest PCs
further separate the points inside the clusters (Figure 7.3).

We can use the ICOMP form for KPCA defined by (7.35) to choose the optimal number
of PCs to retain given a specific kernel function. Using 25 neighbors to estimate the pre-
image (reconstructed observation), the optimal number of PCs retained is 8 according to

the minimized ICOMP. The first 8 PCs explained 92.8% of the total variance and the rest
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Figure 7.2: Toy Example: PC Plots Using Linear Kernel

Eigenvalue=22.558 Eigenvalue=20.936 Eigenvalue=4.648 Eigenvalue=3.988
. 15

Figure 7.3: Toy Example: PC Plots Using Gaussian RBF Kernel(a? = 0.05)
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Figure 7.4: Toy Example: ICOMP vs. Number of PCs. Gaussian RBF Kernel(a? = 0.05)

nuisance PCs can be ignored without losing the important information (Figure 7.4). The
Mean Squared Error (MSE) of the reconstruction is 1.6995 x 1072 for the x coordinates
and 1.6893 x 1073 for the y coordinates (Figure 7.5). Adding more PCs does not yield
significantly smaller MSE for either x or y. Furthermore, we can use ICOMP as a model
selection criterion to choose the appropriate parameters of the kernel function as well as the
number of optimal PCs given the kernel function. We first compare different parameters of
the Gaussian RBF kernel function. Given the difference scale parameters between 0.01 and
1, the optimal parameter for Gaussian RBF kernel is 0.06 where the number of retained
PCs is 8 (Figure 7.6). We can even compare different kernels functions using ICOMP. In
Table 7.1, we compared the polynomial kernels with the optimal Gaussian RBF kernel, the
optimal exponential RBF kernel and the optimal Sigmoid kernel. The comparison result
shows the Gaussian RBF kernel with a? = 0.06 is the most appropriate kernel function for

the given toy example.
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Figure 7.5: Toy Example: MSE vs. Number of PCs. Gaussian RBF Kernel(a? = 0.05)
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Figure 7.6: Toy Example: Parameters of Gaussian RBF Kernel vs. ICOMP

Table 7.1: Toy Example: Comparing Kernel Functions
Kernel Function # PCs ICOMP | VAR
Polynomial Kernel (< z,z > +1)3 4 -418.3247 | 98.6%

( )
Polynomial Kernel (< z,2z > +1)° 5 -476.0168 | 98.4%
Polynomial Kernel (< z,z > +1)" 5 -412.0198 | 97.1%
Polynomial Kernel (< z,z > +1)? 6 -340.6103 | 97.7%
Gaussian Kernel exp(— H;X_[fé'; ) 8 —643.4035 | 94.5%
Exponential RBF Kernel exp(fkazl) 58 -495.3857 | 88.9%
Sigmoid Kernel tanh(0.04 < x,z > +2) 2 —479.5337 | 99.9%
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7.7.2 Corn Data

This data set, originally taken at Cargill, consists of 80 samples of corn measured on 3
different near-infra-red (NIR) spectrometers. The wavelength range is 1100-2498nm at 2nm
intervals, which makes the number of variables be 700 (channels). These 700 variables (re-
gressors) are highly correlated since the first PC represents the 99.5% of the total variance.
The moisture, oil, protein and starch values represent four response variables. This is a
typical data set for the kernel method. It is more computational efficient to work with the
80 x 80 kernel matrix in the kernel PCR than work with the 700 x 700 covariance matrix
in the linear PCR. Following Rosipal’s (2001) works, instead of modeling the real responses
mentioned above, four simulated responses are used since using the nonlinear PCR does not

yield significantly better results than the linear PCR does. The generated responses are

Yyii = exp (2«:1) (7.37)
x; A" 1xT
Yoi = exp (1 20, 1) (7.38)
xixT\ *
Ysi = < . 1> Y1 (7.39)
C1
Ya; = 0.3y1¢—|—0.25y2¢—0.7y31-, (7.40)

where

80
c1 = ZXiniI‘
i=1
80
cy = ZXiA_lx'iT,
i=1

and where A is a symmetric matrix with off-diagonal elements set to 0.8 and diagonal
elements set to 1.0. We use the first 60 observations as the training data and the remaining
20 observations as the testing data. Independent Gaussian noise is added to each one of

the four simulated responses. The noise level in this experiment is defined as opeise/ Oy.
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Figure 7.7: Corn Example: Order of Polynomial Kernel vs. ICOMP

In stead of using the leave-one-out cross validation applied by Rosipal (2001), we use
ICOMP as the model selection criterion to choose the optimal number of principal compo-
nents retained, which is more computationally efficient.

Compared with y3 and y4, y1 and ys have relative weaker nonlinear relationships with
the regressors, the principal component scores. To model yq, for instance, different orders
of polynomial kernel functions are compared. The optimal polynomial kernel function for
modeling y; is the 37 order polynomial kernel (Figure 7.7) and the number of PC retained
is 3 (Figure 7.8).

We compare the optimal polynomial kernel with the selected Gaussian RBF kernel,
exponential RBF kernel and sigmoid kernel in this research (Table 7.2). The interested
readers may use ICOMP to evaluate any other kernel functions if needed. The selected
model is the minimizer of ICOMP. We use R? and MSE of the test data to validate the
models selected by ICOMP. It is shown that the models selected by ICOMP also have the
smallest testing error or their testing errors are close to the smallest ones.

Since the 700 variables (channels) in this data set is highly correlated, an intuitive
thinking is that not all the 700 variables are needed for the modeling. Again, ICOMP can

be used as the criterion to chose the best subset of the 700 variables with good prediction
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Figure 7.8: Corn Example: Number of PCs vs. ICOMP (Polynomial kernel order 3)

Table 7.2: Corn Data: Univariate KPCR

Kernel Function | # PCs | ICOMP | R? ;| MSE
1
1y>olynomia1 Kernel (< 2,2z > +1)3 3 —301.8560 | 0.97 | 3.6 x 10~*
Gaussian Kernel exp(—12=2I7) 4 —299.1085 | 0.96 | 1.1 x 103
Exponential RBF Kernel exp(— 221 3 -301.3357 | 0.84 | 4.5 x 1073
Sigmoid Kernel tanh(0.04 < z,z > +1) 1 -80.3423 | 0.45 | 1.5 x 1072
2
golynomial Kernel (< z,z > +1)3 3 -301.8490 | 0.96 | 3.9 x 10~*
Gaussian Kernel exp(—12=2%) 3 | —316.8399 | 0.95 | 55x 1074
Exponential RBF Kernel exp(— 2= 12 -303.4989 | 0.92 | 7.7 x 1074
Sigmoid Kernel tanh(0.04 < z,z > +1) 2 -106.1552 | 0.62 | 3.8 x 1073
ys3
Polynomial Kernel (< z,z > +1)7 1 -36.3522 | 0.98 | 7.4 x 1072
Gaussian Kernel exp(—%) 3 —38.6037 | 0.91 0.30
Exponential RBF Kernel exp(— 221 8 -38.2194 | 0.77 | 0.78
Sigmoid Kernel tanh(0.0001 < z,z > +1) 1 41.5229 | 0.77 0.79
ya
Polynomial Kernel (< z,z > +1) 1 —66.8598 | 0.98 0.02
Gaussian Kernel exp(— Hg;ﬂr) 2 -56.2145 | 0.95 0.07
Exponential RBF Kernel exp(—%) 8 -65.5052 | 0.75 0.34
Sigmoid Kernel tanh(0.0001 < z,z > +1) 1 0.4988 | 0.77 0.32
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2700 _ 1 possible subset models.

ability and small model complexity. However, there are
All possible subsets selection is not a reasonable choice. We use GA to search the optimal
subset models. The configuration of GA options are given as follows (Table 7.3). Given

the chosen optimal kernel functions when all the 700 variables are used, the optimal subset

variables chosen by GA using ICOMP as the fitness function is summarized in Table 7.4.

7.7.3 KPCR: Sinc Function

Again, we apply the popular sinc function to test our model selection criterion for KPCR
models. In this numerical example, we demonstrate how ICOMP chooses the optimal kernel
function and the corresponding parameters.

We start with the widely used Gaussian RBF kernel. Given a fixed scale parameter
~v = 3, as the number of PCs retained increases, the lack-of-fit decreases while the complexity
of the model increases (Table 7.5). ICOMP finds the balance point where 6 PCs are retained
(Figure 7.9). This is also the optimal choice where the testing data MSE is around the
minimum. Using the 1000 holdout observations, 9 PCs are retained. Its resulting testing
data MSE is a little higher.

ICOMP is also capable of choosing the optimal scale parameter. However, the range of
the scale parameters must be selected carefully. It is observed that when the scale parameter
of the Gaussian RBF is too small (leading to serious overfitting), the kernel matrix becomes
inaccurate. It is because the small elements of the kernel matrix are treated as zero due to

the limited precision that a computer may achieve. When selecting the range of the scale

Table 7.3: GA Options for KPCR

Number of Generations 30
Population Size 30
Type of Crossover Uniform
Probability of Crossover 0.7
Probability of Mutation 0.01
Keep the Best Model from the Previous Generation Yes
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Table 7.4: Corn Data: Searching Subset Variables using GA

Kernel Function | # PCs | ICOMP [ R?, | MSEq
Y1
Polynomial Kernel (< z,z>+1)* [ 1 |-300.7565 | 0.95 [ 0.00137
Variable ID: 597, 601, 603, 629, 648
Y2

2
Gaussian Kernel exp(—%) ‘ 4 ‘ -299.7381 ‘ 0.94 ‘ 6.2 x 107*

Variable ID:

647, 649, 651, 654, 656, 658, 659, 661, 662, 663,

664, 665, 668, 669, 670, 671, 672, 673, 674, 675,

677, 679, 680, 682, 683, 688, 689, 692, 694, 696, 697, 699

Y3

Gaussian Kernel exp(—M) ‘ 5 ‘ -29.6022 ‘ 0.93 ‘ 0.22

2X2
Variable ID:
647, 648, 655, 656, 659, 660, 661, 664, 665,
668, 674, 675, 678, 679, 680, 684, 685, 690,

Ya

Polynomial Kernel (< z,2>+1)% [ 4 -67.8688 [ 0.94 |  0.082

Variable ID:
607, 656

Table 7.5: Selecting the Number of PCs using ICOMP

v | ICOMPCI1F | LOF | Complexity | MSEho | MSEtest
1 80.0 79.0 1.0 | 0.13413 | 0.13501
2 19.3 17.3 2.0 [ 0.07229 | 0.07233
3 214 18.3 3.1 | 0.07229 | 0.07233
4 -80.0 | -84.2 4.2 1 0.03023 | 0.02803
5 -77.8 | -83.2 5.5 | 0.03025 | 0.02810
6 -156.5 | -163.4 6.9 | 0.01113 | 0.01046
7 -153.9 | -162.5 8.6 | 0.01116 | 0.01050
8 -151.7 | -162.2 10.5 | 0.01094 | 0.01046
9 -148.9 | -161.5 12.6 | 0.01102 | 0.01051
10 -145.9 | -160.9 15.0 | 0.01105 | 0.01058
11 -142.9 | -160.4 17.5 | 0.01106 | 0.01071
12 -143.6 | -163.9 20.3 | 0.01124 | 0.01109
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Figure 7.9: Sinc Function: Selecting Number of PCs using ICOMP

parameter candidates, one should avoid this area. Otherwise, the covariance matrix for
ICOMP may be biased. For the sinc function, one may plot the nature log of the condition
number of the kernel matrix against the scale parameter (Figure 7.10). It can be shown
that the kernel matrix becomes inaccurate when the scale parameter v is smaller than 1.
Therefore, we decide to choose the optimal scale parameter from the range of [2, 10].

In an experiment of 100 simulations, the most chosen scale parameters are 3 or 4, where
the number of retained PCs is most likely around 6. Using ICOMP to choose the kernel
parameter and the number of PCs, the predictive performance is similar to that where the
1000 holdout observations are used (Table 7.6).

We now compare three popular kernels, including the polynomial kernel, Gaussian kernel
and cubic kernel, using ICOMP as the model selection criterion. The simulation are repeated
100 times. In each simulation, different random errors are generated. It is concluded that
the Gaussian kernel is chosen 75 times, the cubic kernel is chosen 25 times while polynomial

kernel is not good enough to build a model that generalizes well (Table 7.7).
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Figure 7.10: Finding the Range of the Scale Parameters

Table 7.6: Sinc Function: Selecting Scale Parameters (100 runs)

Method Ave. MSEtest | Std. MSEtest | Ave. # PCs
ICOMPCI1F 0.01095 0.00069 6.3
AIC 0.01093 0.00070 6.3
BIC 0.01086 0.00069 6.0
Holdout 0.01081 0.00066 7.2

Table 7.7: Sinc Function: Comparing Kernels (100 runs)

Kernel Ave. MSEtest | Std. MSEtest | Ave. # PCs | Chosen Freq.
Polynomial 0.07674 0.00169 3 0
Gaussian RBF 0.01095 0.00069 6.3 75
Cubic 0.01085 0.00065 5.2 25
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Chapter 8

Relevance Vector Machine

8.1 Introduction

The support vector machines (SVMs), also known as the kernel-based methods (Shawe-
Taylor and Cristianini, 2004), are a set of nonlinear statistical learning techniques that
have drawn much attention since mid-90s. SVM was developed at AT&T Bell Laboratories
by Vapnik and his co-workers (Vapnik, 1995). First appears as a nonlinear binary classifier,
SVM has been widely used in different nonlinear modeling areas including regression, prin-
cipal component analysis, canonical correlation analysis, discriminant analysis, clustering
and classification. The relevance vector Machine (RVM), first proposed by Tipping (2001),
is an improvement of SVM from the Baysian learning perspective. It offers a number of
advantages over the traditional SVM. High sparsity of the kernel matrix is one of the major
highlights of RVM.

An open question left for RVM is the model selection method. The model selection is-
sues of RVM include choosing the form of the kernel function, the parameters of the kernel
function and subset regressors. Currently in the literature, the widely utilized model selec-
tion method for RVM is still the cross-validation (Tipping, 2001). However, the increased
computational intensity is the major drawback. In this chapter, we use an information com-

plexity (ICOMP) (Bozdogan, 1988, 2004a) measure of the RVM model as a novel model
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selection criterion for RVM. ICOMP provides a simple real valued index for each model,
which measures both the lack-of-fit (LOF) and the complexity. The complexity of the model
is controlled to prevent from the overfitting. The optimal RVM model is chosen as the mini-
mizer of ICOMP without using the validation data. We also apply Genetic Algorithm (GA)
to be efficient when searching the optimal subset variables

In the next section, we briefly introduce SVM. The procedure of RVM for the regression
and the logistic regression will be detailed in the sections followed. We then derive the form
of ICOMP for RVM. Some benchmark examples are used for the demonstration including

sinc function, Friedman’s data, Boston’s housing data and Ripley’s data.

8.2 Support Vector Machine

In SVMs, the original p-dimensional training data (in the input space) X C RP is nonlinearly
transformed to a high-dimensional feature space through ®. The traditional linear statistical
learning techniques then are performed on ®(X), the nonlinear projection of X in the feature
space. The mapping from X to ®(X) is conducted through the kernel function efficiently.

The kernel function k(x;,x;) is the inner product of two observations in the feature space:

k(Xi,Xj) =< @(Xi), ‘I’(Xj) > . (81)

Using kernel functions, the explicit form of ®(X) is not needed. The kernel matrix K,
sometimes called the gram matrix, is a finitely positive semi-definite symmetrical matrix
with elements K;; = k(xj, x;). The kernel matrix is similar as the covariance matrix in the
original data space, which contains the information for the learning. If the dimension of the
input space is higher than the number of training observations, applying the kernel matrix
is more efficient in computation.

Consider the SVM model for the multiple regression in the feature space defined by

y = wo + ®(x)w. (8.2)
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The idea of SVM is to find the coefficients w that minimize

SIwlP + 036+ ) (33)
=1

subject to

Yi — P(x)w —wo < e+ §

P(x;)w +wo —y; < e+ & (8.4)

&, 6 =0
The collinearity problem is controlled by trying to minimize the norm of the coefficients,
|Iw||. The smaller ||w|| will lead to a simpler model, thus better generalization. Minimizing
the second term of (8.3) controls the modeling error, however, will require more compli-
cate model, thus be less general. The constant C' > 0 controls the trade off between the
model generalization and the goodness-of-fit. € is an insensitive parameter which defines a
margin such that the prediction error will be penalized only when it is beyond e. This is

corresponding to an “e-insensitive loss function” defined by

0 if [§] <6
€l = ] < e (85)

|€] — €, otherwise.

Since the explicit form of ®(X) is unknown, SVM is conducted using its dual form through

the kernel function. That is

y(x) = wo + Z K (x,x;)w;. (8.6)
i=1

Tipping (2001) pointed out several disadvantages of SVM despite its big success in the

machine learning;:

1. Cross-validation is needed to estimate the insensitive parameter ¢ and the trade off

parameter C'. This procedure will be either time consuming or wasting of data.
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2. Predictions are not probabilistic. Therefore, the uncertain measurement of the pre-

diction is not possible.
3. The number of coefficients grows steeply with the size of the training observations.
4. The kernel function must satisfy Mercer’s condition.

RVM is a Bayesian treatment of SVM that does not suffer from any of the above lim-
itations. We describe the details of RVM for regression and logistic regression in the next

section.

8.3 Methodology of RVMs

8.3.1 Relevance Vector Regression

Given the observation z; and the response y;, the relevance vector regression (RVR) model
is defined by
Yi :f(Xi)—l-Ei 1=1,2,3,...,n, (87)

where g; ~ N(0,0?) are i.i.d. random errors. Using the Bayesian inference notes, there is

p(yilxi) = N(yi|f(xi),0?), where f(x;) is defined by

fxi)=[1 K(x;,X) |w=1(x)w, (8.8)
where K(x;, X) = [k(x;, x1) k(x;,x2) . k(xj,xn)] is the 1 x n kernel function
row vector and w = [wp,wy,...,wy]’ contains the regression coefficients. Assume the

response y; are independent to each other, the likelihood function of the n observations can

be defined by

p(ylw,0%) = (270%)F exp [”“/;;I'W”z] 7 (5.9)
where ¥ = | W(x1) Y(x2) ... P(xn) T is an n x (n + 1) matrix.
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To avoid the overfitting when estimating the parameters w and o2, one may impose the
constraint to the model. SVM applies the soft margin (Vapnik, 1995) and KRR (Shawe-
Taylor and Cristianini, 2004) includes the ridge parameter as the added bias. From the
Bayesian perspective, the constraint can be imposed using a prior probability distribution.
Tipping (2001) proposed a Gaussian prior over w with zero-mean:

- 1

- 4i

1=0
where each ¢; is a hyperparameter associated with w;. These hyperparameters have the key
contribution to the sparsity of RVM. The Gamma priors (Berger, 1985) are used over the

parameters q and o2 since they can be treated as the scale parameters:

p(q) = HGamma(qﬂa, b), (8.11)
i=0
p(B) = Gamma(S|c,d), (8.12)
where = ¢2 and
Gamma(gi|a,b) = T(a) b e b4, (8.13)

In the following analysis, we let a = b = ¢ = d = 0 such that the above scale priors will be
uniform, thus non-informative. The detailed discussion of the more general priors is covered
in (Tipping, 2001).

Given the priors defined above, the posterior over the unknown parameters is given by

p(ylw,q,0%)p(w, q,0?)
p(y) '

p(w,q,0%ly) = (8.14)

Given the observed y, the unknown new observation ¢ can be estimated from the same
process. The distribution of ¢, called the posterior predictive distribution, has the form

of (Gelman et al., 2003):

112



p(ily) = / p(§ilw, a,0?)p(w, q,0°ly)dwdads™. (8.15)

The posterior p(w, q,c%|y) can not be computed analytically. However, it can be de-

composed into

p(w.q,0%y) = p(wlt,q,0%)p(q, o°y), (8.16)

in which the posterior of the weights has the form defined as

p(ylw,0%)p(wlq)

piwlyaot) = LRI (5.17)
= en e { o wE w o)L (819

whose mean and covariance are given by

Sw = (0 20Tw Q! (8.19)

pw = o Z0Ty (8.20)

respectively, where Q = diag(q). The marginal likelihood, also known as the ”evidence for

the hyperparameters” (MacKay, 1992a), has the form of

p(yla,0?) = /p(.VIWJQ)p(WIq)dW (8.21)

n 1
= (27) 2|0’ T+ ‘IJQfl\IITF% exp {—QyT(U2I + ‘I’QI\IIT)ly} (8.22)

The values of the parameters q and ¢? that maximize the above marginal likelihood can
not be found analytically. The expectation-maximization (EM) algorithm (Hartley, 1958;
Dempster et al., 1977) is applied to estimate the parameters iteratively, treating w as the
hidden variables (or called latent variables). In the expectation step of the j* iteration, the
mean and the covariance of the weights w can be computed (or initialized if 7 = 1) from

(8.20) and (8.19) using Q and o2 estimated from the previous iteration. In the maximization
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step of the j* iteration, following MacKay’s work (MacKay, 1992a), let the first derivative

of (8.22) respecting to q be equal to zero. There is

| )
gt = 2 (8.23)
Ni(J)

where p; is the 7" posterior mean weight given by (8.20) and 7-(j ) € [0,1] is defined as

(2

()5 0)

A =1 - ¢Dxl) (8.24)
where EEZ ) is the ith diagonal element of E(j), the covariance of the posterior w. -; is
interpreted as how well the weight w; fits the data (MacKay, 1992a). Similarly, let the first

derivative with respect to 0% to be zero. This leads to

ly — p|?

Ty

(62)0FD) = (8.25)

At the convergence of the EM algorithm, the final estimates q*, (02)* and the corresponding

3*, p* can be used for the prediction of the future observation ¢ since

p(ily. a*, (6*)) = N(glug, o3), (8.26)
where

pyg = ()"P(x) (8.27)

o; = (0°) +Y(R)TEY(E), (8.28)

and where the first term of ag is the estimated noise of the data and the second term is the
uncertainty due to the estimate of w.

In practice, many hyperparameters ¢; tend to be infinity, which leads to zero weights
w;. The resulting model will only need a few “relevance vectors”, or training observations.

The sparsity of RVM is realized because of this.
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8.3.2 RVM for Logistic Regression

The above procedure for RVM can be easily extended to the logistic regression for the
two-class classification applications. In the logistic regression, the response y;, which is a
Bernoulli random variable, takes the value of 0 or 1, each of which stands for a group label.

The general form of the logistic regression model is
yi = E(yi) + . (8.29)

where the expectation E(y;) = m; is the probability that an observation belongs to Group
“1”. The purpose of the modeling is to predict the posterior probability of 7. The proba-

bility of observing a specific observation y; is
filys) =¥ (1L —m) v, (8.30)

Therefore, the likelihood function is given by
P(ylw) = []=r(—m)tv. (8.31)

The logistic response function is applied to relate = with ¢ (x;). It has the form of

_ 1
- 1+ exp(—d(xi)w)’

E(yi) = mi (8.32)

Let n; = ¥(x;)w, then

(8.33)

is called the logistic link function.
The weights w can not be integrated out or calculated analytically to obtain the marginal
likelihood p(y|q). Therefore, the Laplace’s method shown below is utilized to approximate

w iteratively (MacKay, 1992b).
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1. Given the estimated hyperparameters q from the last iteration, find the ‘most proba-
ble’ weights wjsp, which gives the mode of the posterior distribution p(wly,q). This

is equivalent to finding the w that maximize the following penalized logistic model

since p(w]y, q) o< p(t|w)p(w|q):

tog {p(tIw)p(wla)} = 3 i logmi + (1 ) log(1 —m)] — Jw™Qw  (8:34)
=1

The iteratively reweighted least squares (IRLS) method (Nabney, 1999) is applied for

the efficient optimization.

2. Using the Laplace’s method as the quadratic approximation to the log-posterior at its

mode. The second derivative of (8.34), respecting to w at its mode, is given by

9% logp(wly, q)
ow?

|WMP = _(‘IlTB‘I’ + Q) (8‘35)

where B is a diagonal matrix with b; = m;(1 — ;).

3. The posterior p(w|y,q) is approximated by N(wysp, %), where

Sup = (¥TBU +Q)! (8.36)

wyup = ZupP! By (8.37)

These two statistics then are used to update the hyperparameter q according to (8.23).

The iteration is repeated until the convergence criterion is satisfied.

After estimating the weights w, (8.32) is used for the prediction of the response.

116



8.4 Model Selection Using ICOMP

In the previous discussion, we have assumed a fixed kernel function. When fitting a RVR
model to the data, one must choose an appropriate kernel function and its corresponding pa-
rameters to provide the good model generalization. Furthermore, selecting the appropriate
subset of the independent variables improves both the predictive performance and the gen-
eralization. Currently, cross-validation is the widely used model selection criterion. In this
chapter, we use ICOMP as an alternative model selection criterion when the computational
resources or the number of training observations are limited.

The general form of ICOMP for a univariate model is defined by
ICOMP = —2logL(8) + 2C[Cov(8)), (8.38)

where C[-] represents a real-valued complexity of the model and @1(9) represents the
estimated covariance matrix of the parameter estimators of the model. In RVM models,
C/(;)(é) is given by (8.19), the covariances of w. We use the marginal likelihood (8.22)
as the measure of the fitting. There are several variants of ICOMP applied in different
applications, which use different multipliers to the complexity terms or add extra penalty
term (Bozdogan, 2007). In this chapter, we use the posterior expected utility (PEU) version
of ICOMP Bozdogan (2006, 2007) defined by

ICOMPppy = —2log [p(y|a,0?)] + k + 2C(Zw), (8.39)

where k is the number of non-zero coefficients w;. Two forms of complexity measures are
compared in this paper. The original complexity measure C1 (Bozdogan, 1990) is defined
by

k A

Ci1(Zw) = zlog | =% ), (8.40)
2 Ag

where )\, and )\, are the arithmetic mean and the geometric mean of the eigenvalues of Ty

A quadratic equivalent measure of complexity using the Frobenius norm is given by (Bao
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and Bozdogan, 2004)

1

Cir(Zw) = o2 D (i = A)? (8.41)

a =1
where \; stands for the i*" eigenvalues of Xw.
The above ICOMP forms are used as the universal criteria to select the kernel function
and the subset model. ICOMP is also used to compute the fitness function in GA when per-
forming the subset selection. The interested readers may find the more detailed information

of ICOMP from (Bozdogan, 2004a).

8.5 Numerical Results

In this section, we first use the sinc function to demonstrate the selection of kernel func-
tion and parameters using ICOMP. Then, we demonstrate the subset selection using the
simulated Friedman’s multiple-regressor data. We also apply our subset selection technique
to the famous benchmark data - Boston Housing data. We apply ICOMP to the Ripley’s

binary classification application in our last demonstration.

8.5.1 Relevence Vector Regression: the ‘sinc’ function

The popular sinc function has been widely used as the simulation data in the nonlinear

machine learning area. The sinc function is defined as:

sin(z) .

y = sinc(z) = (8.42)

X

100 observations were generated within the x range of [-10, 10] as the training data. The
Gaussian noise N (0,0.12) has been added to the response. Additional 1000 noisy observa-
tions are generated as the testing data. ICOMP is used as the model selection criterion to
choose the optimal kernel function and its corresponding parameters. The mean squared
error (MSE) of the testing data is calculated to evaluate the predictive ability of the selected
RVR model.
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Table 8.1: RVR Sinc Function: Gaussian RBF Kernel

v 6% AIC [ ICOMPC1 | ICOMPCIF | MSEtrain | MSEtest | # RVs
0.1 ]0.02195 | -55.9 -86.9 1095.6 | 0.00000 | 0.02262 100
0.2 [ 0.02017 | -127.6 -127.6 225.2 | 0.00000 | 0.02064 99
0.3 | 0.02053 | 79.7 420.1 1688.2 | 0.00000 | 0.02097 100
0.4 | 0.01495 | -276.3 -289.5 -264.3 | 0.00509 | 0.01471 26
0.5 | 0.01449 | -280.1 -294.1 -288.0 | 0.00661 | 0.01402 23
0.6 | 0.01361 | -293.4 -307.1 -306.4 | 0.00730 | 0.01300 17
0.7 | 0.01325 | -299.8 -309.6 -305.0 | 0.00778 | 0.01265 15
0.8 | 0.01300 | -302.1 -306.6 -286.9 | 0.00793 | 0.01261 15
0.9 [ 0.01272 | -306.9 -310.0 -305.6 | 0.00824 | 0.01250 13
1 [0.01243 | -305.5 -309.2 -295.3 | 0.00831 | 0.01230 12
|2 [0.01121 | -319.5 | -324.2 -324.2 | 0.00970 | 0.01101 6
3 10.01190 | -312.9 -316.0 -316.1 | 0.01069 | 0.01106 5
4 ]0.01176 | -298.6 -291.8 -294.2 | 0.01067 | 0.01103 6
5 |0.01167 | -274.1 -255.2 -264.2 | 0.01080 | 0.01126 7
6 | 0.01276 | -254.7 -223.0 -241.9 | 0.01173 | 0.01255 7

We first use the popular Gaussian RBF kernel to illustrate how ICOMP chooses the
parameters of a kernel function. According to the definition k(x,z) = exp(—y~2|x — z||?),
v is a scale parameter that controls the model generalization. The optimal ~ value is chosen
from the range of [0.1, 6]. The results of a single simulation have been summarized in
Table 8.1. Four parameter selection criteria are compared including cross-validation (1000
validation observations), AIC, ICOMP(C;) and ICOMP(C;r). In a single simulation, all
four criteria chose v = 2 as the optimal parameter with only 6 RVs needed (Figure 8.1). In
this simulation, v = 2 is also corresponding to the minimum testing error of 0.01101. We are
not surprised that cross-validation provides the good generalization because 1000 validation
observations almost represent the whole population. It is glad to see that ICOMP gave the
same result without using any validation data.

Next, we compare different kernel functions assuming we do not know that Gaussian
RBF kernel is the appropriate kernel function. Again, ICOMP is applied as the model
selection criterion to choose kernel functions as well as the parameters for the given kernel

function. The model selection results of a single simulation are summarized in Table 8.2
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RVM Regression with noisy 'sinc’ data
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= = sinc function
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® — Predicted Training
. Q Nonzero RVs

Figure 8.1: Simulated Sinc Data: RVM using Gaussian RBF Kernel

and Table 8.3. Both ICOMP forms chose the Gaussian RBF kernel as the optimal kernel
function. The testing data MSE of 0.01101 is low enough since the estimated noise standard
deviation is 0.102, which is very close to the true value of 0.01. The normal probability
plot also confirms the normality of the estimated noise (Figure 8.2). Now, we repeat the
simulation 100 times. At each simulation, ICOMP is used as the model selection criterion
to choose the parameters given the kernel function. The testing errors of the different
kernel functions are summarized in Table 8.4 and Table 8.5. In addition, we summarized
the frequency of being the best kernel (selected using ICOMP) for each kernel out of the
100 simulations. We see the Gaussian RBF kernel has been chosen 70% of the time and
is the most preferred kernel by both ICOMP forms. The average testing data MSE of
the Gaussian RBF kernel is also among the lowest. The side-by-side boxplots (Figure 8.3)
indicate that the Gaussian RBF kernel is consistently better in terms of the testing data
MSE. Therefore, we conclude that both ICOMPC; and ICOMPC; g work well on choosing

the appropriate kernel function and parameters for the sinc function data.
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Table 8.2: RVR Sinc Function: Comparing Kernel Functions (single run, ICOMP¢)

Kernel Parameter | ICOMP¢; | MSEtrain | MSEtest | Est. o | Vectors
Linear Kernel <X,2 > -101.4 | 0.12675 0.13444 | 0.358 1
Gaussian RBF vy=2 -324.2 | 0.00970 0.01101 | 0.102 6
Linear Spline -230.8 | 0.01015 0.01027 | 0.105 8
Exp RBF a=0.3 -139.5 | 2.67e-16 | 0.01913 | 0.000 100
Cauchy a=0.9 -322.2 | 0.00846 0.01243 | 0.096 8
Sigmoid Z: 0-06 -290.6 | 0.01200 0.01212 | 0.112 5
TP Spline a = 0.002 -273.0 | 0.00929 0.01108 | 0.100 8
Cubic a = 0.03 -250.2 | 0.01041 0.01097 | 0.105 6
Bubble a=0.3 -291.8 | 0.00283 0.01698 | 0.063 36
B-Spline N=1 -307.8 | 0.00845 0.01329 | 0.097 13
ANOVA Spline 1 -230.8 | 0.01015 0.01073 | 0.105 8
ANOVA B-Spline | N = 2 -319.1 | 0.00856 0.01259 | 0.097 10

Table 8.3: RVR Sinc Function: Comparing Kernel Functions (single run, ICOMP¢1 )

Kernel Parameter | ICOMPc1r | MSEtrain | MSEtest | Est. o | Vectors
Linear Kernel <X,z > -101.4 | 0.12675 0.13444 | 0.358 1
Gaussian RBF v=2 -324.2 | 0.00970 0.01101 | 0.102 6
Linear Spline -260.2 | 0.01015 0.01027 | 0.105 8
Exp RBF a=0.7 -218.2 | 2.97e-11 0.01819 | 0.000 100
Cauchy a=20.9 -321.4 | 0.00846 0.01243 | 0.096 8
Sigmoid Z_ 006 -294.9 | 0.01200 0.01212 | 0.112 5
TP Spline a = 0.002 -289.7 | 0.00929 0.01108 | 0.100 8
Cubic a = 0.08 -270.3 | 0.01035 0.01104 | 0.105 7
Bubble a=0.01 -260.9 | 4.41e-8 0.02163 | 0.002 99
B-Spline N = -304.4 | 0.00845 0.01329 | 0.097 13
ANOVA Spline 1 -260.2 | 0.01015 0.01073 | 0.105 8
ANOVA B-Spline | N =2 -316.6 | 0.00856 0.01259 | 0.097 10
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Figure 8.2: Simulated Sinc Data: Normal Probability Plot

Table 8.4: RVR Sinc Function: Comparing Kernel Functions (100 runs, ICOMPC;)

Kernel Ave. MSEtest | Std. MSEtest | Ave. # Vectors | Freq.
Linear Kernel 0.13416 0.0023 1 0
Gaussian RBF 0.01160 0.0010 7.4 70
Linear Spine 0.01122 0.0007 7.3 0
Exp RBF 0.01654 0.0015 93.7 0
Cauchy 0.01208 0.0008 10.0 4
Sigmoid 0.01261 0.0019 7.2 0
TP Spline 0.01152 0.0008 8 0
Cubic 0.01125 0.0007 6.4 0
Bubble 0.01596 0.0019 31 3
B-Spline 0.01203 0.0009 10.3 10
ANOVA Spline 0.01122 0.0007 7.3 0
ANOVA B-Spline 0.01195 0.0009 10.0 13
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Table 8.5: RVR Sinc Function: Comparing Kernel Functions (100 runs, ICOMPC;r)

Kernel Ave. MSEtest | Std. MSEtest | Ave. # Vectors | Freq.
Linear Kernel 0.13416 0.0023 1 0
Gaussian RBF 0.01160 0.0010 7.4 70
Linear Spine 0.01122 0.0007 7.3 0
Exp RBF 0.01603 0.0009 93.7 0
Cauchy 0.01209 0.0008 10.1 4
Sigmoid 0.01191 0.0013 6.5 0
TP Spline 0.01152 0.0008 8 0
Cubic 0.01123 0.0007 6.8 0
Bubble 0.01607 0.0019 31.9 3
B-Spline 0.01204 0.0009 10.4 10
ANOVA Spline 0.01122 0.0007 7.3 0
ANOVA B-Spline 0.01199 0.0009 10.1 13
‘ Crite‘rion: I‘COMF" C1 ‘ ‘ ‘ ‘ ‘ Criterion: ICOMPC1F
" * e
% 0ol s e - ;i
i 10: B-Spline ﬁ o2 10: B-Spiine
¢ A, | 8 s
0.1 lil : + 01 _ T
+ + o o, %I - 2 + %I - 1 %I — i
0.05 %I t%l e % E %I %I ? %I %r 0.05 %I = * % Q %I I % i %
' ’ ’ ) ’ Kerenel FljnctionB ’ B B * ' ’ ’ ) ’ Kesmel F:Jnctioi ’ b " *
(a) (b)

Figure 8.3: Compare Kernel Functions using ICOMP (a) ICOMPC1 (b) ICOMPC1F
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Table 8.6: RVR Friedman: Gaussian RBF (100 runs)

ICOMP Ave. MSEtest | Std. MSEtest | Ave. # Vectors
ICOMP(CY) 3.06 0.50 44.9
ICOMP(CiF) 3.21 0.50 41.1

8.5.2 RVR: Friedman

We now move to the regression problems with multiple regressors. Generally, not all the
regressors are independent to each other. Besides choosing the optimal kernel function and
parameters, one might be interested in choosing the best subset regressors. The subset
regressor selection will help with the model generalization and the practical interpretation.

In this numerical experiment, we applied Friedman’s (Friedman, 1991; Tipping, 2001)

simulation function. The true function is defined as:

10
y = 10sin(mz122) + 20(z3 — 0.5)% + 104 + 55 + > _ 0 x . (8.43)
=6

The 10 independent variables 1 — x1¢ are randomly generated from the unit hypercube.
Variable 2 — 719 have no contribution to the response y. The Gaussian noise N(0,12)
is added to the response. We applied the widely used Gaussian RBF kernel to this data.
ICOMP is utilized to choose the optimal scale parameter of the kernel function. We first
include all the 10 regressors. The average MSE for the test data is around 3 (Table 8.6).
Then, we compare all the 2!9 — 1 = 1023 subset models (include at least one regressor) in
terms of the ICOMP score given the selected optimal kernel. The optimal subset model is
the minimizer of ICOMP. We hope the selected model excludes zg — z19.

The result of the simulation (Table 8.7) indicates the optimal subsets contain x; — x5
and the best subset model selected by ICOMP contains 21 — x5 only. The nuisance variables
Te — X109, as expected, are not included. The testing error of this subset model is 0.38. It is
a tremendous improvement compared with 2.86 of the saturated model. Only 30 RVs are

needed in stead of 50 for the saturated model, which leads to the better sparsity. This result
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Table 8.7: RVR Friedman: Subset Selection (1 run) Gaussian RBF Kernel v = 2

Full Model ICOMPC1 | MSEtrain | MSEtest | #Vectors
12345678910 | -392.0492 1.01 2.86 55
Best Subsets | ICOMPC1 | MSEtrain | MSEtest | #Vectors
12345 -559.3 0.25 0.38 30
1234569 -541.3 0.79 1.93 31
123459 -510.2 0.43 0.85 33
12345689 -503.8 0.91 2.42 34
Full Model ICOMPCI1F | MSEtrain | MSEtest | # Vectors
12345678910 -429.4 1.01 2.86 55
Best Subsets | ICOMPCI1F | MSEtrain | MSEtest | # Vectors
12345 -650.5 0.25 0.38 30
1234569 -564.9 0.79 1.93 31
123459 -553.2 0.43 0.85 33
123457 -534.8 0.48 0.85 34
123456 -529.5 0.39 0.82 33
1234510 -527.9 0.42 0.77 37

is also comparable to Tipping’s n-RVM (Tipping, 2001). The n-RVM algorithm improves
RVM by assigning and estimating additional parameters 7; to each variables respectively.
However, as commented by Tipping, estimating 7, is conducted by a gradient-based method.
The computational intensity of the estimation is the major disadvantage of n-RVM. Apply-
ing the subset selection overcomes this problem. Even if the number of variables is relative
big, where the all-possible-subset-selection (APSS) is practically impossible or inefficient,
GA can be applied to find the optimal subsets and save the computation time dramatically.

It may not be necessary to apply GA for this 10-variable subset selection problem
since there are only 1023 subsets. However, we apply the GA subset selection for the
demonstration purpose. The GA parameters configured for this example is summarized in
Table 8.8. We force the best subset of the current generation goes to the next generation
without crossover or mutation. The best subset of the initial population is {xg, x4, 25, 10}
GA found the best subset since the 5" generation (Table 8.9). In this experiment, only 500

subsets (not distinct) are evaluated. Practically, one may want to use more generations (for

instance 100) to reach the convergence. One may argue that will require more computation
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Table 8.8: GA Parameters for Friedman Data

Ngen 10
Npop 50
Peross 0.9
Pmutation 0.01
Elitism YES
Type of crossover | Uniform

Table 8.9: RVR Friedman Data: GA for Subset Selection

Generation | Best Subset | ICOMPC1
1124510 -415.8
21245 -415.9
31124569 -438.8
41124569 -438.8
5112345 -559.3
6112345 -559.3
7112345 -559.3
8112345 -559.3
9112345 -559.3

1012345 -559.3

then APSS. It is true for this 10-variable model. However, when the number of variables
increases, the total number of subsets increases very fast. When using GA, it is not necessary
to further increase the population size or the generation number. From this point of view,
GA is efficient for the scenarios with large number of variables. To confirm the robustness of
the GA solutions, we repeat the GA procedure 100 times with a random initial population
for each run. It is concluded that the true model is selected 56 times. There are 38 times
that the selected models include the true model and 2 to 3 nuisance variables. We think

this result is acceptable.
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Table 8.10: RVR Bonston Housing: Gaussian RBF Kerenel (1 run)
v | ICOMPC1 LOF 2C1 | MSEtrain MSEvali | MSEtest | #W
0.1 -374.7 | -1074.3 | 298.7 | 1.57E-16 | 79.7223916 70.39 | 401
0.2 171.8 | -1236.8 | 1007.6 | 1.56E-14 | 59.8575188 35.63 | 401
0.3 951.2 | -1272.6 | 1822.8 | 1.00E-11 | 44.5588249 19.63 | 401
0.4 1715.6 | -1093.0 | 2409.7 | 5.39E-07 | 37.6876285 23.51 | 399
0.5 -702.0 | -1322.7 | 439.7 0.93 | 21.9008714 5.32 | 181
0.6 -627.5 | -1284.6 | 500.1 1.23 | 14.8489666 6.31 | 157
0.7 -648.0 | -1302.5 | 505.5 1.20 | 11.8526334 6.36 | 149
0.8 -685.2 | -1275.1 | 456.8 1.36 | 9.71695417 5.06 | 133
0.9 -626.8 | -1266.0 | 521.1 1.69 | 8.97113256 4.54 | 118
1 -609.7 | -1253.6 | 533.9 1.78 | 8.44486925 3.96 | 110
2 -525.1 | -1097.3 | 494.2 2.67 | 10.5143119 3.22 78
3 4103.5 | -919.1 | 4630.6 2.71 | 10.4656171 3.82 | 392
4 -900.9 | -1060.6 | 130.6 7.48 | 12.6226372 819 | 29
5) -898.7 | -1053.9 | 129.2 7.68 | 14.1614114 9.17 26
6 1717.1 | -1022.3 | 2565.3 7.38 | 13.6352305 831 | 174

8.5.3 RVR: Boston Housing Data

In this experiment, we apply RVR to the popular benchmark - Boston Housing. Originally
published by Harrison and Rubinfeld (Harrison and Rubinfeld, 1978), the Boston Housing
data set includes 13 environmental and social factors that are believed to be relevant to the
median value of owner-occupied homes (Appendix A). In stead of transforming the original
variables as done by Harrison, a nonlinear modeling technique can be applied on the original
variables. Therefore, the Boston Housing data set has been widely used as the benchmark
of the kernel-based methods.

The total of 506 observations were randomly split into 406 training observations, 80
validation observations and 25 testing observations. The validation data is needed only
when the 2-fold cross-validation is utilized to choose the optimal kernel function. All the 14
variables are linearly scaled to [—1, 1]. Following the current literature, the Gaussian RBF
kernel is applied. Again, ICOMP is utilized to choose the optimal scale parameter of the
saturated model. The average MSE and the standard deviation of MSE of the testing data

are evaluated.
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Boston Housing: Gaussian RBF RVM
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Figure 8.4: Boston Housing: 100 Simulations

In a single simulation (Table 8.10), ICOMPC1 chose v = 4 as the optimal scale para-
meter corresponding to the testing error of 8.19. If the cross-validation method was used,
one should have chosen v = 1, which is the minimizer of the validation data error. The
testing data MSE of this model is 3.96 with 110 RVs. However, one can see this is not likely
to be the optimal model because the average number of RVs is 39 and the average testing
data error is 7.46 based on the 5-fold cross-validation results (Tipping, 2001). This implies
that this model happened to be good for the given testing data and may not be general
enough for the other data. ICOMPCI1 did not choose v = 1, 2 or 3 where the testing errors
are tremendously smaller because those models have much higher complexity due to the
redundant RVs.

We repeat the simulation 100 times (Figure 8.4). It is shown that ICOMPCIF give the
comparable testing testing data MSE.

Besides selecting the right scale parameter of the Gaussian RBF kernel, one may be
interested in finding the factors, among the 13 potential factors, that have crucial contri-

bution to the median housing price. We may conduct the all possible subset (8191 subsets)
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Table 8.11: RVR Boston Housing: All-Possible-Subset Selection

Model ICOMPC1 | MSEtrain | MSEtest | # w
Best 15679111213 -971.3 9.43 12.55 16
13vars. | 1234567891011 1213 -900.9 7.48 8.19 29
12vars. | 123456781011 1213 -889.5 7.63 8.16 30
11vars. | 12456789 111213 -912.8 8.34 9.52 25
10vars. | 1256789111213 -953.7 8.56 10.32 22
9 vars. 156789111213 -955.2 8.63 10.14 20
vars. | 15679111213 -971.3 9.43 12.55 16
Tvars. | 156791113 -966.3 9.89 13.17 14
6vars. | 56791113 -950.7 10.73 13.99 13
5 vars. 5691113 -944.9 11.21 19.10 11
4 vars. | 6111213 -895.6 14.19 23.67 8
3vars. | 5611 -822.0 19.10 47.15 6
2vars. |67 -689.6 27.69 40.33 4
1 vars. | 10 -418.3 61.81 80.06 2

selection using ICOMP as the model evaluation criterion. Alternative, one may use the ge-
netic algorithm (GA) to find the optimal (may not be the best) subset more efficiently. We
will demonstrate both to the Boston Housing data. GA is extremely useful if the number
of variables is relative big.

The results of the all-possible-subset selection using ICOMPC1 as the criterion are
summarized in Table 8.11. The best subset model excludes ZN, INDUS, CHAS, DIS and
TAX. Tt offers the better sparsity (16 RVs) but relative higher testing error (12.55) compared
with the saturated model. We see that the 12-variable-model or the 13-variable-model is
the best in terms of the predictive performance for the 25 testing observations in this
experiment. However, there are correlated variables that bring the redundant information.
That is the reason that ICOMP did not choose these two complex models. We believe
that variable selection will help us understand the contribution of individual variables thus
give us better practical interpretation. Therefore, we also present the best subset for each
particular size.

In the 12-variable-model, RAD is excluded. RAD is an accessability variable that should

have positive impact on the housing values. It is shown that RAD and TAX have very high
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positive correlation (r = 0.91). RAD also has relative high positive correlation with other
variables including CRIM, INDUS, NOX and DIS. For instance, DIS, also a accessibility
variable, can reflect the nearnesss to workplace which RAD can explain. Therefore, RAD is
not necessary to be included since its contribution can be provided by some other variables.
As we can see, the 12-variable-model actually has slightly smaller testing error. The 11-
variable-model further dropped INDUS, the negative environmental influence due to the
industry. INDUS is highly correlated (r=0.76) with the accessibility variable DIC and the
air pollution variable NOX. Therefore, we are not surprised that INDUS is not in the model.
The increasing of the testing error (9.52) is still acceptable. We can compare the variable
selection results with some works in the literature. In Fukumizu (2004) and Breiman’s
(1985) work, RM, LSTAT, PTRATIO and TAX are selected as the variables with the most
important contribution. However, the air pollution variable NOX is excluded from their
models. Breiman claimed that the convex pattern between NOX (actually NOX2 in his
model) and MV (the median housing value) is difficult for the linear model to pick up.
Both Breiman (1985) and Harrison (1978) agreed that NOX has marginal contribution to
MYV. Our best 5-variable-model includes NOX, RM, RAD, PTRATIO and LSTAT, which
agrees well with the previous work. TAX is not included in our model. However, TAX has
0.91 correlation with RAD and 0.66 correlation with NOX. We have reason to believe its

contribution has been explained by the other variables in the model.

8.5.4 RVLR: Ripley’s Data

The well-known Ripley data set problem consists of two classes where the two-dimensional
data for each class have been generated by a mixture of two Gaussian distributions.

In RVLR, we define p as the probability that an observation belongs to Class “1”.
The classification is done by comparing the probabilities (or the membership). If p > 0.5,
assign the observation to Class “1”, otherwise, to Class “0”. 100 training observations are
randomly selected from the original Ripley’s 250 training data. The testing data includes

1000 observations.
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Table 8.12: RVR Ripley’s Data: Gaussian RBF Kernel (1 run)

v | ICOMPC1 | ICOMPCIF | Error-train% | Error-test% | #w
0.1 113.7 135.2 6 14 22
0.2 40.1 40.0 9 8.7 7
0.3 22.5 21.6 8 8.1 4
0.4 21.6 21.6 10 8.1 4
0.5 21.4 20.5 11 8.6 4
0.6 22.7 21.5 11 9 4
0.7 26.6 24.6 11 8.8 4
0.8 29.4 26.8 12 9 4
0.9 28.9 26.2 13 9.3 4

1 25.2 23.5 15 9.9 4

2 23.2 18.7 12 10.5 2

3 26.4 204 12 10.4 2

4 28.8 21.5 12 10.4 2

We utilize the popular Gaussian RBF kernel. Different scale parameters v have been
compared (Table 8.12). The optimal scale parameter is the minimizer of ICOMP. The
optimal scale parameter selected by ICOMP(C}) is v = 0.5, corresponding to the test
classification error of 8.6%. Only 4 RVs are needed (Figure 8.5).

We now repeat the simulation 100 times. In each simulation, a random sample of 100
training observations are selected from the original 250 observations. This experiment leads
to the average testing data classification error of 9.8% when using ICOMP as the model
selection criterion. If we fix the scale parameter to 0.5, as Tipping illustrated in his work
Tipping (2001), the average classification error is 9.6%. We would say the performance of

both ways are similar.

8.5.5 RVLR: Heart Data

The nuclear magnetic resonance (NMR) imaging has been used to identify fatty tissues in
the arteries in order to early detect the cause of heart attack. NMR shows blood flow as
well details of the aorta and heart valves. The NMR aorta data applied in this research

was collected by Dr. Pearlman (1988) at the Medical School of the University of Virginia.
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RVM Classification of Ripley’s synthetic data
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Figure 8.5: Ripley’s Data: RVM Classification Using Gaussian RBF Kernel

Data is pooled from 418 patients. There are total of 20 variables including radius, angle,
and 16 different image acquisitions variables. The first 194 patients belonged to the class
of early atheroma. 20% of the observations in each class are used as the training data. The
rest 80% are used as the testing data.

All 20 variables are used first. Different kernel functions, including Linear, Guassian
RBF, Cauchy and Cubic, are compared using ICOMPPEUCIF (Table 8.13). It can be
concluded that the linear kernel is the optimal with in terms of the ICOMP values. Actually,
this data can be easily separated (Figure 8.6). It is not surprised that only two RVs are
necessary for the training. A linear classifier is good enough using just Variable 1 and
Variable 2. Including all 20 variables may even decrease the classification rate besides
increasing the model complexity. We now conduct the subset selection to decide which

variables are critical for the classification. The number of subsets is 220 — 1 = 1, 048, 575.
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Table 8.13: RVRLR: Aorta Data Compare Kernels (Saturated Model)

Kernel Parameter | ICOMPPEUCIF | # RVs | Training Error | Testing Error
Linear 5.23 2 0 0
Polynomial | Order = 3 7.74 2 0 0
Cubic a = 0.09 11.81 2 0 0.60
Gaussian v =2 13.59 3 0 1.50
Cauchy a=1.1 14.05 3 0 0.30
RVM Classification of NMR Aorta Data
06l calrioiiiiieniiiiiiiiiioess
snn@iiiiiniiiiiniiiiiny
04} Trretitiiiiiites .
0.2 R 1
of  EmT ¢ Ginsez |
R ** Decision boundary
S LA p=0.25/0.75
N -0.2f *:::;;;- O Rvs i
2 : %%
B -04F g7 .
§ 5%: e
_ | *. .. i
T ekt
*ii
_08 - . e -
i
1k W A
*:.
-L2b it :
-14} : e
-08 -06 -04 -02 0 02 04 06 08 1 1.2
Varaible 1

Figure 8.6: Aorta Data: RVM Classification Using Linear Kernel
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Table 8.14: RVRLR: Aorta Data Subset Selection

Kernel Model ICOMP | # RVs | Train | Test
Linear 12357810111213 1416 17 18 19 20 4.76 2 0 0
Polynomial® | 12459 13 14 17 18 20 6.54 2 0 0
Cubic 1267101317 7.40 2 0 0
Gaussian 235910111213 1517 1819 7.93 2| 46.43 | 46.41
Cauchy 12671219 9.68 2 0 0

Therefore, we perform a GA procedure to find the optimal subsets efficiently. We use

50 generations for each search with the population size of 50. It can be concluded the

best subset still comes from the linear kernel (Table 8.14). The Gaussian RBF kernel is

not appropriate for this data whose best subset leads to about 46% classification error.

The other kernel functions also have subsets with zero classification error. However, their

complexity are higher.

The best subsets of the Linear, Polynomial, Cubic and Cauchy

kernel all include the first two variables, which can separate two classes easily (Figure 8.6).
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Chapter 9

Conclusions and Recommendations

of Future Work

9.1 Conclusions

This dissertation extends the using of ICOMP as the model selection criterion to kernel-
based regression analysis. This model selection criterion utilizes a simple real-valued information-
theoretic measure of complexity to evaluate the goodness-of-fit and the generalization of each
candidate model without using the validation data. It is used to choose kernel functions, the
parameters of the kernel function, parameters of the regression models, and the best subset
of the input variables. Under the circumstance where the number of input variables is large,
ICOMP and the Genetic Algorithm are combined to find the optimal subsets efficiently. The
regression analysis applications that have been discussed in this dissertation include kernel
ridge regression, kernel partial least squares regression, kernel principal component anal-
ysis, kernel principal regression, relevance vector machine regression and relevance vector
machine logistic regression. Our numerical results indicate that kernel models selected by
ICOMP have comparable (sometimes better) predictive performance as those chosen by
using cross-validation. However, the decreasing of the computational time is tremendous

when ICOMP is used.
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For the kernel ridge regression, ICOMP is capable of choosing the ridge parameter,
comparing the kernel functions, choosing the kernel parameters given the form of the kernel
function, and choosing the optimal subset of independent variables. This dissertation pro-
vides the ICOMP forms for KRR using the exact covariance and the asymptotic covariance
(using inverse Fisher’s information). This dissertation also derives the interval estimates
of the kernel ridge regression and the weighted kernel ridge regression. We compared four
forms of ICOMP with cross-validation using the simulated sinc function. It is concluded
that ICOMPC1, which scores the exact covariances of the estimated regression coefficients,
outperforms the others and gives the similar results as LOOCV does. In the repeated sim-
ulation experiments, the models chosen by LOOCYV is quite different due to the randomly
selected validation data for each run. The models selected by ICOMP are more consistent
and are generally among a small group of similar candidates. Using ICOMP as the model
selection criterion, KRR successfully picked the desired variables of the Friedman’s data
with 100% correct rate. It is also illustrated using Friedman’s data that applying Genetic
Algorithm has the similar performance without conducting the all possible subset selection.

Applying the PEU version of ICOMP to KPLS, it is observed that ICOMP successfully
chooses the optimal number of latent variables. This dissertation also proposes a regular-
ization method to provide a better estimate of the error variance, which is used in ICOMP
to compare different kernel functions. The numerical experiments indicate that ICOMP’s
performance is very close to that of the cross-validation method. ICOMP also outperforms
AIC and SBC in 100 simulations. For the Friedman’s data, combining ICOMP and GA, the
proposed model selection criterion chooses the desired subset of the independent variables
99% of the time.

Using the multivariate form of ICOMP to KPCA, it is illustrated using the toy example
that ICOMP chooses the Gaussian RBF kernel as the optimal kernel function among four
candidates with 8 PCs retained which reflects 95% of the total variance. When the Gaussian

RBF kernel is utilized, the optimal scale parameter selected by ICOMP is similar as the one
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selected by the cross-validation method. This dissertation also demonstrates that ICOMP
can be used to choose the kernel function and the number of PCs for KPCR.

This dissertation uses ICOMP as the model selection criterion to compare different
kernel functions and choose the optimal subset of the independent variables. The numer-
ical results indicate that ICOMP is as good as the cross-validation method in finding the
optimal kernel parameters. ICOMP is computationally more efficient compared with cross-
validation. Therefore, it is more efficient to use ICOMP to select kernel functions besides
selecting the parameters given the form of a kernel function. The proposed method is suc-
cessfully applied to both the relevance vector regression and the relevance vector logistic
regression for the classification. It is also demonstrated that variable subsetting may in-
crease the predictive ability of the model tremendously. In the current literature, n-RVM is
used for the Friedman’s data to achieve smaller prediction error. It is very time consuming
because 7-RVM uses a nonlinear gradient search procedure. This dissertation uses ICOMP
as the model selection criterion and GA as the searching technique to choose the optimal
subset of the independent variables. The selected model has a comparable prediction error

and the searching procedure is very efficient.

9.2 Recommendations of Future Work

The model selection criterion used in this dissertation for the univariate kernel-based re-
gression analysis applications can be extended to the multivariate applications following
Bozdogan’s ICOMP forms for the linear multivariate regression (Bozdogan, 1990, 2004a).
The ICOMP form for KPCA used in this dissertation depends on the technique of ap-
proximating pre-images. The pre-image approximation method applied in this dissertation
uses different formulas for different kernel functions. Furthermore, the pre-images of some
kernel functions are not available using this approximating method. We hope to develop
a measure of lack-of-fit (for computing ICOMP) in the future that does not require the

approximating of pre-images.

137



The Gaussian noise has been assumed in this dissertation. It can be generalized to
the non-normal distributions such as Power Exponential (PE) and family of elliptically

contoured (EC) error distributions (Liu, 2006).
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Appendix

A1 Description of Sinc Function

The sinc function has been widely used as the simulation data in the nonlinear machine

learning area. The sinc function is defined as

sin(z)

y = sinc(x) = (Al1.1)

T

In each simulation, 100 observations were generated within the z range of [-10, 10] as the
training data. The Gaussian noise N(0,0.1?) has been added to the response. Additional
1000 noisy observations were generate as the testing data. This testing data is treated as

the validation data when cross-validation is used for the model selection.

A2 Description of Friedman’s Data

The true function of the Friedman’s function Friedman (1991); Tipping (2001) is defined as

10
y = 10sin(rzize) + 20(z3 — 0.5)% + 1024 + Sas5 + Z 0xx; (A2.2)
=6

The 10 independent variables x1 — x1¢ are randomly generated from the unit hypercube.
Variables xg through z19 have no contribution to the response y. The Gaussian noise

N(0,12) is added to the response.
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A3

Description of Boston Housing Dataset

Source: StatLib library, Carnegie Mellon University

Original Publication: Harrison, D. and Rubinfeld, D.L. “Hedonic prices and the demand

for clean air”, J. Environ. Economics & Management, vol.5, 81-102, 1978.

Data Description: Concerns housing values in suburbs of Boston.

Number of Observations: 506

Number of Independent Variables: 13 continuous variables (including ”class” attribute

"MEDV”), 1 binary variable (CHAS).

Response: MEDV: Median value of owner-occupied homes in 1000’s

Independent Variable Description:

1.
2.

CRIM: per capita crime rate by town

ZN: proportion of residential land zoned for lots over 25,000 sq.ft.

. INDUS: proportion of non-retail business acres per town

4. CHAS: Charles River dummy variable (= 1 if tract bounds river; 0 otherwise)

© o N o

NOX: nitric oxides concentration (parts per 10 million)

RM: average number of rooms per dwelling

AGE: proportion of owner-occupied units built prior to 1940
DIS: weighted distances to five Boston employment centers

RAD: index of accessibility to radial highways

10. TAX: full-value property-tax rate per 10,000

11. PTRATIO: pupil-teacher ratio by town

12. B: 1000(Bk — 0.63)? where Bk is the proportion of blacks by town

13. LSTAT: lower status of the population

Missing Values: None.
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