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ABSTRACT

My doctoral research has focused on the developrobEmhicroscale optical
techniques for examining micro/bio fluidics. Prealmary work measured the velocity
field in a microchannel, by optical slicing, usi@pnfocal Laser Scanning Microscopy
(CLSM). Next, Optical Serial Sectioning MicroscofSSM) was applied to examine
thermometry by detecting the free Brownian motidnnano-particles suspended in
mediums at different temperatures. An extensiothisfwork used objective-based Total
Internal Reflection Fluorescence Microscopy (TIRFNY) examine the hindered
Brownian motion of nano-particles that were vemysel to a solid surface (withingin).

An optically transparent and electrically conduetilmdium Tin Oxide (ITO)
biosensor and an integrated dynamic live cell imggsystem were developed to
dynamically examine changes in cell coverage aced, morphology, cell-substrate
adhesion, and cell-cell interaction. To our knalge this is the first sensor capable of
conducting simultaneous optical and electrical messents. This system consists of an
incubator, which keeps cells viable by providing tilecessary environmental conditions
(37 °C temperature and 5 % GQand multiple microscopy techniques, includingltmu
spectrum Interference Reflection Microscopy (MS-IRMIRFM, Epi-fluorescence
Microscopy, Phase Contrast Microscopy (PCM), anfleBantial Interference Contrast
Microscopy (DICM). Along with investigations of @ymnetric proliferation including
cellular barrier functionsjn vitro cytotoxicity experiments were also conducted to
examine the effect of a drug (cytochalasin D, actagent) on cellular motility and
cellular morphology. These cytotoxicity results ggivs a fundamental understanding of

the cellular processes induced by the drug, whigdhbe invaluable in the search for

iv



methods of preventing metastases. In this resemtf8HRM is used to examine the focal
contacts and the gap morphology between cells abstrstes, DICM is used to examine
the coverage area of cells, and impedance measnteme used to correlate these two

parameters.

Advances in the understanding of vascular bio-partsn endothelial cells will have an

impact on many aspects of cell biology, tissue megiing, and pharmacology.

Particularly important will be the ability to testie popular hypothesis that the cell

barrier function is regulated by specific cytosketeelements controlling intercellular

and extracellular coupling.
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CHAPTER 1

OPTICAL SENSING

1.1 Confocal Laser Scanning Microscopy (CLSM)
1.1.1 Introduction

A confocal microscopy, patented by Dr. Marvin Miggk] at Harvard University
in 1957, dramatically improves optical resolutioite microscopic imaging to an
unprecedented level of 180-nm lateral resoluticth Z®0-nm axial resolution (refer to the
next section for more details). The most imporfaature of the confocal microscopy is
its ability to deliver extremely thin, in-focus ige@s by true means of depth-wise optical
slicing, and allowing the gathering of 3-D recouasted information by the line-of-sight
imaging without the need of physical sectioningpécimens.

The basic ‘confocal’ concept is described by a paocanning of the laser
excitation and a spatially filtered fluorescenagnal emitting from the focal point onto
the confocal point (Figure.1.1-a). The pinhole &pey; located at the confocal point,
allows emitted fluorescent light, exclusively fraime focal point, to pass through the
detector (solid lines), and filters out fluoresckgiit emitted from outside the focal point
(dashed lines). This “spatial filtering” is the keyrinciple to enhance the optical
resolutions by devising the depth-wise optical iseatg. The illuminating laser scans
rapidly from point to point, in a synchronized waith the aperture, to produce a full-
field image on the detector. The practical confonaroscopy [2] has been widely used
in biology, material, and medical research to alloverostructures to be visible where

they would be otherwise invisible because of thatlilevise obscurity.
1
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Optical characterization of confocal microscopy haen fairly well studied by a
number of optics researchers. The depth discrimvinatapability of this microscopy has
been analytically characterized for a range of ridsoence wavelengths and the
simulation results have been compared with theesponding experimental results [3].
A quantitative theoretical analysis for standardfooal microscopy, in conjunction with
3-D fluorescence correlation spectroscopy, has lmreloped using a point-spread
function in conjunction with a collection efficieyc function [4]. Aberration
compensations for confocal microscopy were disaugsespherical aberration occurring
when one is focusing deep within the specimen {Bid for additional aberrations
induced by mismatches in refractive index valuaeseor inside the specimen[6]. An
extensive study [7] shows that the signal-to-backgd ratio (S/B), with background
defined as the detected light that originates datsi resolution volume, obtained with a
confocal microscope can be more than 100 timestegrélaan the S/B available with a
conventional microscope, and the optimized confeiaial-to-noise ratio (S/N) can be a
factor of 10 greater than the S/N of the convemtionicroscope.

The galvanometric steering of the focal point of tkraditional confocal
microscopy (Figure. 1.2-b) limits its scanning spée approximately one (1) image-per-
second (IPS), which is too slow for real-time ola&on of moving objects at any
practical speeds. The innovative use of a rotatmgro-lens array [8, 9], replacing the
single pinhole, makes it possible for confocal mscopy to scan full-field images at
substantially higher IPS rates. Further study leehldone to use the high-speed confocal
microscopy using a rotating scanner for advanceehigdical applications of real-time

3-D imaging of single molecular fluorescence [10Both theoretical and experimental



comparisons have been studied for the depth-wsauton of the high-speed confocal
microscopy with multi-focal and multi-photon micoagpy [11].

The essential innovation of the Confocal Laser ScanMicroscopy (CLSM ) is
the use of dual high-speed spinning disks (Figar2): the upper disk is a rotating
scanner that consists of 20,000 micro-lenses, laadotver one is called a Nipkow disk
that consists of matching 20,000 pinholes ofs®-in diameter. Both of the incident
excitation light and emitting fluorescence lighthmare defined by a similar optical path.
The pumping light is focused by the micro-lenshad scanning disk through the pinholes
on the Nipkow disk. A dichroic mirror, located betn the two disks, reflects the
returning confocal fluorescence image to the CCDrdal-time, true color recording. As
the disk rotation of 30-rps and a scanning spee&b60fIPS are possible, and the multiple
pinholes sweep the view, a full field imaging attopl20-IPS is possible by averaging
three sweeps per single field for statistical elkament.

The idea is that the CLSM can accommodate theofiseicroscopic-Particle
Image Velocimetry [12-14] to achieve optically-glic microfluidic velocity field
mappings. To the authors’ knowledge, the use of LUSr micro-PIV has not been
published in any open literature to date. A comipagacharacterization of the CLSM
micro-PIV and a regular micro-PIV is presented byasuring the same flow
configurations under otherwise identical opticaha@itions of image magnification, field
illumination, and fluorescence filtering. Detailefiow measurements have been
conducted for Poiseuille flows developed in micapitlary pores of 10um and 500-
pm internal diameters (ID, nominal) are presentad/éen the CLSM micro-PIV and the

regular epi-fluorescent micro-PIV comparison.
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Figure 1.2: A principle of the dual-Nipkow disk dgs for a high-speed Confocal Laser

Scanning Microscopy (CLSM).



1.1.2 Lateral/Axial Image Resolution and Optical Inage Slicing
1.1.2.1 Conventional microscope

When the Fraunhofer conditibiis satisfied, microscopic particle imaging can be
depicted by the Fraunhofer diffraction rings, adllehe Airy function [15]. Two
neighboring objects are said to be marginally nesbwhen the center of one Airy disk
falls on the first minimum of the other Airy patten.e., the so-called Rayleigh criterion
for monochromatic imaging. The Rayleigh criteriangenerally defined as the lateral
resolution for conventional microscopic imaging amsked to estimate the minimum
resolvable distance between two point sourcegibtdigenerated from a specimen (Table
1). If emitted wavelengthsi{,) of point sources are all the same, their Airyjkdibave
the same diameter, as long as for the same okgeutith a specifiedNA?, and the
Rayleigh criterion is equal to the radius of theyAdisk, i.e., 0614,/ NA where NA is
the numerical aperture of the microscopic objedives.

Unlike the lateral Fraunhofer diffraction, the axdiffraction pattern of a point
source does not constitute a disk-shape but anglamsr shape or flare of the Point
Spread FunctionRSH. A similar reasoning can be used to draw the laReyleigh

criterion [2], which is defined by taking the dist® from the maximum intensity

! This is also called a “far-field” diffraction coftiin, which is defined asR > a’/A where R is the

smaller of the two distances from the particlehie bbjective lens and the objective lens to theginta
detector, @ is the particle radius, andl is the wavelength in the medium. For typical coodt for
micro-PIV, R~ 1 mm, a~ 200 nm, andA ~ 500 nm, the inequality is well satisfied by mdhan
12,000 in ratio.

? Numerical Aperture NA) is defined asNA=n sing, where n, is the refractive index of the
immersing medium (air, water, oil, etc.) adjacemtlie objective lens, anﬁmaxis the half-angle of the

maximum cone of the light apertured by the lens.
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location at the focal plane to the first locatidrttee minimum intensity along the optical

axis, or equivalently2ni__/ NA® (Table 1). Note that the axial resolution increaséth

increasing refractive index of the medium, whereas the lateral resolution is
independent oh. In usual sense, the Depth-of-FieRIQF) is referred to the defocusing
range from the focal plane image of a single plertic object before its “unacceptable”

blur is observed, anBOF is conventionally defined as one-half of the axedolution,

i.e., DOF =n/,_,/ NA*. However,DOF does not constitute a true meaning of “depth-

wise optical slicing” of images when multiple pal#is/objects are imaged in the line-of-
sight direction.
1.1.2.2 Confocal microscope

The pinhole diameter is an important parameteraf@onfocal microscope and
plays a decisive role in determining its image h&sans. When the modified pinhole
diametet, PD, is greater than one (1) Airy Unib(?), i.e.,PD > 1.0AU, a geometrical-
optical analysis is used, while fB'D < 0.25AU, a wave-optical analysis is applied [16].
Summarized results are presented also in Table théolateral/axial resolution formulas
for both geometrical-optical and wave-optical caaflomicroscope systems. The lateral
resolution uses a criterion based on Full WidthHaf Maximum EWHM) two
neighboringPSF images at the confocal plane, somewhat analogoube Rayleigh
criterion of a conventional microscope, but additilty accounting for the pinhole effect
of spatial filtering on the image construction tlsatestricted from the full Airy pattern of

Fraunhofer diffraction. Likewise, the axial resadut of confocal microscope is based on

® Modified pinhole diameter,PD = Pinhole diametenm)/Magnification

4 Airy unit, AU =1.22A./NA with A, being the fluorescent excitation wavelength
7



Table 1.1 Lateral/Axial Resolution and Optical Slie Thickness for both Conventional

and Confocal Microscope Systems.

Conventional Geometrical-Optical Wave-Optical Confocal
Microscope Confocal Microscope Microscope
0.6 =
~~Tem 0.5
Lateral Resolution NA ex M
NA NA
0.881,, 0.641
Axial ~ NA=05 nA JP-NE N
2——em n—-+n"— NA n—+/n" — NA
NA =
i 1.6M[A
Resolution | \a<0.5 6 ey 1.2n 1A
NA NA?
Optical Slice 2 3 0.641
No Definition \/{ 0.88,, j +(*/—2hEPD] A
Thickness n—/n’ - NA NA n—-+vn?— NA




FWHM of PSFconstructed along the optical axis.

Note that the axial resolution uses two differeotnfulas depending on the
ranges Oof NA of the objective. Also, while for the geometricgdtical confocal
microscope both lateral and axial resolutions awmctions of the excitation

wavelengthd_ , for the wave-optical confocal microscope theyfarections of the mean

ex’

wavelength A °, of A and A_. In contrast, the image resolutions for convergion

microscope depend only on the emission waveleAgih Note that the nominal
magnifications are specified for the conventionalroscopic imaging, but they had to be
corrected for the case of the confocal microscopgesthe optical paths are routed
through the confocal unit before the detector teswlin slightly reduced actual
magnifications. While the lateral resolution of tt@nfocal microscope is slightly better
than that of the conventional microscope, the coalfaxial resolution shows more than
20 % reduction from the conventional microscope.

More exclusive and unique feature of confocal nscopy may be represented
by its optical slicing capability. Since the focdsegion is defined approximately as a
“lobe” elongated along the optical axis, ratheraasideal point, primarily because of
spherical and/or chromatic aberrations, it cont&#a distributed probe imaging volume
laterally as well as axially. For a conventionalcroscope, when the imaging plane
moves away from the focal plane, the image focussndegraded but the integrated

amount of the emitted light energy remains moreless unchanged as long as the

/]ex mem
JA2 R,

9
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defocusing distance is smaller than the axial dsiemof the probe volume. As a result,
off-focused images are blurred and larger in si#gb veduced intensity (reduced number
of photons bombarded per unit area), but theil taienber of photons remains the same
because of no spatial filtering restrictions. Sittee entire flow field is illuminated in the
line-of-sight direction in micro-PIV configuratiorthe integrated and blurred images
contribute to degrading the measured velocity veattds. The effective depth, so-called
the depth-of-correlation, over which particles witintribute to the measured velocity has
been well documented elsewhere for the case oferdgimnal micro-PIV measurements
[17, 18]

In contrast, for the case of spatial filtering bpiahole of confocal microscopy,
the maximum number of photons is recorded only winenfocal plane is imaged with
the pinhole allowing minimum level of filtering dhe incoming light. The integrated
light energy dramatically drops as the defocusewgl is progressed with image plares
c andd, since the amount of the spatial filtering progresly increases with the degree
of defocusing. This allows truly “optically slicedimage recording for confocal
microscopy. No such definition for optical slicinig available for conventional
microscopy. Therefore, the confocal microscope, eaclusively observe fluorescence
particles near the focus, with a peak of the iratmt light energy, and the detected light
energy falls off sharply as one moves out of focus.

Analytical expressions for the optical slice thieks that were developed
theoretically with experimental corrections fromltiple contributors [2-4, 7, 16, 19, 20]
are tabulated for both geometrical-optical and wapgcal microscopic ranges in Table 1.

Note that the slice thickness for the geometrigaleal range depends on the pinhole
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diameter whereas that for the wave-optical rangmgle formula is defined uniquely for
all pinhole diameters as long as they satisfy titereon of PD < 0.25AU. Table 2 shows
the optical parameters for the present experimeatagideration for typical cases and the
calculated optical resolutions and optical slicekhesses using the formula presented in
Table 1. The confocal microscope systemMatroscale Fluidics and Heat Transport
Laboratory (http://minsfet.utk.edu) falls under the geometptical confocal microscope
asPD = 1.329 for the 40X nominal (37.6X confocal) and.319 for the 10X nominal
(9.4X for confocal), botlPD values are satisfying the geometric optic condgiof being
larger than one correspondidd). The objective lenses are semi-apochromat and air-
immersion types. The optical slice thickness isnested to be better than|8n for the
40X nominal objective and less than 2 for the 10X nominal objective. The former
objective is used to record particle image fieltilifferent imaging planes inside the
100um ID pore, and the latter objective, for the 500-ID pore. No effective means of
optical slicing is available for conventional misoopy. With the conventional
microscope, clear images can only be obtained wviherine-of-sight dimension of the
test field is less than the wave-opti€DF of the objective, defined as one-half of the
axial resolution. When the line-of-sight dimens@xteeds the specifiddOF, integrated
object information is recorded that is inevitablyrbed by the out-of-focus forward as

well as background images.
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Table 1.2 Representative optical parameters for thpresent study and the optical

resolutions and the slice thickness of the confocalicroscope system.

Aex, €XCitation wavelengthun) 0.488
Aem €Mission wavelengthu(n) 0.515
A, mean wavelengthum) 0.500879
Refraction Index 1.0
NA 0.75 0.3
Overall Magnification 40 (37.6) 10 (9.4)
Airy Unit (AU) 0.793 1.984
Pinhole Diameter(m) 50 50
PD (um) 1.329 5.319
Conventional Geometrical-optical Wave-optical
microscope confocal microscope confocal microscop¢
40X 10X 40X 10X 40X 10X
Lateral
0.418 1.047, 0.331 0.829 0.247 0.617
resolution
Axial
1.831 | 11.444 1.268 9.323 0.946 6.959
resolution
Optical Slice
Not Defined 2.820 26.701 0.946 6.959
Thickness
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1.1.3 Experimental System

Figure 1.3 describes an experimental setup of rid¥b system using high-
speed CLSM. The experimental setup consists ofadMipkow disk confocal module
(CSU-10, Yokogawa), an upright microscope (BX-6lyrfipus), a 50-mW CW Ar-ion
laser (Laser Physics), a frame grabber board (Q&&yging), a CCD camera (UP-1830,
UNIQ, 1024 x 1024 pixels at 30 FPS), a micro syeingump (55-2111, Harvard
apparatus), a micro test section, and PIV anabdiisvare (Davis, LaVision). The lower
inlet port of the confocal head unit is attachedh® ocular port of the microscope and
the upper outlet port is connected to the CCD camarseries of digital images are
transferred from the CCD camera to a computer Isgipg through a digital cable and a
frame grabber board. A fiber optic cable (OZ optiosnnects the confocal module with
Ar-ion laser, whose illuminating light passes ttgbuhe fiber optic, a confocal module
and an objective lens, then reaches on a tesbee@itest section is connected with a
micro syringe by using Teflon tube and a micro syei pump constantly pushes the
micro syringe so as to generate a designated thosv r
1.1.4. Comparison of Particle Images between Conveonal Microscopy and
Confocal Microscopy

The PIV raw images are shown for three selectedeglafy/R = 0 at the center-
plane,y/R= 0.4, and/R = 0.8 near the top end of the microtube innerasg;fin Figure.
1.4. and 1.5. The 516, ID microtube is imaged at 9.4X confocal or 10Xaeentional
microscope, and the 98 ID microtube, at 37.6X or 40X, respectively. T¢enfocal
microscopic images demonstrate optically slicedgesawith clear image definition of

individual particles located within the slice thidss. On the contrary, the conventional
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Figure 1.3: Experimental setup of micro-PIV systesing high-speed CLSM.
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Figure 1.4: Particle images taken at three diffeygplanes of a 516 channel by the
CLSM (left column) and by the wide-field epi-flu@aence (right column) microscopy.
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Figure 1.5: Particle images taken at three diffeyeplanes of a 99#m channel by the
CLSM (left column) and by the wide-field epi-flu@aence (right column) Microscopy.
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microscopic images are largely obscured by theréduoff-focused images, as the line-
of-sight dimension of the microtube far exceedsasimateddOF of 0.92-pm for 40X,

or of 5.72-pm for 10X. The background noise from the off-foaigarticle images can
be reduced to an acceptable extent by limitingRh&é measurement depth to a base-cut
level where the field-wide-averaged image intenstyches a one-tenth of the maximum
in-focus image intensity [18]. In addition, theastdight rays that are internally reflected
from the microtube inner surface and externallyaektd/reflected rays through the
curved microtube wall enter the detector withouhbespatially filtered and they further
deteriorate the particle images. Though there armuraber of techniques known to
improve PIV images, including the use of an oil-iersion objective with highlA or the
use of a pulsed laser for illumination, no furttegtempt has been accommodated at
present since the primary interest is to compagarttage and velocity field data quality
between the CLSM micro-PIV and the conventional roelV under specified and
identical imaging conditions.

The apparent image diameter of 200-nm particlesgnwback-projected to the
physical domain, is estimated to be 2y id-for 10X imaging of the 51Gm microtube,
and to be 0.8¢un for 40X imaging of the 9%m microtube, assuming that negligible
particle image streaks occur from the particle ldispment during a finite shutter opening
time. The relative particle image size normalibgdthe tube diameter, i.e., 0.87% for
the 99um microtube is more than two times bigger than @4fr the 5164m
microtube. For the case of the smaller microtube rélatively larger image size makes it
essential to accommodate the reduced particle nurdbasity in that the seeding

concentration is increased by only five times.
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Another point to note is that the normalized flegocity based on the microtube
diameter for the smaller microtube (0.54% = 544um-s*/994um) is more than three
times higher than that for the larger microtubd %@.s' = 79.7um-s*/5164um), and this
explains the more image streaks shown for theur@9microtube than for the 516-pym
microtube. The 54#m/s is bound by the lower limit of the volume floate of 0.75ul/hr
given by the micro syringe pump used. The partigiage streaks during the 33.3-ms
exposure time at 30-FPS are ju8-for the 99um microtube (more than two times larger
than the particle image size of 0.861 or 33% of the 5.%m interrogation volume size)
and 2.7pm for the 5164m microtube (approximately the same as the paiitictge size
of 2.10um or 12.3% for the 22um interrogation volume size). Therefore, the resglt
PIV flow vector field data for the smaller microwilwill likely be subjected to more bias
because of its lower particle image density anchtgker normalized velocity.

In order to compensate for such bias, a more rigoranalysis for the PIV
software improvement has been extensively studisiigua highly accurate high-
resolution PIV technique, particularly to improveetsub-pixel measurement accuracy
[14]. At present, in spite that these aspects cbeldmproved to an extent by carefully
altering the related parameters to the PIV analysis further attempt has been
contemplated since the comparative observatiothitevel of such bias is important to
characterize the differences between the conveadtiamd the CLSM micro-PIV systems.
Another way to alleviate the image streaking biak be to use a sufficiently short-
pulsed illumination to freeze imaging frame, whishcommonly exercised by many

researchers in using conventional micro-PIV [13].

18



1.1.5 Poiseuille velocity profiles developed in nmatubes

Figures 1.6 and 1.7 show measured velocity proaledifferenty-planes of the
99um and 5164m microtubes, respectively, and the solid symbefsesent the CLSM
micro-PIV data, the regular symbols for the conierdl micro-PIV data, and the
parabolic curves represent the ideal Poiseuillsv flrofiles that are depth-corrected
accounting for the aforementioned refractive indesmatching.

All presented results represent the flow field afvrvectors with no attempt for
artificial validation scheme implemented so tha timaging capabilities are exclusively
compared between the CLSM micro-PIV system andadmyentional micro-PI1V system.
The error bars represent 95% standard deviatiotisecdiveraged data of thirty (30) axial
locations at constant x per each image and fotvahty-nine (29) PIV image pairs
processed, i.e., average of 870 velocity profilesogether. Note that the Poiseuille flow
profile is calculated directly from the specifiedlwme flow rate conditions without
attempting any normalization for the velocity pled, i.e., 544m/s center maximum
velocity from 0.75pl/hr for the 99pm microtube or 79.7un/s center maximum velocity
from 30+l/hr for the 516gm microtube. The laminar flow entrance or develgdangth
is given ad./D = 0.65 (Lew and Fung, 1970) and the correspontdingth is calculated
to L = 64.4-um for the smaller microtube and& 335-pum, and thus, the tested microtube
flows have negligibly small entrance region to bbsh fully developed Poiseuille flow
within less than one-diameter distance from theasice.

For the 99am microtube, the CLSM data at the centerplane (Eigué-a) shows
a fairly good agreement with the calculated Poik=profile as anticipated by the truly

resolved depth-wise PIV imaging by the well-defirgdical slice thickness of 2.8
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Figure 1.6: Comparison of the velocity profiles m@@d by the CLSM micro-PIV and
by the conventional micro-PIV at differepplanes of the 9%m ID microtube.
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Figure 1.7: Comparison of the velocity profiles m@@d by the CLSM micro-PIV and

by the conventional micro-PIV at differepplanes of the 516im ID microtube.
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(Table 2), whereas the conventional micro-PIV dditews substantial underestimation of
-13.3 um/s from the calculations. We believe that the prynreason for such large
discrepancies are attributed to the lack of thecapslicing capability of the conventional
microscopy, and the particular reason for the usgtamation is due to the negative bias
caused by the out-of-focus forward- as well as gemknd blurred images that are
moving slower than the fastest center plane flowenwent. The centerline velocity
biases X = 0) at other planes gfR= 0.2, 0.4, 0.6 and 0.8, are measured to pi/s, -
1.7 um/s, +1.4pm/s and +2.3um/s, respectively. The magnitude of the negatias bi
gradually diminishes as being away from the cepl@ne toy/R= 0.2 (Figure 1.6-b), and
becomes minimal at/R= 0.4 (Figure 1.6-c) as supposedly a balanceaished between
the positive bias imposed by the faster backgrdlovd near the center plane regiofR

< 0.4), and the negative bias due to the slowergimund flow near the microtube edge
region (/R> 0.4).

Further away from the center planey#® = 0.6 and 0.8 (Figure 1.6-d and e), a
transition from the negative bias to the positiieshs observed and this is believed to be
the fact that as the top inner microtube wall iprapched the positive bias by the faster
moving background flow in the region pfR < 0.8 becomes dominant and the negative
bias is diminished by the significantly reduced moiabe edge region of/R > 0.8. In
contrast, the CLSM-PIV data remain fairly well agreg with the calculated profiles at
all the tested/-planes. The last CLSM profile shown in Figure &,6measured at only
10um away from the microtube edge, starts showing sq@aeeivable degree of
deviations and this is possibly due to the morestdraszelocity magnitude changes near

the wall, even within such a thin optical sliceckniess of 2.82um, as the velocity

22



gradient becomes steeper as the microtube wafigsoached. Additional reason for the
enlarged deviations may be attributed to the maoiestantial lens effect and internal
reflection occurred because of the relatively thieks for the relatively narrow flow
region.

For the case of the 536n ID microtube, the magnitudes of the negative bias
the conventional PIV results near the center pl&ngure 1.7-a and b) are dramatically
reduced in comparison with the previous| #8-microtube case. As shown in Figure 1.4
and 1.5 as well as discussed previously, the PIsiganquality, for both CLSM and
conventional cases, is noticeably improved for Ewger microtube with the lower
magnification (10X Nominal), and the advantageceudre of the CLSM micro-PIV is
less pronounced for the objective with low numédregerture NA = 0.3) used for its
imaging. Aty/R = 0.4 and 0.6 (Figure 1.7-c and d), both the CL&WB and the
conventional PIV data agree well with the theoryowimg negligible bias. At
largery/ R=0.8( Figure 1.7-e and f), however, the positive bigsstarts appearing and
the bias progressively grows with increasyiR, while the CLSM results stay in fairly
close agreement with the theoretical Poiseuillefilpo As the microtube wall is
approached, the PIV image quality degradation iplidied because of the dramatically
increased lens effect distorting images and thergsennage obscuration by the internal
reflection. Consequently, the bias of the converaionicro-PIV is amplified whereas the
CLSM micro-PIV results more or less consistentlpwelgood agreement. This indicates
that the optical slicing works more effectivelyibaprove the data accuracy when the PIV
image quality is not optimized. Note that the CL$faging in general shows more

distinctive improvement with higher magnificatioasd with higheMNA objectives, and
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should be even more pronounced with oil-immersiasell objectives wittNA larger
than unity.

1.2 Optical Serial Sectioning Microscopy (OSSM)
1.2.1 Background

When low Reynolds number flow velocities are degddby tracing submicron-
sized seeding particles, such as in micro-PIV (Elartmage Velocimetry) /PTV (Particle
Tracking Velocimetry) applications, the magnitudetlee Brownian thermally diffusive
motion can be comparable to the convective flowpldisement itself. It has been shown
that the well-defined thermal correlation of theo®nian motion can be used for
nonintrusive temperature measurement schemes.48, 1&4wson and Long presented a
feasibility study that examined how Brownian motican be used to devise low
temperature thermometry. Based on the fact that Kimetic potential energy of

molecules, or extremely fine particles, shows aweise-linear dependence on

kT i ) .
temperature, namel)}é , a correlation between Brownian motion and tenipeea

was established.

Olsen and Adrian [21] introduced theoretically #itects of the Brownian motion
on the micro-PIV correlation signal peak. Theyrfduhat Brownian motion diminishes
the correlation signal strength and negativelycffehe image depth of correlation. By
utilizing the cross-correlation peak broadening,iolhis increased by the Brownian
thermal motion, Hohreiter et al. [22] proposed arfable temperature measurement
technique. Sato et al. [23] presented an expermhettempt to take into account the
Brownian motion of submicron tracer particles satttheir pulsating motion can be

detected with unbiased temporal resolution.
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In 1905 Einstein presented in his doctoral dissiertaan insightful theory
calculating Brownian motion of small particles seisged in a fluid. Perrin, in 1908,
attempted to verify the theory by painstakingly sweang the time dependence of one
and two-dimensional mean square displacements @bsuale grains of a known size in
a fluid® [24]. More recently, the use of video microscoms lallowed two-dimensional
tracking of Brownian motion of suspended particlesh substantially shorter time
intervals than in Perrin’s experiment. Calculatasthe mean square displacements of the
data has shown good correlation with Einstein'sotegcal values [25, 26]. It is well
known that Einstein’s theory predicts the Brownimation with acceptable accuracy for
one- and two-dimensions.

To the authors’ knowledge, no attempt to date leesibmade to track Brownian
motion of submicron patrticles in a fully three-dimseonal and simultaneous way. For the
case of the near wall region (less that 1lum froenwall), a Ratiometric Total Internal
Reflection Fluorescence Microscopy (R-TIRFM) hadovaed simultaneous three-
dimensional tracking of nanoparticles for their meall “hindered” Brownian motion
[27]. This paper presents the use of Optical S&&dtioning Microscopy (OSSM) for
detecting three-dimensional “unhindered” or fre@nian motion outside the near-wall
region. The OSSM method uses the optical diffracpatterns of focused and defocused
images of nanoparticles and compares them to twdlically predicted patterns so that
the location of the particle can be identified wiéispect to the focal plane of the imaging

optics.

® Both Einstein and Perrin’s efforts helped confitmthe existence of atoms as real particles, not as

hypothetical objects, and both were awarded theeNBkize in physics in 1921 and 1926, respectively.
25



The OSSM technique was originally developed to iobta 3-D depthwise
resolved image in a thick biological specimen [28]e technique utilizes a standard epi-
fluorescence microscopy with a high numerical aperpbjective to record and analyze
the 3-D diffraction image patterns of small paggl[19]. The wave nature of light
images a point source to form a diffraction pattiat is longitudinally modulating with
respect to the focal plane and laterally modulatiitly respect to the optical axis. The
resulting 3-D image pattern is expressed in a fatiglytical form of a symmetric vector
function in the absence of optical aberration [29]. However, optical aberrations
caused by any non-ideal specimen structures bbogtacomplicated asymmetric image
patterns [31]. An experimental verification of tAealysis has been conducted by using
an advanced video microscopy system [32]. McNatlwl. [33] applied the Gibson and
Lanni’s equation to a dry objective system, and suead 3-D intensity profiles of
fluorescent microspheres by using a computationmical sectioning microscopy. A
similar idea for tracking 3-D patrticles using offelis imaging was presented by Speidel
et al. [34] where an experimental correlation between difraction pattern and the
defocusing distance was used.

For macro-scale applications using seeding pastide the order of several
microns, results showed vivid and bright imagesaguanying no detectable diffraction
patterns and negligible Brownian motion. In suckesa an attempt has been presented by
Pereira and Gharib [35] to detect the third velpa@bmponent in the line-of-sight
direction by using a mask with two or more off-aaertures. This allows a single image
formation for particles located on the focal plaswed multiple images for particles

located at off-focal planes, which is referred ® Refocusing Digital Particle Image
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Velocimetry (DDPIV). The working principle of the¢hnique, however, assumes that the
system is free of optical aberrations and diffiausi for applications that are not
necessarily in microscales, while the OSSM techmic useful for micro/nano-scale
applications with optical aberration present.

Therefore, the first goal of this paper is to destmate three-dimensional tracking
of Brownian motion of submicron tracer particles d@yalyzing the optical diffraction
images taken by OSSM. Measured values of one-,, tarad three-dimensional Mean
Square Displacements (MSD) have been comparedthatipredicted values based on
Einstein’s theory for the range of temperature frbnbto 70C. The second goal is to
implement a concept for an-situ and full-field mapping thermometry with microscale
resolutiorf based on the temperature correlation with the oredsBrownian diffusivity
of nanoparticles. The experimental data validates dorrelations not only for more
comprehensive 3-D Brownian motion but also for dend-D line-of-sight Brownian
motion.

1. 2.2 Temperature dependence of Brownian motion

Brownian motion refers to the random motion of aabrparticle suspended in a
fluid. This was first observed microscopically etbotanist Robert Brown in 1827 [36].
In 1905 Einstein indicated that this motion is @l¥y random bombardment of fluid
molecules on the suspended particle and that tlae mguare displacement (MSD) of the
particle is the primary observable quantity. Thee¢hdimensional MSD of the random

walk traveled by suspended patrticles is expressed a

" The minimum spatial resolution for temperature sseament should be limited by the minimum inter-

particle distance with negligible interference gquivalently ten times of particle diameter.
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where D indicates the Brownian thermal diffusivity (or éeplently a diffusion
coefficient) of the particle suspended in the flaind tis an observation time interval
of each incremental displacement. The observatioa tnterval may be equated to the
image frame interval of a CCD camera as long adrtdrae rate is sufficiently high to
discern the minutely changing displacements ofaimelom walk.

Following the well-known Stokes-Einstein equatithve diffusivity is given by

D= KT
o7, (1.2)

where is the Boltzmann's constant (1.3805 x*10/K), T is the absolute temperature
of the fluid, (T) is the dynamic viscosity of the fluid, anglis the particle’s radius. The
viscosity of liquid is primarily a decreasing fuiwet of temperature anid expressed as

(Fox et al. 2004):

B

U (1.3)
whereT is the absolute temperature of the fluid, &)@, andC are constant variables
that depend on the fluid. For the case of waeB andC are known to be 2.414 x1p
247.8, and 140, respectively. Combining Egs. (2) &) gives the diffusivity as a
function of the suspension liquid temperature oab/long as the particle size is known,
ie.,

KT
B
6/{AELOT'C }rp
(1.4)
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Figure 1.8 shows the temperature dependence dfiffasion coefficient and of

the viscosity of water when they are normalized IBy and o given at a reference
temperature ol = 273K. The intermediate dashed curve shows tadugilly increasing
temperature dependence of the diffusivity whentémeperature dependence of viscosity
is neglected while the solid curve shows the drammatrease of diffusivity when the
temperature dependence of viscosity is accounted Toerefore, the Brownian
diffusivity, and the corresponding MSD of a pasielith a known size, can be uniquely
determined by the suspension temperature. Conyersgl measuring the Brownian
diffusivity of the suspended particle, the surrangdliquid temperature can be readily
determined.

1.2.3 Point Spread Function (PSF) and Optical SeriégSectioning Microscopy
(OSSM)

When a point source or small particle is image@ugh an aperture or high-
magnification objective lens, the phase modulatiased on the wave nature of light
forms a spatially distributing diffraction pattern.The three-dimensional diffraction
pattern is called a Point Spread Function (PSF)iargknerated from stacks of serial
optical sections [19]. Another important factorcnsider is optical aberratidhs which

occur when the imaging is conducted under “off-gesconditions. In practice,

8 Optical aberrations can be defined as the depditomethe idealized conditions of Gaussian optsmmon optical
aberrations can be classified as following: splagrichromatic, curvature of field, comatic, andigmeitic. Among
these aberration, for macroscale applications, sihigerical aberration is the most serious in the aobromatic
illumination and can be explained by the fact gmtight rays emerge from several radial pointa t#ns they are not
converged into one focal plane but focused on wiffeplanes along the optical axis which resultblinry images.
However, for microscale applications, several fectwontributing to additional aberration must becamted for as

described in the text above.
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Figure 1.8: Dimensionless diffusion coefficient dhdd viscosity of water as functions
of temperature. The reference diffusivity and vetovalues for normalization are taken
atT = 273K.
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significant aberration is commonly caused by twdaldes: one, the different refraction
indices of the cover glasses and immersion medid, ®vo, the variability in the
thickness of the immersion media and cover glass fthe specified design values. A
monochromatic spherical wave emitting from a pantrce transverses the entrance
pupil of an objective lens and emerges from the pupil of the objective lens, and
converges towards the back focal point (Figure-a).he analytical form of PSF based
on the Huygens-Fresnel Interference Principtonsists of the Bessel function and a
sinusoidal complex exponential term, both of wheslsentially constitute the modulation
of PSF in the lateral and in the line-of-sight direns, respectively.

Figure 1.9-a illustrates an aberration-free imagggtem. The design conditions
stipulate that the light ray from the observatiainp passes directly through the cover
slip of a designed thickness (1jdfh in most cases) and an immersion medium having a
designed refractive index, and then travels to détector located on the ideal image
plane. The designed conditions of the aberratiena-fsystem specify a cover glass of
designated refractive indexig) and thicknesstd:), and an immersion medium of
designated refractive index) and thicknesst{). The specimen thicknesg:] should
be zero to ensure the aberration-free imaging. Wtheee conditions are not met, the
refracted rays have optical pathways that deviabenfthe original aberration-free
conditions and do not converge to the ideal fo@hip In consequence, the refraction
due to the index mismatching affects the opticadradiion of an objective lens and
produces asymmetric diffraction patterns as scheaibt illustrated in Figure. 1.9-b.
Since the agueous medium of a specimen, in gerasla different refractive index from

those of a cover glass and of an immersion medmost practical cases are subject to
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Figure 1.9: Formation of Point Spread Function (P%&) aberration-free imaging to
form a symmetric PSF; and (b) aberrated imaginiginm an asymmetric PSF.
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asymmetric PSF images.

Gibson and Lanni [31] presented a comprehensiva fof PSF on a basis of
Kirchhoff’s diffraction integral formula. The thresimensional intensity distribution of
PSF is expressed in terms of the detector locdkgryy), the numerical aperture of the
objective lens A), the magnification of the microscopy systel),(and the defocus

distance £Az) as:

2

1 NA .
| (X4, Vg, A2) = CIOJO kmpmzwf expl jW (Az, p)]o dp (1.5)

wherek is the wave number {21) with A being the emission wavelength of a point
sourcd, is the normalized radius in the exit pupil, aWiAz, p) is a phase aberration
function, which is the product of the Wave Numbé&) and optical path length
differencé® (OPD). The three-dimensional PSF of Eq. (1.5p#uced to the planar Airy

function [15] on the focal plane Az = 0'' and the resulting intensity pattern modulates

® The Point Spread Function, Eq. (1.5), is consédittased on the ray emission from an infinitesiynsithall point
source and the diffraction pattern is irrelevantite nanoparticle sizes. The authors believe tB@trén particles can
be considered sufficiently small to be assumed gsiat source. In theory, therefore, polydisperagtigles do not
affect measurements unless their sizes are exebs&wge. On the other hand, smaller nanopartieliéisreduce the

diffraction pattern intensity because of their deradliffraction cross section.
10 For the complete expression for OPD, see Eq.f(@)jilssen and Lanni (1991).

11 Accounting for the axi-symmetric PSF charactaristin the image plane, we ggt 0 and4z = 0, Eq. (1.5) reduces
to

2

NA

1
0,007 6[3 e n o oo =

Using one of the general properties of Bessel fanst called as a recurrence relation, Eq. (1.8hé&r reduces to
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in the radial and axi-symmetric directions. The R8Hq. (1.5) also modulates in the

line-of-sight axial direction as it can be demoatstd for the case of, = 0 andyy = 0*%

2

_|CYM2Z=NA® 1 d NA
o 00-E G oo s

.7

lcymz-nA [ NA ]2
J,| k Xy

| kNAx, JM2 - NA?

This is the Airy formula for Fraunhofer diffractiat a circular aperture, as expected. Thertler Bessel functiody(a)
equals to zero for a = 0, 3.83, 7.02, 10.17, 1388, so forth. By converting the dimensionless eslusing:NA/(M?-
NA%%® = 0.23um™ for the given experimental conditions, the coroesfing radial,’s of zero intensities on the focal
plane are obtained as 16uih, 30.5um, 44.2um, and 57.94m, respectively. By the way, these values corredpon
the magnified dimensions on the back focal (imggahe, and thus, the corresponding physical dimesson the

object plane are 0.42m, 0.76m, 1.14m, and 1.454m, respectively.

12 Forxy = 0 andyy = 0, Eq. (2.1) reduces to

1 . 2
| (0,0,A7) = ‘c [ exp| jW (Az, p)]pdp‘ (1.8)

The phase aberration function is obtained basetiereference of Gibson and Lanni (1991), and esgaek as

2
W(Az, p)=kn Az 1—(wj (1.9)

mm

wheren; is a refractive index of immersion medium. We BétAz,0) = B, and substitute dp into B dB. The

complex exponential function shall be expressettiggnometric functions, and Eq. (1.8) is writte) a

C

| (0,0,AZ) = _W

f:[COS(B)+isin(ﬂ)]ﬁdL" (1.10)
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Figures 1.10-a and —b show the contour lines imidiomal sections of the
calculated 3-D intensity distributions from Eq.5)Lfor the design (symmetric) and off-
design (asymmetric) conditions, respectively. Thimpsource is located in the left of the
plane and the calculations are made for selectpdramental conditiongyl = 40,NA =
0.75,1 = 515 nm (Green band from an ar-ion laser), amd4.5 mm. Bothintensity
distributions are axi-symmetric along the opticaisasince neither astigmatism nor
optical coma is considered. A number of concerfriltge rings are presented in the
radial section of the intensity distribution, whichmore pronounced for the symmetric
PSF case. Note that the out-most fringe diamedesigiently increases with increasing
defocusing distance, as marked by dashed curvéshbunegative defocusing for the
asymmetric case does not recognizably increaseothienost fringe diameter. The
principle of Optical Serial Sectioning Microscopg@{SM) is based on the determination
of the radial intensity profile normal to the meoidal plane as a function of\z. In other
words, the relative line-of-sighg)(location of a particle measured from the focang!

can be determined by observing the radial diffracpattern, in particular the increase in

2
NA
where the integration limits are defined &= kn,, Az and b=kn, A Az 1—(— . Eq. (1.10) is

imm
integrated by parts to give

2

C

| (0,0,AZ) = _W

[(1-ib)explib) - (1-ia)exp(a)]

(1.11)

Solving Eq. (1.11) for zfor the subsidiary minimum intensities gives &-im, 3.0am, 4.55um, 6.14m, 7.641m,

and so on.
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ns of the 3-D intéydilistributions obtained with the
theoretical calculation based on Gibson and La8h].[For (a) symmetric pattern, the
thicknesses and refractive indices of specimenrsayge identical with designed
§ = 0.17 mm, p= 1.522, n= 1.0 and;t= variable
(because it is related with z). For (b) asymmatatern, a few thicknesses of specimen
layers are non-designed conditions likes variable (because it is related withz), ty =
0.233 mm and £ 0.481 mm.
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the out-most fringe radius with an increase in defing distance. The out-most fringes
are identified with less uncertainty in general floe asymmetric case, because of their
brighter and narrower definition.
1.2.4 Experimental Setup

The most crucial part of the experiment is to eashe calibration accuracy of the
OSSM-measured radial intensity profiles in compmarisvith the calculated intensity
profiles based on Eq. (1.5). The OSSM calibratigstesm (Figure. 1.11) consists of an
epi-fluorescent microscope (upright Olympus BX 6bddl) with a dry objective lens
(40X, 0.75 N.A.), a 1024 x 1024 pixel CCD camer&(Q Vision Inc., UP-1830) with a
frame grabber at 30 fps (QED-Imaging Inc.), and7841Im high calibration chamber.
Yellow-green (505/515) fluorescent polystyrene wispheres, with a nominal diameter
of 500+ 16 nm and a density of 1.05-g/ml (Molecular Prolms), are used as tracers.
The calibration chamber is filled with a water-béselution at a volume concentration of
4 x 10° of the seeding particl&sand the calibration experiment is conducted at the
laboratory temperature of 2Z. Extra care is taken to minimize particle coatote by
dispersing the sample extensively using a soniché&bore and after conducting each

experiment.

13 The primary merit of the proposed technique im&asure the base fluid viscosity by detecting ¢neperature (and
viscosity) dependence of the Brownian motion ofdselenanoparticles at a minimum concentration thaviges
statistically acceptable number of particle imagése average inter-particular distance is calcdlae31um that is
larger than 60-times of the particle diameter. Thhe particle-to-particle interaction effect aslives the particle
interaction with fluid is considered negligibly sin&7] W. B. Russel, D. A. Saville, and W. R. Sebelter,
"Colloidal dispersions ‘Cambridge University Prespp. 21-63, 1989.. On the other hand, the techniguealso be
applied to measure the resulting viscosity of aktslurry sample where the particle-fluid interantis not trivial as

long as a calibration equation for temperaturees#g correlation is available.
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Figure 1.11: Schematic of a test specimen for meagboth symmetric and asymmetric
PSFs in the OSSM using 58016 nm nominal diameter nanoparticles.
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When a test patrticle is located at the top gidate, the chamber is to provide a
nearly aberration-free condition. This in turnividrm a symmetric PSF in the absence
of the specimen thicknesk-|, which is the primary source of aberration forstnocases.
On the other hand, when a test patrticle is locatdte bottom plate, the thickness (170-
um) of the specimen creates a substantial aberragfbect to make asymmetric
diffraction patterns necessary for the particleteNthatAz’ in Figure. 1.11 is the location
of the actual imaging plane that is compensatedyothe refractive index mismatching
occurring throughout the imaging rays wheréss in Eq. (1.5) is the mechanical
movement of the objective controlled by a stagehwitum resolution. Thus, the
defocusing distanceAt’) is varied with 1.33im resolution. For the case of the top
particle, the calibration is conducted to estakéistorrelation of the symmetric PSFs with
a negative defocusing distance for particles |latatea shorter distance than the focal
distance as the objective is lowered from theahftbcusing point of the top surface. For
the case of the bottom particle, a calibrationth® asymmetric PSF is conducted for a
positive defocusing distance for particles locategtond the focal plane as the objective
is lifted from the bottom focal plane.

The second test chamber is designed to measurehémmal effect on the
particle’s Brownian motion. The chamber is geoncetly similar to the calibration
chamber. One change however is that a steady tatapercondition is provided for the
test fluid by embedding the test chamber in a coppeck with a coolant passage built
in. This enables the coolant to be circulated td &iom a constant thermal bath. A
thermo-couple probe is flush-installed at the iadmbttom surface to monitor the liquid

temperature. Another important modification is ttiet test chamber uses an off-designed
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cover glass of 228m thickness in order to construct asymmetric PSFs imore
pronounced way. As discussed in section 3 more quaced PSFs provide less
uncertainty and higher definition. The focal plari¢he objective lens is fixed to the top
glass-water interface and any suspended partielesgenerate asymmetric PSF images
for all experiments. This is possible because ef offf-designed cover glass and the
suspension medium (water) of mismatching refraciivéex. It is more realistic to
assume that a nonzero specimen distatirés(the condition in most practical imaging
cases as patrticles are suspended and imagedjumda inedium.
1.2.5 Temperature correlation of Brownian motion

Figure. 1.12. shows temperature correlations oBtitmevnian MSD measurement
data for 500-nm particles in a suspension for ¢ngperature ranging from 5 to°f@ The
three primary curves, shown by thicker lines, repng theoretical predictions for the 3-D
MSD's of 6DAt 2.D (x-y, x-z,0r y-2) MSD's of 4DAt and 1-D §) MSD of 2DAt
respectively. The primary uncertaintiédor the calculated MSD values are believed to
be due to the diameter uncertainties (3006 nm). A pair of dashed curves for each
primary curve shows the uncertainty range. Eachbgynmiepresents an ensemble-
averaged MSD for seven arbitrarily selected pasi¢hat are tracked for one second at
each temperature condition, i.e., a total of 21 dealizations for each data point. The
error bars indicate a 95% confidence range of teasured data or MSD, assuming a
Gaussian distribution. The ensemble-averaged MSieeatnirly well with the well-

known Einstein’s predictions.

14 See Section 5.5 for more detailed uncertaintyregtons including other potentially contributing

parameters, such as the liquid temperature andsityas shown in Eq. (1.2).
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Figure 1.12: Theoretical and experimental mean regdisplacements (MSD) for all 203
steps of 7 particles are shown in terms of tempegaind dimension. The dashed lines
near theoretical curves of each dimension meamgeraf MSD which is caused by the

uncertainty (3.2%) of particle’s diameter. The erbars indicate a 95% confidence
interval of measured MSD.
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Table 1.3 shows both the magnitudes of the difiezdmetween the predictions
and measured values of MSDs (|Theory-Data|) in mater units and the percentile
differentials, which is defined as (100% x |Thedstal/Data). The magnitudes of the
difference for the 1-D, 2-D and 3-D cases showaalgal increase from |Theory-Data| =
3.6nm, 7.3 nm to 8.2 nm primarily because of tredasing magnitudes of MSD with
increasing dimensions. Note that the normalizec¢geile differentials decrease from
5.55%, 4.26%, to 3.11% with increasing measuremignénsions and MSD magnitudes.
Henceforth, it can be said that the 3-D MSD detectas well as the 1-Dz) MSD
detection persistently correlate well with the tlyeim predicting the liquid temperature.
Therefore, one suggestion is that the single compodetection of the line-of-sight
Brownian motion using the OSSM technique may priavée an effective new tool in
nonintrusively mapping the temperature fields fanoparticle suspension fluids. This
would negate the need to use the more cumbersofoet ef tracking the two-
dimensional Brownian motion, which will be neededcbnstitute the 3-D MSD datA
priori is the temperature dependency of the fluid viggpsuch as given in Eq. (1.3), in
order to provide the temperature dependence prexscof the Brownian diffusivity.

1.3 Total Internal Reflection Fluorescence Microsaay (TIRFM)
1.3.1 Background

One crucial phenomenon of particular importancenatro/nano-scale levels is
Brownian diffusive motion of extremely small paltis. This diffusion is random by
nature in that a fine particle diffuses as a restiltandom collisions by the aggressive

thermal motions of surrounding fluid molecules.
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Table 1.3 Calculated Brownian Mean Square Displaceants (MSD) of 500-nm
diameter fluorescent spheres suspended in water ancbrresponding ensemble-averaged
measurement results for 1-D, 2-D and 3-D MSD deteéons. (MSD theory and data are in

pm?.)
Suspension 1-D MSD 2-D MSD 3-D MSD
Temperature Z axis XY Plane | XZ Plane | YZ Plane | XYZ volume
Theon 0.03¢ 0.072 0.107
Data 0.039 0.072 0.077 0.074 0.112
5°C Difference (%)’ 8.3¢ 0 6.94 2.7¢ 4.67
Theory 0.042 0.084 0.126
Dat 0.047 0.085 0.08¢ 0.0¢ 0.131
10°C Difference (%) 11.90 1.19 4.76 7.14 3.97
Theon 0.04¢ 0.09¢ 0.147
Data 0.053 0.096 0.1 0.101 0.148
15°C Difference (% 8.1€ 2.04 2.04 3.0€ 0.6¢
Theory 0.057 0.113 0.17
Datz 0.05¢ 0.107 0.11 0.10¢ 0.16°
20°C Difference (%) 1.75 5.31 2.65 4.42 4.12
Theory 0.06¢ 0.12¢ 0.19¢
Data 0.07 0.123 0.13 0.133 0.193
25°C Difference (% 7.6¢ 4.6 0.7¢ 3.1¢ 0.52
Theory 0.073 0.147 0.22
Dat 0.07¢ 0.147 0.14¢ 0.14¢ 0.21¢
30°C Difference (%) 4.11 3.40 2.04 1.36 0.91
Theory 0.09: 0.18¢ 0.27¢
Data 0.1 0.166 0.171 0.195 0.266
40°C Difference (% 7.52 10.7¢ 8.0€ 4.8 4.6€
Theon 0.11¢ 0.22 0.34¢
Dat 0.117 0.20¢ 0.227 0.21¢ 0.327
50°C Difference (% 1.74 10.87 3.4¢ 6.0¢ 6.4C
Theory 0.135 0.278 0.417
Datz 0.13¢ 0.25¢ 0.25¢ 0.287 0.397
60°C Difference (%) 2.96 7.19 8.27 1.44 4.80
Theory 0.1¢€ 0.3: 0.497
Data 0.158 0.345 0.338 0.323 0.503
70°C Difference (% 1.2¢ 4.5¢ 2.42 2.12 1.21
Average Difference (nm) 3.6 7.3 8.2
Percentile Average Differential 5.55% 4.26% 3.11%

*Difference (%) = 100 XdTheory-DatalTheory
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History of published observation of Brownian motignes back to Gray [38],
who, using a Plano convex lens, first identifie@ ihregular motion of a small glass
globule suspended in a fluid. In 1828, the botaRisbert Brown at first presumed a
“living” origin of the motion, but eventually showethat an irregular motion of
“inorganic” grains was also present [39]. The fogstntitative examination of Brownian
motion was completed by Gouy, who demonstrated ttiatmotion was not caused by
any external vibration or surface tension but bg thermal motion of the solvent
molecules [40]. He also showed that Brownian motaincolloids decreased with
increasing particle size and solution viscosity.

Albert Einstein used the molecular-kinetic theompgmsed by Boltzmann to
obtain an expression for the diffusion coefficieatssuspended particles in liquid in his
well-known doctoral dissertation, “Annus Mirabiligoublished in 1905 [41]. Einstein
was then able to evaluate the mean square dispéaxtemterms of Avogadro’s number,
temperature, particle size, and fluid viscositylldwing this theoretical prediction, Jean
Perrin, in 1908, also re-published in 1990, waseatul confirm Einstein's theory
experimentally by measuring the tangential MSD aifatds of a known size in a fluid
for different sampling time intervals [24].

While the Stokes-Einstein diffusion theory assurnes or unhindered Brownian
motion, because of the hydrodynamic hindrance orwyurfrom the no-slip boundary
condition, the theory breaks down as particles @ggr a solid surface. The idea that the
particle motion remains randomly isotropic is noder valid, as the dynamics of particle
motion become non-isotropic and the average particsplacement deviates from the

Stokes-Einstein theory [42]. The presence of adsslirface, therefore, necessitates a
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correction of the Stokes-Einstein diffusion coeéfid. Considering the slow viscous
motion of a sphere in a quiescent viscous fluidhie near-wall region, Goldman et al.
analyzed rotational and translational motion clésethe wall using an asymptotic
solution of the Stokes equation, and they derivecb@ection term for the hindered
particle movement parallel to the plane wall [43jenner, under the hypothesis that there
is no relative motion at the fluid-solid interfaceg. no-slip condition, provided an
analytical expression in the form of an infiniteries to account for another correction
term for motion normal to the solid surface [44].

Bevan and Prieve [45] experimentally examined hiedeBrownian motion of a
6.24 um diameter sphere by measuring scattered light fifeenparticle surface using
prism-based total internal reflection microscopyRW). Similarly, Pagac et al [46]
applied an external radiation force, using a lagerarying power levels, to 7)5m and
154um diameter spheres in order to measure the avéragered mobility at multiple
heights. For the effective examination of hindeBrdwnian motion of small particles,
total internal reflection fluorescence microscopyRFM) has proven to be very useful.
Kihm et al. conducted three-dimensional partickeking for 200-nm fluorescent spheres
under the near-wall hindered Brownian motion ughegratiometric analysis of TIRFM,
also known as R-TIRFM [27].

Furthermore, Banerjee and Kihm[47] attempted to suesa hindered Brownian
motion data of the particles and were able to sti@rcompatibility of their data with the
aforementioned theories[42, 43]. Note that onlyraged values of Brownian mean
square displacements (MSD’s) are presented oveeleMations sampled. For more

appropriate and meaningful validation of the thesriexperiments will be necessary to
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obtain spatially resolved, or layered parallel te twall, distributions of hindered
Brownian motion as functions of height from theidslurface.

The scope of the present study is to experimentakgmine the hindered
Brownian motion of nanoparticles parallel and ndrtoathe solid surface by measuring
their mean square displacements (MSD’s) and comgdhie results against the theories
for validation. Using the R-TIRFM technique, mulirered MSD’s are obtained at 25-
nm increments from the solid surface for the caethoee different polystyrene
fluorescent nanospheres (SG = 1.055) 100, 2505@@am in radii.

1.3.2 Theory

A light beam propagating through an internal medwith a higher refractive

index () is refracted, according to Snell's Law, whenntaunters a boundary to an

external medium with a lower refractive index) (At ray incident angles larger than the

— cin-1
critical angle & =sin (nt / ni), light is completely reflected at the interfacetlas total

internal reflection condition prevails at leastifr@a macroscopic point of view. From a

microscopic point of view, a portion of the inciddight penetrates through the interface
into the external medium and propagates paralléiécsurface in the plane of incidence,
creating an electromagnetic field in the externadam adjacent to the interface. This
field, termed anevanescent wave figlds capable of exciting fluorescent particles
residing in the effective region very near the nifatee, within less than 1-um from the

interface. The evanescent wave intenkithecays exponentially with the normal distance

zmeasured from the solid wall locatedzat O [15].

I(z)=1, exp{—ij
%p (1.12)
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wherel, is the incident light intensity at the interfaead the penetration depth

(z,), at which W, - €', is determined by the incident wavelength in auvme (/10)
and the refractive indices of the internal and mdkemediumsrg, n), as

— AO
P 2cin29_ 2
4mfn7sin“g-n’ (1.13)

1.3.3 Experimental Setup

z

Figure 1.13 presents the experimental schematiogusn objective lens-based
TIRFM system that allows a substantially enhancgdasd-to-noise level in the resulting
images and is more accessible and flexible wherpeoad to a prism based system [48].
The system consists of an oil immersion 60X TIRkeotive lens withNA = 1.45, an
Olympus Model IX-50 inverted microscope with a TIRlEmination light guide, a 10
mW Ar-ion CW laser tuned to a wavelength of 488 amd a Hamamatsu 14-bit electron
multiplier (EM) CCD digital camera having both fdions of a cooled and intensified-
CCD. The total magnification used in the currenRFM experiment is 90x, resulting
from using a 60x TIRF objective lens, a 0.3x lemshie U-PMTVC, and a 5x PE lens in
the IX-SPT. The illumination kit provides precisentrol of the incident angle to a high
degree of accuracy, approximately £ 0.16°, resglimconsiderable improvement in the
sensitivity of the penetration depth, thus grestyucing systematic errors.

Fluorescent particles located in the near-walloegire excited by the evanescent
wave illumination field. The spatially distributegimission intensity signal[49] of the

fluorescent particless, is given by:

o z

F (x, Y, zp) =4, (x, Y, zp)j [Q(z)PD ]C(x, Y, Z)e_Tde
0 (1.14)
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Figure 1.13: Schematic of TIRFM system with a fibgtic illumination kit.
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where ¢ is the quantum efficiency of the imaging systeﬂgz) is the collection

efficiency of the objective lens defined as thdexiked power of the CCD divided by the

total emitted power of the particle [50, 51], alEé Is the detection probability that can
be assumed to be 1 in most cases.

The two-dimensional fluorescence intensity disttitns are predicted as a
function of x andy in the projected area of a single fluorescentigartand the z-
integration is essential to account for the resglfiuorescence emission from the three-
dimensional (spherical) fluorophore distributid®(x,y,2 within a single fluorescent
particle. This is necessary to more accuratelyri@sthe resulting fluorescence intensity
since the resulting intensity is determined frontegmated contributions of all the
fluorophores contained in the fluorescent partidllee x-y integration is conducted later
on and is shown in detail in this paper [49]. AfpErforming substantial mathematical
manipulations, the normalized intensity [49] detecby the CCD at a given distance

from the surfaceh, is given as:

l.(hRc) =4z [(B} COS{B} - sinr{ﬁﬂe_z"
z z z
P P P . (1.15)

Though it is possible to determine the absoluteatien h of a particle using Eq.
(1.15) alone, in practice, it becomes very diffiadiie to the fluorescence concentration
function ¢, which is difficult to measure and rarely knowrn order to eliminate this
unknown parameter, a ratio of two different intéiesi can be taken from two different

particle images so that the relative distance ban be calculated as:
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Ralnt= {%J = ex [_%:J

Now, by taking a ratio with respect to a partialgage with maximum intensity,

(1.16)

which is assumed to be attached to the solid wdil=a 0, the temporally and spatially

varying elevations of each particle can be readigtyermined. The ratiometric calculation,
Eq. (1.16), uses the maximum pixel intensity néardenter of each particle image, and
the resulting particle location corresponds to blotom of each spherical particle. The
reference maximum intensity is based on the avegagf at least 100 particles, and the
total data points used for 100, 250, and 500 nnusaparticles are 87360, 50568, and
63336, respectively. This average was obtaineddwyimyg each particle size in 100mM of

NaCl solution, which essentially eliminated the bleulayer causing many of the

particles to stick to the surface of the cover.slihe incident angleg( =625

) for
determining the reference intensity is the saméhas used for the Brownian motion
tests.

A similar method for determining particle elevatiosing intensity measurements
detected by a CCD is presented by Wu and BevanFs2kever, in this paper elevations
are calculated, for larger 2m diameter non-fluorescent particles, by measuthmey
scattering intensity of the evanescent wave rdtier a fluorescent signal. Schumacher

and van de Ven measured the scattering intensitguitiple nano-particles (46.2 nm in

diameters), using a photon correlation spectrometerxamine DLVO curves [53].
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1.3.4 Near-Wall Hindered Brownian Diffusivity

Figure 1.14 shows near-wall tangential MSD datasuesd for nanoparticles of
three different radii (100, 250, and 500 nm), sef@y suspended in a 10 mM saline
solution. Each data point represents an averad@® air more data realizations for the
corresponding fluid layer of 25-nm thickness. Ga@mleement of the measured MSD’s
with Goldman et al.’s theory validates the predictear-wall hindrance coefficients for
the case of tangential Brownian motion of hanopkedi

The intrinsic nature of Brownian motion is examineased on the linearity of
MSD with respect to the sampling time interval @pastant diffusivity condition. Figure
8 illustrates correlations between measured MShessland the time intervals for an
arbitrarily selected layer between 200 and 225 fewagions. The straight dashed lines
represent the near-wall hindrance theory by Goldetaal.[43] The Brownian diffusivity
for a given particle size, or equivalently, theretation slope in Figure 1.15 is constant,
as the fluid properties remain unchanged within 2%enm thick layer. Though not
repeatedly shown, linearity up to a five-time longampling period is observed at other
elevations for the three tested particle sizess Thiidates the measurement accuracy of
the TIRFM tracking of the Brown motion of nanopeles.

Avogadro’s number and the Boltzmann constant aileded from the measured

MSD’s for further validation of the measurementwecy [54]. The Boltzmann constant

K can be calculated from

2kT
MSD=((X(t)- X (0))?) =2D,, At =—— At
| ! 3rtpd, A, (1.13)

k= V
and Avogadro’s number is calculated from the retatf N, , Where the universal
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Figure 1.14: Comparison of measured and theoretioaldimensional tangential mean

square displacements (MSD’s) at 10 mM salind}. was set at 17.92 ms for 100-nm
and 250-nm radius particles and at 20.96 ms forrBi@adius particles.
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gas constart = 8.3144 YK [thole X(t) and X(0) represent particles locations ab tw

different times. As summarized in Table 1.4, tixpegimentally extrapolated values
closely estimate Avogadro’s number and the Boltamaomstant.
1.4 Epi-Fluorescence Microscopy

Fluorescence microscopy was developed in the @ariyof the 28 century. The
basic function of the fluorescence microscope isdétiver excitation energy to the
fluorescing species in the specimen and to sepaitate much weaker emitted
fluorescence light from the brighter excitationhligin doing so, only the emitted light
reaches the detector and a high contrast imageenergted. The fundamental main
components of a fluorescence microscope are (Ilaton light sources, (2) wavelength
selection devices, (3) objectives, (4) detectand, ®) stages and specimen chambers.

Figure 1.16 shows two different microscopic teches; DICM which will be
shortly explained and epi-fluorescence microscapyexamine apoptotic morphology
change in HCT116 (colorectal cancer) cells treatdéth 30 uM of silindac sulfide.
Silindac sulfide is a nonsteroidal anti-inflammatairug or NSAID. Live cells are
stained using LavaCell for 6 hours in an incub&8PC and 5% C@) and treated with
complete medium containing 3@M of silindac sulfide. Morphology changes become
more apparent with time as some cells tended tolsleven after 1 hour of treatment.
Furthermore 6 hours after treatment, all the cgfisink and become sphere shapes as
well as has another characteristic morphologicahge associated with apoptosis such as
membrane blebbing [55-69]. It is known that whehexdnt cells enter apoptosis, their
attachment to the extracellular matrix becomes wea#l and they retract, probably as a

result of a loss of focal adhesions and membraglgbinhg is normally transient and is
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Table 1.4Extrapolated Avogadro’s numbers and Boltzmann tzons.

Particle radius (nm) Avogadro’s number (atoms/mole) Boltzmann consta#it)(

100 (5.834+ 024) x107 (L427+ 005)x107%

250 (661+ 025) x10% (L259+ 004) x1073

500 (734+ 031) x107? (L134+ 004) 1073
Reference 6.0231 x 10 1.3807 x 16°
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Figure 1.16: Time-lapse epi-fluorescence imagas@i116 colorectal cancer cells under
Sulindac Sulfide.




followed by the appearance of other features opagsis and often by cell fragmentation.
1.5 Phase Contrast Microscopy (PCM)

In bright field microscopy (BFM), specimens are ged by recording the
intensity (amplitude) of the light passing thoroughk specimen at the back focal plane of
the objective. However transparent specimens, merred to as phase specinéns
(transparent specimens), such as living cells, tisaue slices, and organelles, are
effectively undetectable in BFM as there is littleange in the intensity of the incident
light as it passes through the specimen. Thus plecasérast microscopy (PCM),
differential interference contrast microscopy (DIEMand other contrast-enhancing
techniques, which measure phase shifts ratheriti@msity are needed.

The general idea in phase contrast microscopy isransform phase shifts
between undeviated light and diffracted light, whigasses through a specimen, into
intensity changes that can be seen and record€iCys. Assume “s” is a surround
(undeviated, undiffracted, zeroth-order) wave, fgl"a diffracted (deviated) wave, and

“p” is a resultant particle wave as defined in doqumal.
p=8+d (1.18)

The schematic for BFM in Figure 1.17 (a) shows thdiffracted (d) wave having

a very low amplitude and small (or nonexistent)gghshift results in a particle (p) wave

15 Unstained specimens that do not absorb light alied: phase specimens, or transparent specimens,

because they slightly alter the phase of the lijtitacted by the specimen, usually by retardinghslight
approximately%as compared to the undeviated direct light pasgingugh or around specimens. The

human eye is only sensitive to difference in argkt (brightness) or wavelength (color) not to défeces
in phase. However there are no microscopic spedrtenreate appreciable change in intensity orraaflo

the light falling through them. The changes in ghasly can be caused through specimens.
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with an amplitude that is nearly equal to thathef surround (s) wave. Therefore because
the undeviated (s) and resultant (p) waves havéasiamplitude, there is no generation
of contrast and there can be no clear representatithe specimen.

The phase changes in PCM are shown in the figuré (b) and figure 1.18,

where the spherical wavefront of diffracted lightexging from specimens is retarded by

% relative to the phase of the planar surround (tnadied, s) wave. The surround (s)
wave is then advanced in phase by anot%r when it traverses the phase platan

the objective. The net phase shift in PCM is trmqeef% such that the advance

undeviated (s) wave is able to participate in maxmdestructive interference with the
diffracted (d) waves at the intermediate image @laasulting in the resultant (p) wave.
The amplitude of the resultant (p) and advanceceuated (s) waves are considerably
different in the intermediate image plane so thatspecimens are shown to be contrast-
enhancing images in the CCD or through the eyepi€eldee images, shown in the figure
1.18, present two adjoining endothelial cells vift use of phase contrast microscopy.
1.6 Differential Interference Contrast Microscopy (DICM)

The differential interference contrast microscolGM) also transforms the
phase shift of light, induced by the combinationrefractive index and thickness of
specimens, into detectable amplitude differencestlioes not have halo artifact shown
in PCM. Incident light initially passes through lame polarizer and then is split into two

perpendicular yet in phase components (ordinaryevaand extraordinary wave) using a

16 The light passing through the phase ring in thaspliplate is advanced b% compared to the light that does not

pass the phase ring.
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Figure 1.18: Schematic of phase contrast micros¢B@M) illustrating amplitude versus
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the objective (d- and advanced (modified) s-wavas)l, at the image plane where there is
considerable amplitude difference between p-wavwed advanced s-waves. All the
graphs have amplitude (y-aixs) versus phase (X-aki®e images are obtained by using

this technique.
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condenser Nomarski prism. The two perpendiculars raye then focused by the
condenser so that they will pass through two adjfapeints in the sample. The spatial
difference between two rays is minifal In any part of the specimen in which adjacent
regions differ in refractive index, the two ray® afelayed or refracted differently. The
phase shifted and sheared rays are combined thrdifigihential interference by the
objective Nomarski prist and an analyzer yields a high-contrast renditdrthe
gradient (Figure 1.19). The DICM imad&shown the figure 1.19 corresponds to the
mathematical first derivative, rather than magretuaf the gradient profile obtained from
the specimen optical path difference. A wide vgrigtspecimens can be visualized with
differential interference contrast microscopy (DI Mcluding very thin filaments, thick
specimens, and sharp interfaces.

It is cheaper to set up phase contrast micros¢@@) mainly needing a phase
annulus ring and a objective lens than differentrdbrference contrast microscopy
(DICM) consisting of a polarizer, a condense prisniNomarski prism, and a analyzer.
One more thing to consider for a DICM image is thatfect images are captured through
all the materials along the light path should netirefringent or plastic. However there
are advantages of DICM images over PCM images lasM& (1) no halos, (2) realistic

3-dimensional shape, and (3) optical sectioningeutite high magnification.

7 It is acceptably known to be less than the maximesolution of the objective.

8 The Nomarski objective prism overlays the two brifield images and aligns their polarizations fsat t
they can interfere. Instead of interfering withay rof light that passed through the same pointhim t
specimen, it will interfere with a ray of light thavent through an adjacent point and have a slightl
different phase.

9 Because the difference in phase is due to therdifice in optical path length, the recombinatiotwaf

rays causes “optical differentiation” of the optipath difference, generating contrast-enhancinages.
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Figure 1.19: Schematic of principle of differentimterference contrast microscopy
(DICM) using dual-beam interferometers created blapzation optics. Polarizations,
optical path variations, and ray paths are expthatethe corresponding stages. Note that
amplitude only varies when there exists differdntiterference. The images are taken by
DICM and show adjoining two endothelial cells.
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1.7 Interference Reflection Contrast Microscopy (IRCM)

Rainbow color fringe patterns are easily seen evieeye a thin film is present.
This includes an oil film on water, an air or wafém between coverslips, and soup
bubbles in the air. The figure 1.20 shows two eXdasy@as follows: First, lines were
drawn on the coverglass by using a black colorgreh second, thin water film between
glasses. They produce color fringe patterns showvthe figure that can be captured using
our advanced multi-spectrum interference reflectiocroscopy.

Basically there are three methods of color imagismg CCD arrays as follows:
(1) In the Mosaic technology used in a DP70 digtalor camera, it uses Bayer filter
mosaic. Each block consisting of four pixels caméa2 green filters, 1 blue filter, and 1
red filter. The raw output of Bayer-filter camegareferred to as a Bayer pattern image.
Since each pixel is filtered to record only onelud# three colors, two-third of the color
data is missing from each. A demosaicing algoritismused to interpolate a set of
completed red, blue, and green values for eacht pmimake a RGB images. There exist
many different algorithms. A Bayer pattern imagenscessed with a correlation-adjusted
version of linear interpolation algorithm and ighreconstructed by interpolation. The
reconstructed image looks good in low contrast.areavever the edges of letters have
visible colored artifacts and a rough appearandes Tiltering scheme allows us to
capture color images, but since four pixels mustdrabined to form one color dot, the
resolution of the image is less than a monochramatage. (2) In order to use a CCD
with multi-color filters, tunable RGB filters canebaccommodated with monochrome

CCD camera to obtain a high-resolution color imadéere are several ways to have a
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Figure 1.20: Two examples; (1) lines were drawntlom coverglass by using a black
color-pen and (2) thin water film between glassdsey produce color fringe patterns
shown in the figure that can be captured usingaoiwanced multi-spectrum interference

reflection microscopy.
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set of filters such as the liquid crystal techngleg mechanical shutter system to switch
rapidly between the red, green, and blue colorestaEach color state is carefully
designed to transmit, as closely as possible, aadelength ranges that match the
individual color sensitivity curves of the humareeyhe red, green, and blue color states
can be selected by computer control in any ordet, the exposure time for each color
can be varied to provide an accurate white balafloeee grayscale images are acquired
in quick succession as the filter automatically rafes color states. The images are
combined to obtain true 24-, 36-, or 48-bit colorages. No interpolation routines are
needed for getting accurate color, pixel-by-piahd the image possesses maximum
sharpness. (3) In the color 3-CCD Camera, three €@lbr camera were developed to
eliminate many of the problems associated witmglsiarray color camera. An optical
prism assembly is used to separate an image inte ttolor components. Each spectral
image is captured with a CCD. Using this techniqueually all of the light for a color
channel arrives at the CCD array. Each color cha@@® utilizes all of its pixels so the
channels are captured and can obtain the full aieaglution rather than the reduced
resolution of the single chip color camera. The@BCcamera has three times the number
of pixels as a single array camera so the imagelutsn is improved. Neat filters
mounted in front of each array accurately conth@ spectral band so the camera can
provide very accurate color representation.

In our system, the second one using one monochio@&D with filter wheel
system having blue, green, and red channels igptettéo be our system in order to take
multi-spectrum interference reflection microscofdS-IRM) images. Simultaneously

using monochromatic- and color IRM measurements, datailed characterization of
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cell-matrix gap topology and focal adhesion powifi be possible in unprecedented
details and spatial resolutions. The natural fringecur from the interference of
reflections from two surfaces, one from the cellldattom membrane and the other from
the glass substrate. The resulting fringe pattezpsesent the quantitative gap topology
possibly in nanoscale resolutions. The monochram&M images allow measurement
resolution of /4 ~ 100 nm, for the case of a green filter, but ptewo information on
the slope characteristics. In comparison (figugd),.the MS- IRM provides substantially
finer measurement resolutions because of its nhigityp in fringe spectra. In addition,
the order of color fringes determines the slopéhefseparation distance topology, i.e.,
the spectrum orders in R-B-G-R for a positive sdlopg R-G-B-R for a negative slope.

Thus, historically interference reflection micropgagproducing monochromatic
fringe patterns have been used to examine celldbsteate contacts [70-90]. This gap
information from IRM images tells cell-substratehadion (figure 1.22), such as focal
contacts shown darker streaks which is the cladistince, close contacts shown to be
dark area which are a little bit more distant tfagal contacts, and large cell-to-substrate
distance shown bright, which are other area thaalfoontacts and close contacts. IRM
images are obtained by interference of reflectgtitd from the interface at the glass-
medium and medium-bottom membrane. Reflection ftbentop membrane produces a
signal that is too weak to capture.

The developed advanced multi-spectrum interfereeftection microscopy (MS-
IRM) having better resolutions and uphill/downhiihformation of the bottom
morphology of cells is mainly used to examine telsubstrate contacts and to estimate

gap morphology between a cell and substrate.

66



Monochromatic IRM

Sub&fah:m

(a) Mono-IRM (Green)

Ventral Surfa

>0f Cells

Multi-spectrum IRM

e
J__J--*-""""b ..GRBGREG....
vbbbb

4 .GBRGBRG....
vvbbbb

(b) Color-IRM

Figure 1.21: Mono-/color- interference reflectiomcrnscopic images (8am x 60 pum)
and the corresponding schematics telling uphill/dioi of bottom morphology.



......

(fe, Closest
confact) —

AN \ \__Glass, =11515
Sites of large cell- / R, Y
fo-substrate ~ Closeconfact 7 R, TR

g-1m
distance: Is (cc)

incubator
(37C, 5% CO\;f)\‘

Endothelial Cells  ND
(ECs) Fitfer

Field Iris

(C) RGB Dichroi
Filter Wheel " tirrar

Shutter

Frame

drabbe EM cCD|

Figure 1.22: Experimental setup for multi-spectrinterference reflection microscopy

(MS-IRM) on the bottom left corner, schematic ofll-sabstrate adhesion and its
corresponding MS-IRM images, and IRM images fronthea@hannel and merged

channels.

68



CHAPTER 2

ELECTRICAL SENSING

2.1 Introduction

The study of cells had not been made possible timgilinvention of the light
microscope. There are, however, a lot of limitagion using them to examine cellular
physiology including morphology changes, cellularigion, and cellular micromotion
due to the fact that mammalian cells are tiny, ghacent, and colorless. Techniques for
understanding the finer structure of cells werdetteloped until the latter part of thel9th
century, when staining methods that can providécserit contrast became available. The
study of cellular functions and responses has bleee for decades to better understand
the workings of the cell body as well as its stuoet As technology has advanced, the
capabilities and sensitivity of cellular studiesshgreatly improved. A more recent
technology has been developed to study electricgdgrties of cells by stimulating them
with an electrical signal and analyzing its resgonihis unique technique of measuring
the cellular electrical response has created aweynof dynamically examining cells.

Much of the intricate and complex behavior of oigars can be attributed to the
electrical activity of the cell. Various procesdi&s sensory perception, cardiac function,
muscle control, thought, etc. are all partially woled and regulated by the electrical
activity and response of different cells in the ya8tructurally, cells are composed of a
lipid bilayer membrane enclosing an intracellulamic solution. This membrane contains
numerous proteins, receptors, ionic channels, anid pumps which are responsible for

maintaining the ionic concentrations within thel egld the intracellular potential relative
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to the extracellular potential [91].

The major advances in electrophysiology, which baén first established in
nerve tissue by L. Galvani, began in 1934, whemAtmdgkin began his research into
the physiology of nervous tissue. Despite the madyances in the study of cellular
electro-physiology, there were still many questionsresolved such as (1) what
controlled ion flow through the membrane, (2) wehe pore-like openings in the
membrane, and (3) did transporter molecules exist.

Throughout the last decade, elaborate experimemtiods to isolate and culture
mammalian cells in vitro have been developed anustemtly improved so that cell
cultures for almost any tissue of living creatunegy be obtained. This has been largely
motivated by the desire to study particular ceflety apart from the complexity of an
entire organism in well defined laboratory condiso However, for maximum scientific
information it is not sufficient to have the celllwres available, it is also important to
develop sensitive laboratory techniques to eithenitor the behavior of living cells non-
invasively by using sensors or to manipulate themgiactuators.

With the advent of micro fabrication technologiegjich have allowed us to
develop microelectrode arrays, dynamic measurenwéreiectrical properties of the cells
have become a common method for inference of varcaliular processes [91]. Of all
the methods involving the analysis of electricghsis from these biological specimens,
the electrical impedance measurement techniquéesnost widely used to monitor
cellular activities.

The Electric Cell-substrate Impedance Sensing (EG$stem is a novel

biosensor designed for real time monitoring of dadhavior including attachment,
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motility and cytotoxicity in a continuous fashiadih.was developed by Drs. Ivar Giaever
and Charles R. Keese [92-94] in 1984 and comm&eilin the early 90's. The novelty
in the ECIS setup was stimulating the cell by a kvekectric signal and analyzing its
response which was completely different from treglittonal method of recording and
analyzing the inherent electrical property of tle#.cThis method thus provided a new
dimension in cell research which allowed the camdims tracking of cellular adhesion,
growth and micromotion and even the cellular respoo toxic substances and
pharmacological agents [94-97].

Besides gold electrodes, which are commerciallyl@bvie, there are several types
of electrodes to electrically measure cellular piggical properties as long as the
materials of electrodes are conductive and bio-@tille. The biosensor subjects cells
growing on gold microelectrodes to small ac electurrent. Since the cells behave
essentially like insulating particles, a very weaid non-invasive current (< 1 pA), is
used to perform the measurement. As long as dalited attaching and spreading, this
current must flow around the cell which refers thereases in the calculated electrical
resistance. An interesting feature from the impedaresults is the fluctuation in the
calculated impedance, which is always associatéu lwing cells and persists regardless
sub-confluence and/or confluence cell inoculatidrtss behavior is attributed to micro-
motion, the tightness changes in cellular adhessuth as cell-cell adhesion and cell-
ECM (extracellular matrix) adhesion, the number pzfcked cells on the working
electrode, and the morphology change in viablescellhe resistance read out is
complicatedly dependent on electrode coverageylaeladhesion tightness, the cellular

shape, cytoplasm conditions, the number of celtsl the case of confluent or sub-
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confluent cell layers. Since the electrodes arg etse to the cell bodies, this electrical
measurement is very sensitive and capable of negplehanges in cell shape much
smaller than the resolution of an optical microgcop

2.2 Experimental Setup

The Instrumentation of the biosensor is based onSEtéchnology, which
measures the voltage drop across the working eletto the counter electrode. The
cardinal part of the instrumentation is the spéciahgineered slide which has a series of
wells suitable for cell culture and an array ofdjelectrodes that forms the base of the
slide which bridges the electronics of the biosersetup to the individual wells. It
should be noted that electrodes can be made ofbaygompatible and conductive
materials, such as gold used for many commercedtreldes and Indium Tin Oxide
(ITO) which is proposed and developed in this expent.

The cells are deposited on the electrodes which beypretreated with an
adherence promoting protein called fibronectin. ide&r this general surface treatment
on the electrode surface is not carried out siheefactor of surface material is another
important observation to examine the cell growtie.rdhese cells form a monolayer over
the electrodes as they settle down. A small noasive current of about 1A is passed
through the gold electrodes, which results in daagd across the electrodes oscillating at
the same frequency as the applied current.

The working principle of the electrical biosensetup is that the change in the
morphological characteristics of the cell can b&eded as a change in the measured
impedance. The measured voltage drop reflectsdheston of the cells to the electrode

surface. The barrier function associated with theog¢helial monolayer restricts the
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current flow and a marked increase in the resigtanobserved during the time during
which the cells reach confluence over the electrddhe impedance difference between
naked scans, where there is no cellular attachragt,attached scans, where there are
cellular attachments and spreading involved, casdam by normalizing the data. After
the cells reach confluence over the electrode stiep change in the measured data is
reduced to small fluctuations that can be measaved time. These fluctuations can be
attributed to the micro-motion of the cells ovee thlectrode surface. This arrangement
thus serves as a basis from which we can subjeatdlis to various external stimuli and
signals and monitor its response.
2.1.1 Lock-in Amplifier

The lock-in amplifier is a device which is useddetect and measure very small
AC signals down to the level of a nanovolt. It s unique ability to accurately
measure small signals which may be buried in ngigi@al thousands of times larger than
the original signal of interest. The amplifier usesechniqgue known as phase-sensitive
detection which singles out the signal at a specdference frequency and phase while
filtering out noise, which exist at different freencies. Even when the output of the
instrument reads full scale the input sensitivifytlee lock-in amplifier is achieved by
adjusting the gain of the signal path. The inputwts are devised in such a way that
they can handle signals many times larger thanc#tibrated value and thus makes a
reliable measurement possible. This performanceifeas called "dynamic reserve" and
is a measure of the ability of a lock-in amplifier recover signals that are buried in
noise

In this paper, the Lock-in amplifier was used toyile a non-invasive current of
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1 YA through the electrodes by applying an ac volta&V through a series resistance
of 1MQ so as to excite the cells in the electrode wé&he Lock-in amplifier is also used
for the phase-sensitive detection of the resultioljage across the electrodes using the
principle previously discussed. The data was aeduior a wide range of frequencies
ranging from 10 Hz to TOHz. The lock-in voltage source impedangg,was measured
to be approximately %0 and the input impedancg,, of the phase sensitive etector had
resistive,R,, and capacitiveC,, components of 10 B and 25 pF, respectively. To
evaluateR, and C,, model parameters, which characterize the endathedll barrier
function, it was necessary to convert the voltageasnrements into corresponding
impedance values. The measured voltage conversitretcorresponding impedance are
done considering all the resistance and capacitahseurces and all the cable in order to
reduce systematic errors.
2.1.2 DAQ

The Data Acquisition System (DAQ) for this investiign is devised using the
National Instruments Signal Conditioning eXtensidos Instrumentation (SCXI) DAQ
package. The system consists of a chassis whishaadhe base of the acquisition setup,
the module which acts as the signal conditionimgudi, the terminal block which act as
connectors for 1/0O signals to the system and a-plugAQ device. The plug-in DAQ
device can be replaced with a module which hasilamilt DAQ card. The chassis, which
is highly rugged and made of aluminum, containsamalog bus, a digital bus, and a
chassis controller regulating bus operations. Thalog bus transfers all the analog
signals at the input modules to the DAQ device aHhile digital bus is controlled by the

DAQ device for chassis operation. The modules la@eheart of the DAQ system as they
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perform the important function of signal conditingi The module acts as a multiplexer,
amplifier, and filter, and can also isolate voltagel current signals. There are different
types of modules available and the choice dependkeapplication. The terminal block
consists of attachments to the front of the moduld act as a convenient interface for
connecting 1/O signals to the system. There aretyes of terminal blocks, the direct-
mount block and the terminal block extensions. Tdrener, as the name suggests are
directly connected to the module using connectoeves while the latter is connected to
the module using shielded cables. The DAQ systanthis investigation has used the
SCXI-1140 module housed in a SCXI 1000 chassis.t@tmainal block used is a SCXI-
1331 which connects the input from the lock-in affelto the module, which switches
the signal between the five electrode arrays tatexbe cells. The response is then
detected by the lock-in amplifier and passed ortht terminal block which routes it
through the module to the DAQ board on the computbe data acquisition software
collects the data from the DAQ board and storéx iturther analysis.
2.1.3 Electrical Circuit

A data acquisition and analysis system was impléaeterusing LabVIEW.
Figure 2.1 shows a schematic illustration of thepemmance measuring circuit
configuration. A reference voltage source providedac 1y, reference signal via a
series 1 MD resistor, R, to the electrode array. A National Instrumen@X§1331
switch made successive connections between theretff working electrodes and the

counter electrode of each array. The source v®ltgmerator resistance,, Rias 50Q.
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Figure 2.1: Electrical impedance measuring circuithe electrode array was connected
to a lock-in amplifier voltage source through a QMseries resistor to provide an
approximately constaniul current source. The measured voltage was usestiimate
the impedance.
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Since the series resistance was significantly tatige electrode impedance over
the range of frequencies used in this study, amoxjppately 1pA constant current was
provided to the electrode. An SR830 lock-in anlimeasured the electrode voltage.
The input impedance of the lock-in amplifier wasiigglent to a parallel resistor, Rand
capacitor G combination of 10 @ and 10pF, respectively. The source and lock-in
amplifier cable have parasitic capacitance,s @nd G,, respectively. Direct
measurements of the cable parasitic capacitances nvade using an LCR meter and
incorporated into the circuit model to estimate thgedance based on the lock-in
voltage measurement.

2.3 Impedance Measurement

Impedance is the frequency-dependent oppositi@asinductor to the flow of an
alternating electric current. A measure of impe@afx) is composed of the sum of two
vectors, resistance (R) and reactance (Xc), medsatrex particular frequency and is
described mathematically by the equatiGreZ + Xc2.

Resistance is the opposition of a conductor toalternating current, and as the
electric current travels through the body, resistars basically the same as in non-
biological conductors. Reactance is produced byattditional opposition to the current
from the capacitant (storage) effects of cell manbs, tissue interfaces, and structural
features. Early studies of bioelectrical impedafuzeised on the meaning of impedance
measures in relation to the water and electrolgteent of the body, and to physiological
variables such as thyroid function, basal metabidie, estrogenic activity, and blood
flow in human and animal tissues. These exploratideveloped into some of the

present-day areas of impedance cardiography, p@mampedance, brain impedance,
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and impedance imaging. The use of bioelectrical edamce to estimate body
composition developed from more recent exploratayrks in the areas of single-
frequency and multiple-frequency impedance. An radBng current is used for
bioelectrical impedance analysis because it petestthe body at low levels of voltage
and amperage. In a complex electrical structuré sscthe human body, the part of the
fluid volume measured by bioelectrical impedancealso a function of the current
frequency. At low frequencies of less than abokHz, the bioelectrical current travels
primarily through extracellular fluids, but as thiequency increases, the current starts to
penetrate body tissues, creating reactance. At figfluencies (above 100 kHz), the
current is assumed to penetrate all conductive Ihisdues or all of the total body water
in the conductor and supposedly overcomes the ttapagroperties of the body,
reducing reactance to zero. One of the earliescdswas manufactured by Hanna and
Johnson (1968) who produced an array of 20 or 86treldes on a plastic sheet using
photo etching techniques. Their device however wasnded for surface potential
recording due to the size of the electrodes. Algodesigned for recording from cardiac
cells, one of the original microelectrode devicemnafactured was by Thomas al[98].
The basic fabrication principles of this method atid used in more modern designs.
This microelectrode array was etched into thin infédtas deposited on glass cover slips.
Thin-film nickel layers were vacuum deposited oatglass coverslip and were insulated
with a thin layer of insulating polymer. The covgrsvas then exposed to light through a
photographic negative image of the desired eleetpmttern. The polymer was removed
and the metal remaining uncovered was removed adgtth. The nickel was then gold-

plated, re-insulated, and the electrodes exposeaéfmated light exposure with a second
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negative image of the desired pattern. Electrogqeedance was improved by coating the
electrode tips with platinum black. Their systemmteaned 30 microelectrodes arranged
in two rows 50 mm apart; the distance between mdes in rows was 100 mm. Using
this system Thomas and colleagues (1972) weretaliecord potentials from cultured
chick cardiac cells. Successful implementationhef ticroelectrode system by Thomas
et al. inspired many investigators to extend ite tes monitor the electrical activity of
many organisms like bacteria, algae [99], neurd@®] and also various organs in the
body. With the rapid development of fabricationhieiqques and advent of visualization
methods, monitoring the health of cells and tissaied following their dynamics has
provided a plethora of information, thus solvingnyamysteries which have puzzled
investigators over the years. Yet, it is predidieat there is a long way to go before we
can completely understand the complexity of ceflédaction and activity.
2.3.1 Resistance

Figure 2.2 show the normalized resistance as atitmof time and dose of
Tolfenamic Acid (TA) from 0 to 3QUM to examine apoptotic morphology changes in
HCT116 cancer cells. The cell concentration use® feas 2x 10ml. Representative
time-dependent normalized resistances and reacamneeselected to be scanned at 5.62
kHz where there is the maximum value among 17 #aqies at each time step. For the
sake of clarity, symbols are marked at every @ata point. The higher concentrations of
tolfenamic acid produce a reduction in the nornemliznpedance components that reflect
increasing numbers of apoptotic cells. Apoptotidlut® morphology changes are
associated with cell shrinkage, cell rounding, amsintegration of cell-cell and cell-

substrate contacts. These change creates a detréhsenormalized impedances.
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resistance and reactance, respectiaely the subscriptsandn indicate cell covered and
naked scans, respectively.
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2.3.2 Reactance

Measurements were performed simultaneously usiag#me batch of HCT116
cells. The cell concentration used here was 2/r1l0 Representative time-dependent
normalized reactances shown in the figure 2.3 alected to be scanned at 5.62 kHz
where there is the maximum value among 17 freqesrai each time step. For the sake
of clarity, symbols are marked at every"2iata point.

The well-known existing methods to examine apopgtoare fluorescence
microscopy, flow cytometry, and other biochemicatsay using agarose gel
electrophoresis or enzyme-linked immunosorbent yaggaISA). While they are all
stationary and need fluorescent or radioactive ggpthe micro-impedance measurement
is a new bio-analytical technique capable of noragively and dynamically monitoring
apoptosis-induced changes in the 3-dimensionalleelshapes in real time without any
probes. Both resistance and reactance|d¥lkeep increasing because of the increase of
cell-cell and cell-substrate adhesion, while alhest normalized resistances and

reactances decreased after they reached their maxduaring the 97 hour measurement.

81



5.0 : :
p 4 i .

‘;‘-'-.é . Concentration: uM 7 : :

> 40 N —e— 0
|° . ] D 5

> : — 10

@ 3 20

O 30 N ——— 30| i
c T '

(47 3

- 1

= i

Y B SN N — S ——— Y A s e W
o i

S ]

N 10F

g :

G 0.0 ¢

Z 1 I 1 1 L I L 1

0 1000 2000 3000 4000 5000 6000
Time (min)

Figure 2.3: Normalized resistanc&?(c B Xr%( . The termsX represent the resistance

and reactance, respectiveind the subscripts andn indicate cell covered and naked
scans, respectively.

82



CHAPTER 3

INTEGRATED DYNAMIC LIVE-CELL OPTO-ELECTRIC SYSTEM

3.1 Experimental Setup

The dynamic cellular imaging system (figure 3.1) kes it possible to
comprehensively examine the spreading, attachnaemnt,confluence characteristics of
live cells under environmental challenges in a Weat has not been previously prevalent.
The system integrates a number of existing as allnewly implemented imaging
techniques: bright field microscopy (BFM), epi-fhescent microscopy (EFM), phase
contrast microscopy (PCM), differential interferencontrast microscopy (DICM),
interference reflection microscopy (IRM), and totalternal reflection fluorescent
microscopy (TIRFM). The integrated imaging systeran cprovide visible and
guantitative knowledge of both interfacial respooeells under multiple stimuli and
cellular interaction with bio-vesicles.

3.2 ITO Biosensor

Cellular micro-impedance measurements have fourtdnsive application in
guantifying cellular adhesion and barrier functiorA relatively recent method, referred
to as Electrical Cell-Substrate Impedance Senti@) pioneered by Giaver and Keese
[92-94], has become increasingly used to studycuahtify cellular physiology [29, 97,
101-111]. This biosensor is based on a gold tvectedde configuration that consists of
a small working electrode and a larger countertedde. Although this electrode
configuration has the potential to probe cellularrier function in terms of cell-cell

adhesion, cell-matrix adhesion and cellular membaoperties, the optical properties of
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gold limit its ability to perform simultaneous elgcal impedance and microscopy
measurements.

The combined electrical conductivity and opticahsparency of indium tin oxide
(ITO) makes it an attractive alternative to goldaamicroimpedance biosensor [112-120].
Indium-tin-oxide is stable in electrolyte solutioaad the transparent properties of this
electrode allow the simultaneous optical invesiayest using phase contrast, interference
reflection and fluorescence microscopy. Despige pbtential importance in probing
cellular barrier function both electrically and mascopically, few studies have examined
the fabrication and performance of ITO electroaestis particular application.

This study describes the fabrication and perforraasican ITO biosensor array
that is compatible with porcine pulmonary arteryethelial cell growth. The naked
and cell covered ITO frequency response is examisaag 250 and 500 m diameter
electrodes and directly compared to a 250 m dianedieistry standard gold electrode
with similar array dimensions. This study is mated by the fact that the ability to
combine electrical microimpedance measurements mitnoscopy methods presents a
number of opportunities to study cellular physiglog
3.2.1 Fabrication Process

Figure 3.2 shows a photograph of an assembled afrdiye transparent ITO
electrodes with top and side view schematics. Arraly five working ITO electrodes
were fabricated with either 250 or 5Q0n diameter electrodes, respectively. The

electric current flowed between a working electradd the larger counter electrode.
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(Top View)
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(Side view)

Figure3.2: Indium tin oxide—silicon nitride eleati@array. By etching either a 250 or 500
pm diameter hole in the insulating silicon nitrideeyér an array of five electrodes was
formed. Each electrode made an electrical contdth @ common 2 cf counter
electrode via a 40QL well. Letters, “UTKITO", are easily seen througfne ITO layer
coated on the glass slide demonstrating the hagisparency of the material.
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Figure 3.3 summarizes the ITO electrode fabricatmocess. The ITO
biosensor array consisted of six 100 nm ITO filrecalodes deposited on a 76 mm x 26
mm glass slide using an AJA ATC2000 RF magnetrarttspng system. Five of the
electrodes were used as working electrodes wh#estkths was a common counter
electrode. The sputtering target consisted of 90wtin,O; and 10wt. % Sn® The
base pressure prior to the sputtering depositios telow 5.3pPa. During sputter
deposition, a flow rate of 25 sccm of Ag-Mas introduced into the chamber to produce a
3 mTorr pressure. The ITO sputtering power was \208nd the film was deposited for
15 minutes at a temperature of 48D. Subsequent to the ITO thin film sputtering,
photoresist (955CM-2.1) was spin-coated for 50 sdsoat 3000 rpm resulting in a
nominal 1.5um thickness. After spin coating, the photoresiss waft baked at 9C for
45 seconds, exposed to a 365 nm wavelength foedosls using a Karl Suss MA6
contact lithography system, post exposure bakd@@tC for 45 seconds, and developed
in CD-26 developer for 70 seconds. Finally, the W&s wet etched with Cyantek LCE-
11 etchant at 40C. Stripper solution then removed the photoresig04C.

On the top of the patterned ITO electrode, RF magnesputtering in argon-
hydrogen (5 % k) and nitrogen gases deposited an insulating 30lcon nitride film.
The sputter deposition condition of the Siliconriie film was 100 W RF power, 5
mTorr pressure, 25 sccm ArzHand a 25 sccm Nyas flow at a temperature of 3%D. A
similar photolithography process as described Fa ETO film pattern produced the
silicon nitride layer. The silicon nitride insulag wells on the array were patterned by

reactive ion etching (RIE) with SF6/02 chemistry.
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1. ITO sputtering deposition (RF magnetron sputtering)

2. Spin coating using photoresist (955CM-2.1)
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Figure 3.3: Fabrication of ITO thin film microeleotie on slide glass. A 90 %
In,04/10 %SnQ@ 100 nm layer was sputter coated onto slide glaksing standard
photolithography methods, an array of five ITO &ledes and a single counter electrode
was developed.
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The cellular impedance can be detected becausewitr&ing electrode
constrictive impedance dominates the impedancé®fnthole system. The insulating
silicon nitride (SiNg) layer was resistant to ethanol sterilization. cElades were
therefore sterilized with a 70 % ethanol 30 % dszed (DI) water solution and then
rinsed with sterilized DI water. All the wells wemgspected using microscopy imaging

prior to use.

3.2.2 Qualitative optical characteristics

Endothelial cells isolated from porcine pulmonargaes were cultivated on bare
glass, 100 nm thick ITO coated on the coverglassd,47.5 nm thickness of gold thin film
coated on 2.5 nm titanium coated on the covergfaan incubator at 37C and 5 % CQ
The cell culture media consisted of M199 (GibcoBRind 10 % fetal bovine serum
(Hyclone) supplemented with BME vitamins (Sigma);glutamine (GibcoBRL),
penicillin and streptomycin (GibcoBRL), and BME amiacids (Sigma). The culture
was maintained for approximately one week, at wipicimt the cells reached confluence.

Once they reach confluence, endothelial cells growrhree different substrates
are taken by using bright-field microscopy (BFMhage contrast microscopy (PCM),
and differential interference contrast microscopiyqM).

The PCM images (figure 3.4) of PPAECs on a baresgire comparable to the
corresponding images on a 100nm ITO-coated glasie wo discernable cellular image

is available for Au/Ti-coated glass under the sdhamination intensity.
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(CG) (ITO + CG) (Au + Ti +CG)

BFM

Figure 3.4: Qualitative optical characteristicsIDD thin film using a set of brightfield,
phase contrast, and differential interference emsttmicroscopic images of PPAECs
cultivated on a coverglass of 1bn thickness, a glass surface coated with a 100 nm
thick ITO layer, and a glass surface coated wifhriZn titanium and 47.5 nm gold layer.
Phase contrast cell images of the 100 nm thick filr®on slide-glass are comparable to
those of pure coverglass and far superior to thosthe 47.5 nm thick gold film on slide-
glass.
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3.2.3 Quantitative optical characteristics

Figure 3.5 shows normal transmittancelculatedfor bare slideglasd) and Au
(47.5 nm)/Ti (2.5 nm)-coated slideglg#y andmeasuredor bare slideglasdI{), 100-
nm ITO-coated slideglas$\), 500-nm ITO-coated slideglas¥)( and Au/Ti-coated
slideglass YI). The transmittances are measured using a Cary 30@Vis-NIR
spectrophotometer (Version 1.9, Varian) that cdssiof a double Littrow
monochromator, two beam path holders (one for eefsg and one for sample),
PbS/InGaAs detectors, and covers from UV (200 ma)IR (800 nm) at intervals of 1
nm and a scanning rate of 10 nm/sec. Measuremeatsepeated five times at each
wavelength, and the extended bars indicate thdtireggstandard deviations.

In order to validate the experimental data, thedmaittance of the multilayer thin
film structure is calculated using the characterigtansmission matrix and taking the
wave interference effect into consideration. Tharabteristic transmission matrix of the

m-th layer is expressed on the basis-pblarized light as follows:

cos(z—ﬂ p.d.), —J— Sin(zﬂ Prndin)
A P A

M.(2)= {M w M 12} =
m M M ’
21 22dm _if)m Sin(27n- r)mdm)1 COS% bmdm) (3 1)

=i, cosd,,

where Pr The complex angle of incidenc@ﬂis given from the

generalized Snell’s Iaw,"“"ngi = S'ngm, wherei means incident, anc?Im denotes the

thickness of then-th layer. The complex refractive index of timeth layer is defined as

M =M™ % where both refractive inder)(and extinction coefficient() depend on
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Transmittance

Wavelength (nm)

Figure 3.5: Normal transmittance, calculated farelslideglasd) andAu (47.5 nm)/Ti
(2.5 nm)-coated slideglagll), and measured for bare slidegla$),( 100-nm ITO-
coated slideglasd\(), 500-nm ITO-coated slideglas¥)( and Au/Ti-coated slideglass
(VD).
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the wavelength4 ).
Assuming all layers are nonmagnetic, the overaligmission matri¥ is defined

by multiplication of the elementary matrix of EQ) for the totalN layers, i.,e.m=1, 2,

3, ... ,Nas follows:
N M M
M - Mm(Z) :|: 11 12:|
m= M21 M22 . (32)

Assigningm = 0O for the incident air medium amd = N+1 for the transmitting air

medium, the overall transmittancB for multi-layers is given as:

T=Pray?  t= 2P,
Bo (M11+ Mlszu) bo"'( Mo+ M50, ) (3.3)

The calculated transmittance, Eg. (3.3), is in agrent with the measurements
for the cases of bare slideglatsdnd gold-coated slideglads)( for the visible range in
Fig. 1. The transmittance of the ITO-coated cowmglis not calculated because the
complex refractive index of the present ITO thilmfiis unavailable. AtA = 510 nm
(green light), the measured transmittance of 8824.@®-nm thick ITO sputtered layer on
slideglass shows a mere 3.2% reduction from thestn#ttance of 91.2% for bare
slideglass, whereas the transmittance is dramigticeduced by more than 90% for the

case of the industry standard Au (47.5 nm)/Ti (@rH-coated coverglass.
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3.3 Results
3.3.1 Naked and Cell Covered Gold and ITO Electrodérequency Dependent
Impedance

Figure 3.6 shows the frequency dependent resistamdeeactance of a 2%0n
diameter gold electrode (A), a 250n diameter ITO electrode (B), and a 50t
diameter ITO electrode (C). Each of the figures paras the measured resistance and
reactance between the naked electrode and cellembvelectrode. The measured
resistance increases when the electrode is cowgtbdcells, for both the gold and the
ITO electrodes demonstrating the feasibility ofngsithe ITO electrode as a bio-
impedance sensor.

Figure 3.7 shows the normalized real and imagimapedance of the same data
shown in Figure 3.6. The 250m ITO electrode shows similar but somewhat reduced
sensitivity to endothelial cell attachment compatedhe 250um gold electrode. The
measurement sensitivity of the cell-covered elel@reesistance shows the highest in the
range of 1 to 10 kHz with a peak around 5.62 kHztie gold electrode and 3.62 kHz for

the ITO electrode.
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3.3.2 Endothelial Cell Attachment to a 50um ITO Electrode

Figure 3.8 shows the frequency dependent changekeatrode impedance as a
function of time during the cellular attachmentRRPAECs to a 50Qum ITO electrode.
An initial peak in the resistance occurred apprataty one hour after cell inoculation on
the ITO electrodes. The normalized resistance tithtss a peak sensitivity in the
frequency range between 500 Hz and 10 kHz. Fofiguhe initial peak the normalized
resistance stabilizes and slowly decreases overadwurs.

Figure 3.9 shows a confluent cellular image on @ 5® ITO electrode with a
10x objective lens. This confirms cellular attacimtewith ITO silicon nitride
bioelectrodes even without fibronectin as well amdnstrates that the ITO electrode is a

good tool for both electrical measurement and aptitsualization.
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Figure 3.9: Phase contrast cell image on the B®0ITO- SgN4 electrodes. All the
attached scan wells in each electrode have sigelarlar attachment patterns. The image

size is 615.5 ym x 461.4 um. The darker gray region outside the exposedilairc
electrode region represents theNgilayer.
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CHAPTER 4

SIMULTANEOUS OPTICAL AND ELECTRICAL PROPERTIES
OF ENDOTHELIAL CELLS’ ATTACHMENT ON ITO
BIOSENSORS

4.1 Cytoskeleton and Morphology

The ability of eucaryotic cells to adopt a varietly shapes and to carry out
coordinated and directed movements depends on plewmetwork of protein filaments
that extend throughout the cytoplasm. This netwarkthe cytoskeleton, is a highly
dynamic structure that reorganizes continuousihasell changes its shape, divides, and
responds to its environment. It is also responsible the crawling of cells on a
substratum, muscle contraction, shape changesdefva@loping vertebrate embryo, and
the machinery for intracellular movements suchhasttansport of organelles from one
place to another in the cytoplasm. It is, furthemmaesponsible for the segregation of
chromosomes during mitosis [121] .

The characteristics of cytoskeleton can be expressnply: first, actin filaments
are essential for many movements of the cell, éslhpechose at its surface; second
microtubules are thought to be the primary orgasizef the cytoskeleton; finally,
intermediate filaments, which have a rope like dtrite provide cells with mechanical
strength [121, 130-133].

The cytoskeleton has been known to be mainly coegpasd actin filaments,

microtubules and intermediate filaments. Each tyjpldament is formed from a different
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protein subunit: actin proteins for actin filamerttgoulin proteins for microtubules, and a
family of related fibrous protein, such as vimerdmlamin for intermediate filaments. A
wide variety of accessory proteins that bind todhgn or microtubulin enables distinct
functions of the filaments in different regionsatell. These also link filaments to one
another or to other components, such as the plasenabrane. Furthermore the rate and
extent of the filament polymerization are contrdlie many ways. Among the filament
related proteins, motor proteins hydrolyze ATP todoice force and directed movement
along the filaments. The cytoskeleton enables ithegl cell, like a city, to have many
specialized services concentrated in different safeat extensively interconnected by
paths of communication.[122-129]

4.1.1 Actin filaments

Actin filaments also known as microfilaments (figu4.1) are two-stranded
helical polymers of the protein actin. They havige&ible and dynamic structure, with a
diameter of 5-9 nm, and are organized into a waoétinear bundles throughout the cell.
They are most highly concentrated in the cortest, peneath the plasma membrane with
a variety of actin-binding protein. This actin-ritdyer controls the shape and surface
movements of most animal cells.

Actin is a highly conserved cytoskeletal proteimatt is present at high
concentrations in nearly all eucaryotic cells. Rexdi actin exists as a monomer in low
ionic strength solutions and spontaneously assenmbte actin filaments on addition of
salt provided ATP is present. As with tubulin, fh@ymerization of actin is a dynamic
process that is regulated by the hydrolysis of ghtly bound nucleotide. In cells,

approximately half of the actin is kept in a moneim&rm through its binding to small
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Figure 4.1: A stained confocal image of actin fimhusing Texas Red Dye.
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proteins such as thymosin. In the cortex of anig®lls, actin molecules continually
polymerize and depolymerize to generate cell-serfatrusions such as lamellipodia
and microspikes. Polymerization can be regulatedxtsacellular signals binding to cell-
surface receptors that act through heterotrimeripr@eins and the small GTPase Rac
and Rho. The varied forms and functions of actineurcaryotic cells depends on a
versatile repertoire of actin-binding proteins thaiss-link actin filaments into loose gels,
bind them into stiff bundles, attach them to thespia membrane, or forcibly move them
relative to each other. Tropomyosin, for exampleyd® along the length of actin
filaments, making them more rigid and altering thadfinity for other proteins. Filamin
cross-links actin filaments into a loose gel. Fimband a-actinin form bundles of
parallel actin filaments. Gelsolin mediates *Gadependent fragmentation of actin
filaments, thereby causing a rapid solation ofraggls. Various forms of myosin use the
energy of ATP hydrolysis to move along actin filart® either carrying membrane-
bounded organelles from one location in the celbmother or moving adjacent actin
filaments against each other. Sets of actin-bindprgteins are thought to act
cooperatively in generating the movements of thié staface, including cytokinesis,
phagocytosis, and cell locomotion.
4.1.2. Intermediate filaments

Intermediate filaments are tough and rope-likeerisb with a diameter of
approximately 10 nm. They are made of intermedikment protein, which constitute a
large and heterogeneous family. One type of intdrate filament forms a meshwork
called the nuclear lamina just beneath the innetean membrane. Other types extend

across the cytoplasm, giving cells mechanical gtterand carrying the mechanical
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stresses in an epithelial tissue by spanning thepasm from one cell-cell junction to
another.

Intermediate filaments are strong, rope-like paysnof fibrous polypeptides that
resist elongation and play a structural or ten&iearing role in the cell. A variety of
tissue-specific forms are known that differ in tgpe of polypeptide they contain: these
include the keratin filaments of epithelial cetlse neurofilaments of nerve cells, the glial
filaments of astrocytes and Schwann cells, the defilaments of muscle cells and the
vimentin filaments of fibroblasts and many othelt tges. Nuclear lamins, which form
the fibrous lamina that underlies the nuclear emwel are a separate family of
intermediate filament proteins. The monomers dedént types of intermediate filaments
differ in amino acid sequence and have very diffemaolecular weight. But they all
contain a homologous central rod domain that foamsextended coiled-coil structure
when the protein dimerizes. Two coiled-coil dimassociate with each other to form a
symmetrical tetramer, which in turn assembles mgdeoverlapping arrays to form the
nonpolarized intermediate filaments. The rod domaih subunits form the structural
core of the intermediate filament, whereas the dosnat either end can project outward.
One function of the variable terminal domains maytt allow each type of filament to
associate with other components in the cell, s g®sition the filaments appropriately

for a particular cell type.
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4.1.3 Microtubules

Microtubules are long, hollow cylinders made oé throtein tubulin. With an
outer diameter of 25 nm, they are much more rigahtactin filaments. Microtubules are
long and straight and typically have one end a#gddio a single microtubule organizing
center (MTOC) called the centrosome while the othemains unchanged in the
cytoplasm. In many cells microtubules are highlynayic structures that alternately
grow and shrink by the addition or loss of the tibaubunits. The motor proteins move
in one direction or the other along a microtubwlarrying specific membrane-bounded
organelles to desired locations in the cell.

Microtubules are stiff polymers of tubulin moleesl They assemble by addition
of GTP-containing tubulin molecules to the free @idhe microtubule, with one end
(the plus end) growing faster than the other. Hiydis of the bound GTP takes place
after assembly and weakens the bonds that holthitetubule together. Microtubule-
organizing centers such as centrosomes protecimihas ends of microtubules and
continually nucleate the formation of new microtlés which grow in random directions.
Any microtubule that happens to encounter a stradhat stabilizes its free plus end will
be selectively retained, while other microtubule @epolymerize. The tubulin subunits
in microtubules that have been selectively staddiare modified by acetylation and
detyrosination. These alterations are thought bellahe microtubule as mature and
provide site for the binding of specific microtubtdssociated proteins (MAPs), which
further stabilize the microtubule against disasdgmin general, dynein move cargo
toward the minus ends of microtubules, while mase&ins move cargo toward the plus

ends. Such motor proteins are largely responsdnléhke spatial organization and directed
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movements of organelles in the cytoplasm.
4.2 Background

Simultaneously acquired optical microscopic imagesd electrical micro-
impedance measurements have a number of potent@hebdical applications.
Although the information obtained from micro-impeda measurements compliment
many existing optical microscopy techniques, & isomplicated and sensitive function of
the cellular state. In particular, the measurexttekal impedance is a function of the
cellular morphology, cell-matrix attachment, ande tegree of cell-cell contacts.
Combined optical and micro-impedance measuremémsefore, have the potential to
elucidate a number of complex cellular processeat thptical and electrical
measurements are not capable of independently.

A particularly novel approach to cellular impedancgeasurements was
pioneered by Giaever and Keese [92, 94] Since ,thaectrical impedance
measurements have been applied to a number ofgialoproblems that deal with
cellular barrier function and adhesion [101, 10%84]1 Electrical impedance
measurements have been used to evaluate the nardehgters associated with cell-cell
and cell-matrix junction formation [135, 136]. Imdition, measurements at a single
frequency have found applications in cellular nigtistudies. The vast majority of
these studies, however, have been performed usold microelectrode arrays.
Although gold electrodes have attractive propertiegy are relatively opaque, making
simultaneous microscopy measurements difficulb@gasible in most cases.

Indium tin oxide (ITO) films have the unique progpyeof being both electrically

conductive and optically transparent [118-120]. &\sesult, ITO films have found a
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number of interesting applications in studying aoef molecular biology [115, 117] and
excitable cells [112, 113, 116]. There have, havewbeen surprisingly few ITO
applications in the measurement of cellular barfierction. Hilldebrand et al. [137]
examined the thrombin induced changes in humanligalbvein endothelial cell barrier
function while acquiring phase contrast microscopgges. Choi et al. [138] examined
the properties of an ITO silicon nitride electroaled its use to electrically measure the
growth, attachment, and response of porcine enliaiticells to the drug Cytochalasin D.
The results of these studies demonstrate the pattent TO bioelectrodes for acquiring
simultaneous optical and electrical measurements.

This study examines the time dependent attachmmohtspreading of porcine
pulmonary artery endothelial cells (PPAECs) on agily thin ITO electrodes using
concurrent optical and electrical micro-impedancesasurements. Specifically,
differential interference contrast microscopy (DIThages are recorded simultaneously
with frequency dependent resistance and reactaeesurements as a function of time.
By digitally processing the images, the time degendhanges in cellular morphology
and electrode coverage are obtained and comparkdtig corresponding impedance
measurements.

4.3 Methods and Materials
4.3.1 Cell Culture

Porcine pulmonary artery endothelial cells (PPAE®@s)e isolated from fresh
porcine arteries obtained from a local abattoirhe Endothelial cells were removed from
the intimal artery walls by carefully scraping thetfi with a scalpel. The cell culture

media consisted of M199 (GibcoBRL) and 10% fetalvibe serum (Hyclone)
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supplemented with BME vitamins (Sigma), L-glutami(@ibcoBRL), penicillin and
streptomycin (GibcoBRL), and BME amino acids (Sigméhe culture was maintained
until the cells reached confluence, and then theyewassaged. Passaging generally
occurred once a week, and passages four throupghwegge used for testing in this study.
Trypsin-EDTA (1X, GibcoBRL) was used to detach sdibr passaging and electrode
inoculation. Cells were cultivated in an incubattoait kept the temperature at°87and
the CQ level at 5%. Cells suspended in M199 were irated directly onto a
sterilized ITO-SiN, microelectrode that was not previously coated veitty adhesion
molecules such as fibronectin.
4.3.2 Microscopy and Image Processing

Figure 4.2 shows a schematic of the optical andtrdal impedance measuring
apparatus. An SR830 lock-in amplifier circuit geated a current through the ITO
electrode and measured the resulting electrodeagalt A computer equipped with a
PCMCIA card and a LabView based data acquisitiavgam controlled the amplifier
and performed frequency scans. Cells were kepbleviausing an incubator
(WeatherStation, Olympus) that kept the tempera(8/C), humidity, and C®(5%)
levels constant. These controlled conditions weveial to keep cells alive during long
time lapse measurements. The imaging system ¢edstf a 20 long working
distance objective lens with a numerical aperti&)(equal to 0.4, an Olympus Model
IX-71 inverted microscope with a polarizer (IX-LWR@ DIC prism (IX2-DIC20) in the
long working distance DIC condenser (IX2-LWUCD, NA5D), a transmitted Nomarski
prism (U-DICTS), an analyzer (I1X2-AN), a 100 W Hgén lamp house (U-LH100-3,

Olympus), and a Hamamatsu 14-bit electron multiggi#M) cooled and intensified-
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Figure 4.2: Integrated optical and electrical imgorezk measurement system schematic.
Differential interference contrast microscopy imagee acquired simultaneously with
electrical impedance measurements. An environrhehgamber maintains a humidified,
37°C, and 5% C@ atmosphere for dynamic long time-lapse measuresmenthe
measured impedance is a function of the curremt tiader the cells, between the cells,
and the capacitively coupled current through thengembranes.
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CCD digital camera. Additionally, a mechanical sbéutvas synchronized with the CCD
camera to minimize any effects the halogen lamp haaxe had on cell growth [139]. The
total magnification used in the current imagingtegs was 32X, resulting from a
20X objective lens and a 1.6X lens in the DIX71S1F, Wwhapproximately fit the
entire ITO working electrode. Differential interé@ce contrast image and impedance
measurements were taken simultaneously at threeteniime intervals.

Image processing was performed using a series obngelution and edge
detection filters to identify the cell boundariesdato estimate the total cell covered
electrode area. Each image was deconvolved usingcgRichardson deconvolution
algorithm with a Gaussian point spread function Hrebackground was removed from
the cell-covered areas using high and low threshoids [140]. Binary images were
obtained using Canny and Sobel filters. An overlayage was subsequently
constructed to compare the digitally processed enagh the original image. This
permitted the cell-covered area to be quantifiediétermining the total number of pixels
that had not been eliminated by the filters.

4.3.3 Electrical impedance measurements

Electrical impedance measurements were performed) @s Stanford Research
SR830 lock-in amplifier. A 14 ac signal was generated and connected to anasectr
array via a 1 MD resistor. Although this provided an approximate|yA current source,
corrections based on the circuit model were madestionate the actual impedance from
the electrode voltage measurement. The lock-in @mplhad an input impedance
characterized by a parallel combination of a 10 Mresistor and a 25 pF capacitor.

The ac voltage source resistance waQ,58nd the capacitance of each coaxial 1€xd,
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and C,s, was approximately 86 pF. Fabrication of the [@@ctrodes is explained in
detail in a previously published paper[138].

The voltage was sampled at a rate of 32 samplesqoend using a filter time
constant of 32 ms and a 12 dB/decade roll off e@amjinutes. The averages and standard
deviations of the 32 sampled voltages were caledldbr each set of measurements.
Frequency sweeps using 15 logarithmically spaceduincy samples between 10 Hz
and 100 kHz were obtained for the naked electraute the cell inoculated electrode
during cellular attachment.

4.4 Results
4.4.1 Electrical scan summary

Figure 4.3 shows the time dependent changes in almed resistance and
reactance at 1.0 kHz, 1.77 kHz, 3.16 kHz, and %B2 during the attachment of
PPAECs to a 25@m diameter ITO electrode. The zero time point €gponds to the
cell inoculation time. The normalized resistané®;R.)/R,, and the normalized reactance,
(XXX, were calculated from the cell covered and nakedrmde resistanceR; and
R,, and reactanceX; andX,, respectively. An initial peak in the normalizex$istance
and reactance occurred approximately four hoursr atll inoculation on the ITO
electrodes. Following the initial peak, the nonzed resistance and reactance
stabilized and slowly decreased over several hour$he normalized resistive
component of the naked electrode was consisterit small amounts of drift. In
addition, changes in both the resistive and reacomponents were observed during the
first several scans until the environmental changaeameters, such as the J6€vel, pH,

and temperature stabilized.
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Figure 4.3: Normalized resistances (solid lines) mormalized reactances (dashdot lines)
as a function of time. The ternR and X represent the resistance and reactance,
respectivelyand the subscriptsandn indicate cell covered and naked scans, respegtivel
Among the 15 frequency scans acquired, four reptatee frequencies are selected to
illustrate the cellular attachment of PPAECs tab@ gm ITO electrode. For the sake of
clarity, every 28 data point is marked with symbolsjfor 1.0 kHz,A for 1.77 kHz0 for
3.16 kHz, andD for 5.62 kHz.
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Figure 4.4 summarizes the time dependent evolutidhe normalized resistance
and reactance as a function of frequency. The alired resistance peaked around 1
kHz while the normalized reactance appeared toeas® with increasing frequency
following an initial attachment phase. The resisga and reactance changes were a
complex function of the endothelial cell attachmespreading, and micromotion.
Although the impedance measurements were a sensitiaction of the cellular
attachment parameters, these measurements alote rooiu sufficiently evaluate the
dynamic cellular morphology changes coupled tocelecell and cell-substrate adhesion,
and cell-covered area on the working electrode.
4.4.2 Image segmentation and cell covered area esétion
Figure 4.5 shows a time series of DICM images afogimelial cells on a 250

m diameter ITO electrode following a sabnfluent and confluent endothelial cell
inoculation. The first row shows the sub-confluéinte series, and the second row
shows the confluent series. During the endotheatil attachment and spreading
process, the cells start with a globular morpholagg then gradually flatten. In the
sub-confluent case, approximately 25 cells becattaled to the working electrode.
At 6 minutesafter inoculation of cells onto an ITO electrodeotcells began to spread,
while the rest retained their globular morphology &pproximately 30 to 33 minutes.
In the confluent case approximately 6 minutes afiterculation, a few cells began
spreading, while most cells remained globular fggraximately 30 to 33 minutes. The
cell-covered areas remained almost constant after RPEACs reached confluence.
However, the cells became more tightly packed andmilatter over time. There were

approximately 55 and 65 cells on the working etstgr att = 450 minutesandt = 900
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Figure 4.4: Continued. Representative surface pdbteormalized resistance (a) and
reactance (b) attach scans of PPEACs on gu@b@iameter ITO electrode as a function
of frequency and time following a confluent inodida density. The surfaces consist of
approximately 300 frequency spectrum scans thae wampled at three minute time
intervals. Plots (c) and (d) show normalized resise and reactance, respectively for
PPEACSs’ attachment at= 9 min, 60 min, 120 min, 180 min, 270 min, 600 pand 900
min. (c) The normalized resistance as a functionfrequency shows a monotonic
increase with time up to approximately 600 minwtewhich point saturation occurs. (d)
The corresponding normalized reactance also showsaease with time during the
cellular attachment phase.
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Figure 4.5: Differential interference contrast rogcopy images of PPAECs on a 3560
diameter ITO-SN, electrode. The top row shows a set of imagesfeub-confluent
inoculation and the bottom row shows a set of irsage a confluent inoculation. The
magnification is 32x  providing a 250m x 250 um field of view. The initial
inoculation density was carefully chosen to prodeitker a sub-confluent or confluent
endothelial cell attachment pattern.
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minutes, respectively. For both sub-confluent amdflaent endothelial cell inoculations,
the time required for the initial cell spreadingaystd relatively constant. Another
comparison made for these two cases was the getifite, defined as the initial time
when the number of cells remained constant forrengef 4 consecutive images. The
settling time for the confluent case was approxéilyatl5 to 18 minutes, while the
settling time for the sub-confluent case was appnately 21 to 27 minutes.

Figure 4.6 summarizes the image processing ressks to evaluate the cell
covered electrode area in this study. A deconwblueage, (a), was first obtained using
a Gaussian point spread function. The followingge, (b), removed a portion of the
background from the cell-covered areas using higth law threshold limits, while a
complete binary image, (c), was separately obtaustlg a Canny or Sobel filter. The
local gradients were compared to high and low tiolesvalues, either provided by the
user or internally calculated, to roughly deteat ttell boundary. A pixel by pixel
comparison of images (b) and (c) was then made doe mccurately define the cell
membrane boundaries. Generally, a portion of eeslh was removed using the
threshold filter since some of these pixels hadlammtensities compared to those of the
surrounding medium. This is a general charactemdtdifferential interference contrast
microscopy (DICM). The intensities in a cell vatlifom darker to brighter or brighter
to darker along the shear axis. The diagonal fdanpensated for this eliminated area
and specified single cells. Another filter, called stitch filter, was employed to
completely fill holes in cells to produce image. (f)Finally, a removal filter deleted the
defects that appeared as cells but were possibJl sim bubbles or optical artifacts.

The final overlay image, (h), was constructed frionages (a) and (g), to compare the
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Figure 4.6 Image processing flow chart and digitaitocessed images following each
filter step. To automate the cell covered areamesion, a sequence of image
processing steps is carried out. (a) Deconvolvedge with examined area outside
electrode set to zero. (b) After applying threshidiéring with high and low threshold

limits. (c) Binary image created using a Canntefil (d) Image after combining (b)

and (c). (e) After applying diagonal filter alotige shear axis. (f) After the filling

filter. (g) After removal filter. (h) Overlayingmage with (a) and (g) for the

comparison of actual and calculated areas.
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digitally processed image with the original imagdhe last image (h) gives the area
covered by cells using the image processing alyoriand quantifies any eliminated or
overestimated areas produced by the algorithm.

Figure 4.7 shows 4 digitally processed represematverlay images of PPAECs
and normalized cell-covered area as a functionimk.t The imaging processing
software identified single cells and their boundaruntil they reach confluence. Overlay
images were used to visually check cell-occupiedsioverestimated or discarded from
digital image processing. The graph validates rdsults obtained by digital image
processing by comparing them with those acquirednayiual area estimation. The
average difference between digital image procesanigmanual area estimation for each
experiment was observed to be less than 5%.

4.4.3 Combined Opto-electric Analysis

Figure 4.8 compares the time dependent changég indrmalized resistance and
normalized cell-covered area for a sub-confluent @nfluent cell inoculation. In both
cases, the normalized resistance did not complegdlgct the amount of the electrode
covered with cells. Changes in cell-matrix and-cell attachment, which altered the
resistance, complicated the correlation betwedrcogered area and resistance. In both
cases, however, their time dependent patternsrarars

Figure 4.9 illustrates the changes in normalizesistance with normalized cell-
covered area for both the sub-confluent and confleases. Three distinct intervals are
considered and will be referred to as the setthiage, the linearly correlated zone, and
the saturated zone. For the settling zone, thenalazed cell-covered area first

increases abruptly due to the increasing numbeeld. A total of 25 cells in the sub-
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Figure 4.8: Normalized resistance (dash lines) ramwinalized cell covered area (solid
lines) versus time for the (a) sub-confluent (bhfagent cases shown in Fig. 5. The
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patterns. Both electrical impedance and DICM imdge were simultaneously acquired
at 3 minute time intervals.
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Figure 4.9: Continued. Normalized resistance vensumalized cell-covered area for the
(b) confluent shown in Figure.4.5. The error bdrsven for selected data points indicate
the difference between manual area estimates aseé talculated using the digital image
processing algorithm. Estimated errors for themadized resistance are smaller than
the symbol size. The timdg andt, represent the times necessary for most cells to
spread and the time to reach approximately 5%aeif thaximum electrode covered area,
respectively. For the confluent case, the maxinwonered area is approximately 99%
of the total electrode surface area and for thecamfluent case the maximum covered
area is approximately 70% of the total electrodaar
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confluence case and 65 cells in the confluence das@&ot appreciably change the
normalized resistance. In the linearly correlatede the normalized cell-covered area
proportionally increases with the normalized resise showing both sub-confluence and
confluence cases have an analogous starting tirehws aroundt;. Also, a linear
relationship between the normalized cell-coveredaaand normalized resistance is
shown. For the saturated zone, in the sub-confli@ase the normalized cell-covered
area slightly decreases while the normalized &st&t remains relatively constant as the
cell-substrate adhesion is much tighter and flattém the confluent case, however, the
normalized cell-covered area remains constant witile normalized resistance
continuously increases as a possible result ofeasing cell-substrate and cell-cell
adhesion. The cells look much flatter and morhtlygpacked in these cases. Changes
in normalized resistance and reactance are a coagdi function of the normalized cell-
covered area, cell-cell adhesion, and cell-sulestdhesion. All of these factors can be
considered both optically and electrically withransparent conductive ITO electrode.
Increasing cell-cell and cell-matrix adhesion Sat®wever, are consistent with the more
tightly packed and flatter cell morphologies. Thanfirms cellular attachment with ITO
silicon nitride bioelectrodes as well as demonsgdhat the ITO electrode is a good tool
for both electrical measurement and optical visaion.

Each sub-confluent and confluent cellular inocolatheeds to be considered on
a case by case basis. For the confluent casehwasted up to 19 hours, the cell
covered electrode morphology is relatively constdter reaching confluence. However
the population of cells was observed to fluctuateanother confluent case considered in

this study, after 13 hours some of the cells amukdo migrate from the working
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electrode surface to the insulating layer area teasing bare areas. In all the sub-
confluent cases, the cells migrate more freely ttnconfluent case, and as a result,
there are greater fluctuations in the total cellered area.
4.4 Discussion

Although electrical signals are extremely sensitivethe different stages of
cellular attachment, they are a complicated fumctid the degree of cell-cell and cell-
matrix interaction as well as the fraction of tlevered electrode surface area. Several
degenerate states, giving similar electrical impeda, can potentially arise under very
different degrees of electrode coverage and stdtesllular attachment. In some cases,
for example, it is possible to have a small fractaf the electrode covered by tightly
adhering cells that gives rise to a similar impegameasurement produced by a
confluent covering of loosely attached cells. Staneous optical images can provide a
direct measure of the fraction of the electrodeeced by cells and, therefore, remove this
ambiguity

The results of this study show that even when teetr@de is inoculated with a
large density of cells, a finite attachment timeeiguired for cells to completely cover the
electrode surface. During this time, it is easynisinterpret the increasing electrical
impedance signal as arising from the increasinget=gof cell-substrate or cell-cell
attachment. A direct visual measurement will déferate these states.

Different normalized resistance values were fouad different tests due to
several variables. First, the medium for each teay have a slightly different ion
concentration. Second, the number of cells onwbeking electrode, as mentioned

previously, varies with each test. Finally, thectaieal characteristics of individual
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electrodes may change slightly over time. Thereftine impedance values measured
with different electrodes and at different times aot appropriate to directly compare
with each other. As a result, a more accurate Wwagxamine the effect of cell growth
on the change in resistance over time is to supghketie resistance measurements with
microscopic images.

The ability to simultaneously perform electricaipedance and optical imaging
of cellular cultures has a number of potential aggpilons. Microscopic images permit a
more direct picture of cell-cell and cell-matrixats to be interpreted from electrical
impedance measurements. The potential applicafilnarescent molecules, particularly
green fluorescent proteins, or GFPs, offer a numiferopportunities for a more
guantitative interpretation of electrical impedamoeasurements. The combination of
interference reflection microscopy and electricapédance measurements may further
elucidate the role of cell-matrix adhesion on tHecteical signal. In particular,
interference reflection microscopy (IRM) may hetpquantify the role that cell-matrix
separation distance fluctuations play in the messimpedance signal.

Excellent resolution and improved cell boundarybiigy can be obtained using
DICM, patrticularly in the adjoining cellular regisrthat have larger optical gradients.
In general, the use of a high numerical apertujeative lens provides optical slicing in a
thick specimen without confusing images. The sla#s, which is a chief characteristic
in DICM and along which the maximum contrast existan be exploited in the
application of image processing algorithms, paléidy those that implement a diagonal
filter. Annoying halos, encountered in phase cattraicroscopy (PCM), are absent in

DICM images. Plastic materials, such as tissudguildishes, commercial gold
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electrode, and other birefringent specimens, howesee not suitable for DICM
measurements because of their affect upon polatigeti Thus, in order to properly
use the DICM technique, all the materials alongligjte path must consist of glass since
plastics or acrylics change the characteristidsodi the ordinary and extraordinary rays.
The transparent conductive ITOsSielectrodes used in this experiment are sufficiently
compatible with DICM imaging.

Phase contrast microscopy (PCM) yields image imtenalues as a function of
specimen optical path length magnitude while DIQMates the contrast by optical path
length gradients, or the rate of change in thectloe of wavefront shear. This is the
most important characteristic that is exploitedthe digital image processing. Unlike
PCM, DICM produces an improved contrast image Ipducing bias retardation by the
objective Nomarski prism whose net result is tode¥nthe image in a pseudo 3-
dimensional relief, where regions of increasingiagbt path difference appear much
brighter or darker.

The ITO electrodes used in this study were recyelahd in fact have been used
more than 100 times so far without any apparentedse in performance. Similar gold
electrodes can typically be used only once. In tamdi the ITO-SiN, electrodes were
resistant to ethanol sterilization. Some forms pbbtoresist that are used for the
insulating layer are solubilized in ethanol and &eeder to sterilize and clean for
repeated applications. Compared to silicon nitricktjal attempts to use SU-8 as a
photoresist were unsuccessful because it was sistaiat to ethanol sterilization. When
the electrode arrays with an SU-8 photoresist wameed with ethanol the SU-8

contracted or shrunk.
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In order to effectively determine the settling tiued the spreading time higher
frame rates are strongly recommended. Additionaifher frames per second are also
needed to optically detect micromotion, motilitynda cell-cell and cell-substrate
interaction in detail. A single frequency scan fime impedance measurement of
endothelial cells is desirable to electrically mgagheir sensitive activities.

4.5 Conclusion

The simultaneous dynamic opto-electric observabbrendothelial cells using
DICM imaging and impedance measurements providetearer interpretation of the
time dependent changes associated with cellulaclatient and spreading. The
combination of optical and electrical methods, ¢fere, provided a more quantitative
and qualitative assessment of dynamic cellular maggy changes, cell-cell and cell-
substrate adhesion changes, and cell-covered &aages. The fraction of the cell
covered area was in qualitative agreement with eleetrical impedance during the
attachment phase following cell settling to thecetede surface. Digital image processing
automated the cell covered area estimation and wedislated using manual area

estimation.
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CHAPTER 5

CYTOTOXICITY MEASUREMENT

5.1 Introduction

Endothelial cell toxicity [141-145] may be caused jpharmacological agent
interaction with membrane molecules that initiateseaies of interactive cascades of
signaling leading to eventual lesions. Any exterstahuli, such as a toxic agent, can
perturb cellular membrane functions which are raspme for normal physiological
behavior. In particular, drug-induced vascular ypjis characterized by inflammation,
intimal proliferation, neutrophil infiltration, ietnal elastic lamina breaks, apoptosis, and
aneurysms. Thus, new drug development must consieeitable toxicological concerns
induced by drugs. Therefong, vivo or in vitro cytotoxicity experiments are important to
examine morphological changes and cellular adhesi@mges following the change of
membrane molecules caused by toxic agents.

In vivo cytotoxicity experiments use whole animals initesta new compound
and combination of compounds. These experimentsyever, are difficult and
undesirable are raise concerns regarding animadareel As a result, new developments
in cost effective cell culture methods are deseatn experimentally manipulate and
directly observe the response of living and devielpgissue/cells to toxic agents in a
controlled setting [141-143, 145].

A major advantage ofn vitro tissue/cell culture systems is that aspects of

metabolic, chemical and morphological changes iadun the cultures by experimental
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variables can be assessed in a relatively straigiird fashion. Morphological changes
can be examined easily and photographed in livintyies using only a light microscope
in the following two ways: (1) Cultures can be fixand stained for more in-depth
morphological examination at any time throughowt ¢hlture period and (2) cells grown
culture dishes are directly visualized without atgining methods.

The primary goal if this study is to examine thdttsm morphology changes
related to cell-substrate adhesion, i.e., gap lbeiweell and substrate, caused by
cytochalasin B° onto endothelial cells using dynamic multi-speatrinterference
reflection microscopy (MS-IRM). Three complementangthod are also included: (1)
Biochemical analysis to measure the number of giablls using spectrophotometry, (2)
confocal imaging for cellular imaging after staigifixed cells in cytotoxicity research,
and (3) micro-impedance measurement referred tdemsrical cell-substrate impedance
sensing (ECIS) [92-94, 146].

It should be noted that multi-spectrum interfereneection microscopy (MS-
IRM) is one of microscope techniques availableh@ &dvance dynamic live-cell opto-
electric detection system previously explained &abal-free and dynamic method. To
our knowledge, the MS-IRM imaging technique witlpgiemental bio-chemical and bio-
electrical methods is a potential package to examiytotoxic-induced endothelial cell
damage, morphology changes, adhesion changesaandlar toxicity, which is strongly

related to angiogenesis [147-162].

20 cytochalasin D is a cell permeable mycotoxin, Whiauses both the association and dissociation of
actin subunits, disrupts actin filaments and iribictin polymerization. Its molecular weight is7S®and

formula is GgH3z;NOg .
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5.2 Method and Materials
5.2.1 Cell Culture

Endothelial cells were isolated from porcine pul@gnarteries obtained from a
local abattoir. The endothelial cells were cultdchin an incubator at 3% and 5 %
CQO,. The cell culture media consisted of M199 (GibcaBBnd 10 % fetal bovine serum
(Hyclone) supplemented with BME vitamins (Sigma);glutamine (GibcoBRL),
penicillin and streptomycin (GibcoBRL), and BME ammiacids (Sigma). The culture
was maintained for approximately one week at wipicimt the cells reached confluence.
They were then regularly passaged once a week. thisostudy, passages between four
and nine were used for measurements. Trypsin-EDI®A GibcoBRL) was used to
detach cells for passaging and electrode inoculatio
5.2.2 Automated Live Cell Imaging System

Figure 5.1 shows a schematic of the dynamic livé iogaging system having
phase contrast microscopy (PCM), differential if@esnce contrast reflection microscopy
(DICM), and multi-spectrum interference reflectioncroscopy (MS-IRM). Cells were
kept viable using an incubator (WeatherStation, n@lys) that kept the temperature
(37°C), humidity, and C@(5%) levels constant. These controlled conditioesexcrucial
to keep cells alive during long time lapse measerésl The imaging system consisted
of a 100X objective lens with a changeable numedparture (NA) from 0.7 to 1.35, an
Olympus Model IX-71 inverted microscope with a paear (IX-LWPO), a DIC prism
(IX2-DIC100) in the long working distance DIC comder (IX2-LWUCD, NA=0.55), a
transmitted Nomarski prism (U-DICTS), an analyaX2¢AN), a phase annulus, a 100X

phase objective lens, a 100 W Halogen lamp houdeH1D0-3, Olympus), a Xenon
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Figure 5.1: Schematic illustration of phase contnascroscopy (PCM), differential
interference contrast microscopy (DICM), and irgeghce reflection contrast

microscopy (IRCM) used in the dynamic live cell Bammental incubation chamber and
imaging system.
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light, and a Hamamatsu 14-bit electron multipli&M) cooled and intensified-CCD
digital camera. A filter wheel systémwas added to allow multi-color blue, green, and
red channels. A z-directional control unit (ZDC)Ysaes a focus drift compensator and
uses a 785 nm laser beam on the glass surfacdect dee position of the cover glass
with respect to the objective. An offset value t@nused to assure images are taken at a
desired target position.
5.2.3 Micro-impedance

A data acquisition and analysis system was impleéetensing LabVIEW. The
impedance measuring circuit configuration is shawthe schematic illustration in figure
2.1. A reference voltage source provided an ag, teference signal via a series XOM
resistor, R, to the electrode array. A National Instrumen@X$1331 switch made
successive connections between the different wgrlefectrodes and the counter
electrode of each array. The source voltage gerasistance, Rwas 50Q. Since
the series resistance was significantly larger tharelectrode impedance over the range
of frequencies used in this study, an approximatghly constant current was provided.

An SR830 lock-in amplifier, shown in figure 5.2, aseired the electrode voltage.
The input impedance of the lock-in amplifier wasiigglent to a parallel resistor, Rand
capacitor ¢ combination of 10 Mand 10 pF, respectively. The source and lock-in
amplifier cable have parasitic capacitancg,&@d G, respectively. Direct measurements
of the cable parasitic capacitances were made @sIo@R meter and incorporated into

the circuit model to estimate the impedance basati®lock-in voltage measurement.

2L |n the filter wheel system, mechanical shuttersefaitation for transmitted light and excitatiordaemission for
reflected lights were synchronized with the CCD egarto minimize any effects either the halogen lamgenon

light may have had on cell growth [139]
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Figure 5.2: Experimental setup for the electricdl-substrate impedance sensing system.
This system consists of a lock-in amplifier, Datajasition board, computer, and ITO
electrodes. The voltage drop across the workingcanmter electrode is measured. The
corresponding impedance is calculated from thissmesl voltage based on the circuit
model (figure 2.1) of this impedance measurementuding all the resistance and
capacitance from cables and source.
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Among a total of 17 even logarithmically space trecies between 10 Hz and
100 kHz, 5.16 kHz was chosen because this frequemayed the highest sensitivity for
cellular attachment and spreading. The prelimimaiyed scan checked for any debris on
the ITO-SgN, electrodes as well as electrode defects. An ohes€édond naked scan
sampled at a rate of 32 Hz was then performedniemiked electrodes. The electrodes
were then inoculated with 4Q4L porcine pulmonary artery endothelial cells (PPAIEC
and M199. One well of 50@um electrode arrays was filled with only medium to
provide a control. During the cellular attach scdatg was acquired at a rate of 32 Hz for
1 second, using a 30 ms filter time constant andB/@ecade roll off.
5.2.4 Proliferation Assay

Endothelial cells were plated into 4 sets of 96lsveith 100ul, shown in figure
5.3. The number of cells in each well was approxaeiyad000. The next day, the cells
were treated with 0, 0.03, 0.3, an@lg of cytochalasin D while the first culture dish sva
measured spectrophotometry to provide a referenoérat before being treated. At
each time point after cell treatment, |20of Celltiter 96 AQuous one solution was added
into each well. The culture dish was left for 1 haa the incubator and then
spectrophotometry measurements were performed.

The Celltiter 96 AQuous one solution cell prolifiéeoa assay is a colorimetric
method for determining the number of viable callgulture in a multi-well plate format.
It can be used in many applications such as celliferation, chemo-sensitivity, cell
attachment, and cytotoxicity. This assay can bé&peed by adding a small amount of
Celltiter 96 AQuous one solution reagent directhyculture wells, incubating one to four

hours and then recording absorbance at 490 nmansfiectrophotometric plate reader.
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Figure 5.3: Example of plating cells onto 96 wédls cell proliferation assay. After cells
are plated, medium only was put into the surrougdirells in order to minimize the

evaporation of medium during the experiment.
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The quantity of formazan product as measured byatheunt of 490 nm absorbance is
directly proportional to the number of living ceifsculture.
5.2.5 Immunofluorescence

The Immunofluorescence technique consisted of fioyportant procedures
namely fixation, permeabilization, blocking and isitag. Fixation is the first and
foremost procedure which preserves the cellulaastitucture and antigenic protein sites.
The main intent of the fixation procedure is to main the original morphology of the
cell. There are a plethora of commercially ava#altative agents and the choice of the
agent depends upon the protein of interest. Forhaltk is known to preserve actin well,
and hence was used as the fixation agent in ttss. g&fter proper cell fixation, it was
necessary to permeabilize the cells. The goal isf phocedure is to permeabilize the
plasma membrane so as to make it accessible tetdires and anti-bodies used in the
procedure. It is important to block other potentabtein-binding sites which would
result in non-specific binding. A blocking agertat does not react with the anti-bodies
used but does react with the other potential bopghiroteins, is selected to perform this
task. In this study, Triton-X and BSA were usedaippropriate concentrations as the
permeabilization agent and blocking agent, respelgti After the above mentioned
procedures, the cells were stained for the adaments using Phalloidin, commercially
available as Texas red dye. On completion of théisty procedure, the sample was

taken to the confocal microscopy facility and thaging session was carried out.
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5.2.6 Time-scales in the cytotoxicity measurement

Figure 5.4 shows the time scales of experimentdhoas used to examine the
cytotoxicity effect of cytochalasin D on endothéleells. First endothelial cells were
plated with the appropriate concentration deterchibg the measurement of interest.
The “0” hour time point refers the replacement tifoe the untreated medium with
treated medium containing [BM cytochalasin D. At four hours, the treated mediu
was replaced with complete medium, and at eightdhthe experiment was terminated.
Thus, all the measurements were done for 4 howteruhe toxic agent of cytochalasin D
and for another 4 hours after replacing the treatedium with new complete medium.
While micro-impedance measurements begin as soarelé&s are inoculated onto the
electrodes, the biochemical analysis, stained aahfomages, and multi-spectrum
interference reflection microscopic images typigcdlegin 1~2 days after inoculation in
order for the cells to have time to tightly adh&ré¢he substrate.

In the biochemical analysis, spectrophotometry maasured every hour, in the
IRM images and micro-impedance analysis were dycallgitaken, and only two images
were taken for the confocal case one before tredtare one after treatment.
5.3 Results and Discussion

The dynamic response of the cells to differentriiexs a valuable tool for many
drug delivery systems and tissue engineering agidics. This cytotoxicity test can
predict the mechanism and structure of cells, sashdivision, proliferation, and
migration as well as cellular morphology changesbglyzing the number of viable cells
under the toxic agent of cytochalasin D. Using spptiotometry, the effect of actin

filament exposed to the Cytochalasin D can be emadhusing stained confocal images.
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Figure 5.4: Time scales of the biochemical analysiained confocal images, multi-
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measurements used to examine the cytotoxicity ieffecytochalasin D onto endothelial

cells.
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In addition, electrical resistance of cells grownlT@ electrode, and the bottom
morphology change caused by cytochalasin treatment
5.3.1 Micro-impedance

Figure 5.5 shows the time-dependent normalizedteesie with and without the
effect of the actin disrupting drug, cytochalasin dd Porcine Pulmonary Artery
Endothelial Cells (PPAECSs) cultivated on a 50& ITO electrode. The normalized
resistance for the naked scans shows that theae &cceptably small amount of drift.
The cellular attachment, such as the formationeadfaell and cell-substrate contacts,
gives rise to measured changes in the normalizgédtaace. There is a distinctive peak
due to the cellular attachment followed by decedsbe normalized resistance observed
with some fluctuation in both blue and red linesrothe first several hours. Adding
cytochalasin D produced a systematic decreasesimahmalized resistance and removal
of the drug as well as changing of the medium pteduan abrupt increase. No
significant change in resistance was observedh®mbrmal condition. Another peak of
the impedance is shown during the recovery of tzllattachment and the normalized
resistance is decreased again as time goes by.
5.3.2 Confocal Images

Figure 5.6 consists of two stained confocal imathed illustrate how actin
filaments are disrupted under 3 uM cytochalasirrdatiment on the Porcine Pulmonary
Artery Endothelial Cells (PPAECSs). The Immunoflusrence technique has proved to be
one of the most efficient ways to look at the @il its components. It is possible to
visualize specific parts of the cell using this huet. The actin-filament stained images

are used as supporting information of the celltégponse to the drug obtained from
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(PPAECSs) on a 50Am ITO electrode.

142



(a) Without cytochalasin D

(b) 3uM cytochalasin D Treatment

Figure 5.6: Two stained confocal images without &aQ with (b) cytochalasin D
treatment show how actin filaments are disruptedeua 3 uM cytochalasin D treatment
on the Porcine Pulmonary Artery Endothelial CERBRAECS).
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other methods. The Immunofluorescence techniquesisiaad of four important
procedures namely fixation, permeabilization, bingkand staining.
5.3.3 Biochemical Result

Figure 5.7 summarizes the biochemical results ¢tylasin D cytotoxicity on
endothelial cells. The biochemical analysis resulias obtained by recording
spectrophotometry the quantity of formazan proguwotuced by living cells in culture.
In the figure 5.7 (a) it is observed that for ahcentrations of cytochalasin D less than 3
pUM, cells proliferate while a M concentration of cD, cells appear to die. Becahse
first few hours under 3M concentration were interesting, a second experiniging
different time scales was conducted. As expecte@ceease in the number of viable cells
is observed under toxic conditions while after agpig the treated medium with new
complete medium they appear to recover.
5.3.4 MS-IRM

Color fringe patterns are ubiquitously seen as lasighere is a thin film present.
For example, an oil film on water, an air or watién between coverslips, and soup
bubbles in the air can produce color fringe patietimat can be captured using our
advanced multi-spectrum interference reflectionrascopy. This concept is applied to
examine the gap morphology between a cell and aibsis this gap is made of a very
thin medium film. Interference reflection microsgofhus allows the visualization of
cell-substrate adhesions, such as focal contacishvdppear as darker streaks and are
located closest to the surface, close contacts rsliowbe dark areas which are a little

further away than focal contacts, and
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large cell-to-substrate gaps that appear as bsjgbts. Interference reflection microscopy
images are obtained by interference of reflectgttdi from the interface at the glass-
medium and medium-bottom membrane. Reflected lighasn the top membrane

produce a signal that is too weak to capture, wisblould therefore not disturb

calculations made for the bottom surface.

While the actin filament-stained confocal fluorasoe images use fixed cells,
which are dead cells, the MS-IRM images use livlisceMost importantly and
interestingly, these IRM images clearly show bottmerphology changes caused by the
toxic agent. In figure 5.8, there is a dramatic pmmlogy change caused by cytochalasin
D on endothelial cells caused by /1 cytochalasin D treatment using differential
interference reflection microscopy (DICM) and muggiectrum interference reflection
microscopy (MS-IRM). Endothelial cells shrink und#re toxic agent, similar to
apoptotic morphology changes, but their substrdtee@nce substantially recovers after
replacing the treated medium with new complete oradi
5.5 Conclusion

This dynamic response of the cells to differentimmments and sensitivity to
toxicants is a valuable tool for many drug discgvarethods and tissue engineering
applications. Table 5.1 shows a summary of the prmscons of four different methods
used to examine the cytotoxicity effect of cytoasath D on endothelial cells. The optical
techniques of the actin filament stained confooades and multi-spectrum interference
reflection microscopy combined with spectrophotayneimeasurement and micro-
impedance measurement promises to be efficien$ inadtudying the various behavioral

characteristics of cells under toxic conditions.
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Figure 5.8: Observation of a dramatic morphologgrge of endothelial cells caused by
3 UM cytochalasin D treatment using differential iféeence reflection microscopy
(DICM) and multi-spectrum interference reflectiomcroscopy (MS-IRM).
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Table 5.1 A summary of the pros and cons of all themethods used to examine

the cytotoxicity effect of 3uM cytochalasin D onto endothelial cells.

Biochemical Stained Confocal Electrical

. IRM Images
Analysis Images Measurement
Spectro- : Electrical :
Method || photometry (SP) Imaging Resictanns Imaging
Temporal Stationary Stationary Dynamic Dynamic

Depending on Depending on Depending on
Spatial Not Defined  |Pixel of capturing | gjze of electrode| Pixel of capturing

system (250 pm) system (50~80 nm)
Celf Type Live Fixed (Dead) Live Live
No. of Cells 4x10% 1~3 Cell(s) 25 ~ 70 Cells - 1~3 Cell(s)
Averaged Single cell Averaged Single cell
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Biochemical analysis using spectrophotometry islaable and reliable method,
which is stationary and provides averaged valuesriany cells. Even though stained
confocal images employ a stationary digital imagmethod using fixed cells, it produces
evident fluorescent actin filament disruption. Thapedance measurements are a
dynamic definitive indicator for cellular morpholpghanges caused by toxic agents.
Nevertheless, the MS-IRM imaging technique with developed advanced opto-electric
system has the most attractive advantages suckyasaaic and label-free measurement,
with a 10-nm order spatial resolution, and bettaetresolution (up to 57.7fps using the
current EM-CCD), and single live cell detection.

These Cytotoxicity tests give a deep insight irthte mechanism of these cells
and how the various structures of the cell contabin its division, proliferation and
migration. Thus, this combined analysis with thiewvant optical techniques and signal
processing algorithms can make a very good package vitro toxicology monitoring

and other cell based assays.
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CHAPTER 6

CONCLUSION

In order to build a dynamic live cell opto-electhmsensor an optical sensing
system was needed consisting of several microsgoptbods including regular bright-
field microscopy (BFM), phase contrast microsco®CIM), differential interference
contrast microscopy (DICM), multi-spectrum intedece reflection microscopy (MS-
IRM), total internal reflection fluorescence mictopy (TIRFM), and epi-fluorescence
microscopy (EFM). Next an electrical system wasseimoto measure the electrical
impedance. In order to conduct both optical andteal measurements simultaneously,
an optically transparent and electrically conduetalectrode was needed. The material
best suited for this was ITO8Il,. Finally the optical and electrical ITO electrodesre
combined with a lock-in amplifier, a cellular enmimental incubation chamber, and a
microscopy system in order to establish the integradynamic live-cell opto-electric
detection system.

With an advanced integrated dynamic live-cell d&decsystem built, two major
experiments were completed as follows: (1) cellytsoliferation and (2) in vitro
cytotoxicity. First, with respect to cellular prigration, cellular attachment and spreading
were successfully examined by simultaneously anthchycally measuring optical and
electrical characteristics of endothelial cellsc@wul, in vitro cytotoxicity effects of
cytochalasin D on endothelial cells was comprelvehgiexamined by using biochemical
analysis, micro-impedance measurement, stainindocah microscopic imaging, and

MS-IRM imaging.
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The developed integrated dynamic live-cell optateie detection system can
now provide multi-microscopic methods, includindRHAM for protein tracking, PCM for
cells grown on plastic culture dishes, EPM forreddi cells, DICM for realistic 3D cell
imaging, IRM for cell-substrate interaction, anécatfical impedance measurement with

live cells.
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