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ABSTRACT 

In today’s evolving business environment, firms must increasingly focus on rapid 

adaptation, quick response, and time-based performance (Wisner et al., 2008; Eisenhardt and 

Martin, 2000; Barney et al., 2001). In order to remain competitive, firms are becoming time-

based competitors because consumers have become more demanding.  Firms now must quickly 

adapt, innovate, and implement new ways of serving the ever-changing preferences of customers 

(Dickson 1992).  These changing consumer demands require firms to seek time-based sources of 

competitive advantage such as speed and flexibility in order to survive in hypercompetitive 

global markets (D'Aveni 1994; D'Aveni 1998).   

Time-based competition (TBC) theory formally recognizes the strategic role of time and 

proposes that a strategy of intense focus on shrinking the time requirements of key supply chain 

activities can yield a competitive advantage (Stalk Jr. and Hout 1990).  One approach to 

becoming a time-based competitor is relational (Droge, Jayaram, and Vickery 2004).  However, 

with the relational approach, the TBC literature provides little explanation as to how interfirm 

supply chain relationships are used to achieve time-based performance. Although the interfirm 

relationship literature is vast, it does not address relationships in an environment with an intense 

pressure to focus on time.  At its very essence, the continuous pursuit of time-based competitive 

advantage may mandate increasing pressure to perform more quickly.   In the pursuit of such 

quick response, firms may place other supply chain members under time pressure (Thomas 

2008). Therefore, the purpose of this mixed methods research is to begin to explore the 

phenomenon of time pressure in supply chain relationships. 
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CHAPTER 1 – INTRODUCTION 
 

 Strategic management scholars are essentially concerned with differential firm 

performance and the fundamental issue in strategy research is the manner in which firms achieve 

and sustain competitive advantage (Teece, Pisano, and Shuen 1997).  A competitive advantage is 

a capability and/or resource that provides a firm with an advantage over its competition that 

leads to relatively higher performance (Wiggins and Ruefli 2002).  Although there are various 

schools of thought about how to achieve a competitive advantage,  the notion that superior firm 

performance requires a business to gain and hold an advantage over the competition is central to 

strategic thinking (Day and Wensley 1988).  Therefore, effective strategy starts with the 

assessment of a firm’s current and potential advantages within the markets it serves.   

There are multiple theories regarding strategy and competitive advantage, but in today’s 

fast paced global environment, two sources of competitive advantage are increasingly salient to 

firm performance.  The first source comes from the Relational View (RV) of competitive 

advantage  (Dyer and Singh 1998).  RV proposes that a firm’s critical resources and capabilities 

may extend beyond a firm’s boundaries.  A central theme of RV is that “a pair or network of 

firms can develop relationships that result in sustained competitive advantage” (Dyer and Singh 

1998 pg. 675).  Interfirm relationships that create value that would be impossible for the 

individual firms to create independently are the essence of RV.    

The second source of competitive advantage that is salient to firm performance in a fast 

paced global environment comes from time-based competition (TBC).  TBC formally recognizes 

the strategic role of time and identifies the manner in which firms manage time as a powerful 

source of competitive advantage (Stalk Jr. 1988).  TBC proposes that a strategy of customer 
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responsiveness, rapid product introduction, and supply chain time compression will yield 

substantial performance benefits (Stalk Jr. and Hout 1990).  According to TBC theory, a strategy 

of intense focus on shrinking the time requirements of key business activities can yield a 

competitive advantage (Bozarth and Chapman 1996). 

In the TBC literature, one suggested approach to becoming a time-based competitor is 

relational.  Such an approach advocates looking beyond internally focused process efforts to 

include linkages with other members of a supply chain (Dibrell, Davis, and Danskin 2005; 

Droge, Jayaram, and Vickery 2004; Stalk Jr. and Hout 1990).  With this approach, supply chain 

relationships are leveraged to increase the flow of information and reduce cycle times throughout 

the supply chain (Stalk Jr. 1988).   Time-based competitors are concerned with supply chain 

collaboration that facilitates interfirm integration, coordination, and synchronization (Rich and 

Hines 1997). 

Although the TBC literature advocates a relational approach, it provides little direction or 

explanation as to how relationships are used to achieve time-based performance.  In the TBC 

literature, details of the relational approach are exogenous to the discussion and readers are left 

to explore the relationship literature on their own.  The interfirm relationship literature is vast 

and clearly enumerates the requisite core attributes and collaborative behaviors needed for 

success (Cannon and Perreault Jr. 1999; Mohr and Spekman 1994).  However, this literature 

does not address relationships in an environment with an intense focus on time.  The purpose of 

this dissertation is to address this gap in the literature. 

TBC mandates that supply chain members continuously improve cycle times, speed, and 

agility.   Time-based metrics are used to drive quicker and more flexible responses to customer 

needs (Stalk Jr. 1988; Stalk Jr. and Webber 1993).  Given the strategic importance of TBC, it is 
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likely that many supply chain relationships operate in an environment with ongoing pressure to 

improve time-based performance (Stalk Jr. and Hout 1990).   Time-based competitors have a 

constant drive to adapt quickly and respond faster (Hum and Sim 1996; Stalk Jr. 1988).  At its 

very essence, the continuous pursuit of time-based competitive advantage may mandate 

increasing pressure to perform more quickly.   In the pursuit of such quick response, firms may 

place a supply chain partner under time pressure.   

TBC can lead to the imposition of time pressure in a supply chain.  In fact, the seminal 

work on TBC suggests that time pressure is needed to achieve time-based performance.  

Specifically, supply chains need customers to “demand time compression” in order to improve 

coordination, information flows, and cycle times (Stalk Jr. and Hout 1990 pg. 250).   The 

seminal TBC work goes on to suggest that as firms continue to drive down inventories and 

quickly respond to customer needs, they demand shorter lead times from suppliers.  The resulting 

“pressure on lead times travels up and down the supply chain” in order to meet time-based 

performance requirements (Stalk Jr. and Hout 1990 pg. 233).   Consequently, the ongoing 

demands and pressures to continuously reduce cycle times may lead a firm to impose time 

pressure on a supply chain member.  The pursuit of time-based performance can be a source of 

advantage, but many firms simply can not “resist the impulse to push it to the limit” and exhaust 

managers with a “relentless pace” (Stalk Jr. and Webber 1993 pg. 94).  Exploring and extending 

this logic into the dynamics of interfirm supply chain relationships is the impetus for this 

research. 

Time pressure is a situational variable that may influence individual behavior, decision 

making, and small group interactions (Maule, Hockey, and Bdzola 2000).   It is typically defined 

in terms of a time constraint or impending deadline.  When the time constraint induces feelings 
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of stress, the resulting time pressure creates a need to cope with the limited time constraint 

(Ordonez and Benson III 1997).  Time pressure has been studied in a number of contexts 

relevant to business.  Evidence suggests that time pressure may have adverse effects on aspects 

of decision making, negotiations, buyer behavior, small group dynamics, and auditing 

performance.  Some have proposed that situational variables such as time pressure may account 

for more variability than many other constructs in research (Belk 1975; Ward and Robertson 

1973).  If similar effects apply to the business area of supply chain relationships, then a potential 

conflict exists.  The conflict centers on a firm imposing time pressure on a supply chain member.  

Given the effects of time pressure in other business areas, research problems arise.  Specifically:  

 

1. Does time pressure exist in interfirm supply chain relationships? 

 

2. Does a firm’s imposition of time pressure on a supply chain member impact the supply 

chain relationship?  

 

3. Can a firm simultaneously pursue time-based and relational sources of competitive 

advantage? 

 

JUSTIFICATION 

 

Exploring a firm’s simultaneous pursuit of time-based and relational sources of 

competitive advantage is needed for two primary reasons.  First, consumers have become 

increasingly demanding and “want companies to value their time and trouble.” (Stern and 

Sturdivant 1987 pg. 34).  Due to a wealth of information that is available from the Internet and 

other sources, consumers are able to easily compare prices, quality, products, and service.  This 

technological change is a key driver impacting shopping behavior (Dibb 2001).  Information has 

empowered consumers to demand competitive pricing, high quality, customized products, and 
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highly responsive customer service.  Brand loyalty is diminishing and many consumers now 

exhibit crossover buyer behavior (Bennett and Rundle-Thiele 2005).  Consequently, product life 

cycles have shortened as consumer wants and needs continually evolve (Ratneshwar et al. 1999).  

Firms now must rapidly adapt, innovate, and implement new ways of serving the ever-changing 

preferences of customers (Dickson 1992).  Shifting demographics have also made time a critical 

consideration for many consumers (Herrington and Capella 1995).  Single parent households and 

dual career families now demand more convenience, quicker response times, and around the 

clock service.  These changing consumer demands require firms to seek time-based sources of 

competitive advantage such as speed and flexibility in order to survive in hypercompetitive 

global markets (D'Aveni 1994; D'Aveni 1998).   

The second reason that a firm’s simultaneous pursuit of time-based and relational sources 

of competitive advantage is important is that the nature of business competition has changed.  In 

the current fast paced global environment, individual firms no longer compete against individual 

firms.  Instead, networks of firms now compete against other networks of firms (Morgan and 

Hunt 1994; Thorelli 1986; Vickery et al. 2004) or value chains are competing against other value 

chains (Walters 2004).  Firms realize they simply cannot compete as individual entities because 

they lack the total resources to be successful in global markets.  Therefore, they avoid trying to 

do things where they lack a core competency, identify their weaknesses, and find a partner who 

can perform these tasks with expertise (Webster 1992).  Competition has shifted from a firm 

level phenomenon to a supply chain level phenomenon.  Supply chain management is now a 

strategic source of competitive advantage (Mentzer et al. 2001).  At the most fundamental level, 

a supply chain is composed of a series of relationships among multiple firms (Cooper, Lambert, 

and Pagh 1997).  Firms must ensure a high level of coordination with supply chain partners in 
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order to meet the quickly evolving needs of customers (Cannon and Perreault Jr. 1999; Lusch 

and Brown 1996; Webster 1992).  Therefore, given the strategic importance of supply chain 

management, relational sources of competitive advantage are crucial to individual firm 

performance.   

When faced with an environment characterized by increasing consumer demands and a 

shifting nature of competition, it would seem that individual firms must simultaneously pursue 

time-based and relational sources of competitive advantage.  Focusing solely on the time-based 

sources of competitive advantage could lead to customer responsiveness, but a firm may miss the 

relational advantages from competing as a unified supply chain.  On the other hand, focusing 

solely on the relational sources of advantage could lead to successful supply chain management, 

but a firm may miss the time-based advantages required to meet growing customer expectations.  

Therefore, it can be argued that prudent firms must pursue both time-based and relational forms 

of competitive advantage.  In fact, literature supports the complementary nature of relational and 

time-based sources of competitive advantage (Droge, Jayaram, and Vickery 2004; Rich and 

Hines 1997; Stalk Jr. 1988; Stalk Jr. and Hout 1990).  However, pursuing both forms of 

advantage presents a potential paradox.  Relational sources of advantage depend on long term 

relationships between partners while time-based sources of advantage may fundamentally lead to 

increasing time pressure.  As the literature shows, time pressure can have detrimental effects in a 

number of business areas.  If time pressure also impacts supply chain relationships, then the 

simultaneous pursuit of time-based and relational sources of advantage becomes paradoxical.  

This research seeks to explore the potential paradox of maintaining strong supply chain 

relationships while simultaneously putting supply chain members under time pressure. 
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RESEARCH APPROACH 

 

In order to explore the potential paradox between maintaining strong supply chain 

relationships and putting supply chain partners under time pressure, this research proceeded in 

three distinct phases.  First, comprehensive literature reviews were conducted on the areas of 

interfirm relationships and time pressure.  Based on the existing relationship literature, key 

relationship elements were identified.  Core relationship attributes and collaborative behaviors 

were defined and established links between these elements were presented.  Based on the 

existing relationship literature, hypotheses regarding the direct relationships between attributes 

and behaviors were proposed.  Then multi-disciplinary time pressure literature was synthesized. 

The literature was used to define time pressure and identify potential aspects of the construct that 

could apply in a supply chain relationship context.  The time pressure literature was used to 

logically support a potential moderating effect of time pressure on essential relationship 

dynamics.  The goal in this conceptual phase was to develop a testable model of time pressure in 

supply chain relationships. 

The second phase of exploring the potential paradox between maintaining strong supply 

chain relationships and putting supply chain partners under time pressure consisted of qualitative 

interviews with experienced managers.  The literature on time pressure in supply chain 

relationships is sparse and qualitative methods are considered appropriate to research areas about 

which little is known (Stern 1980; Strauss and Corbin 1998).  Therefore, qualitative research 

methods were utilized to gain a greater understanding of time pressure in supply chain 

relationships.  Due to the exploratory nature of this research, the problematic social processes 

associated with the phenomenon, and the goal of developing a testable framework, the grounded 

theory tradition of qualitative research was selected as the appropriate methodology (Glaser and 
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Strauss 1967; Strauss 1987; Strauss and Corbin 1990).   The goals of this qualitative phase were 

to gain a deeper understanding of the phenomenon and begin to fill gaps in the existing literature 

base. 

The third phase of exploring the potential paradox between maintaining strong supply 

chain relationships and putting supply chain partners under time pressure consisted of 

quantitative testing of a priori hypotheses.  Specifically, experimental design methods were used 

to test whether the imposition of time pressure interacts with different types of supply chain 

relationships to affect collaboration.   The experiment consisted of a scenario based manipulation 

followed by a survey instrument.  The goal of this quantitative phase was to test the model 

developed in the earlier conceptual and qualitative phases. 

 

CONTRIBUTION 

 

The results of this research make several significant contributions to the body of 

knowledge in strategic supply chain management.  First, although the detrimental effects of time 

pressure have been studied in other business contexts, research is lacking in the interfirm 

relationship literature.  Gaining a greater understanding of the potential effects of time pressure 

in relationships can provide valuable insight into relationship dynamics and shed light on why 

supply chain relationships succeed or fail.   Second, this research may provide evidence that 

contradicts generally accepted thoughts on competitive advantage.  Specifically, the literature 

supports the notion that time-based sources of advantage can be obtained through relational 

sources of advantage (Droge, Jayaram, and Vickery 2004; Rich and Hines 1997; Stalk Jr. 1988; 

Stalk Jr. and Hout 1990).  However, if imposing time pressure on a relationship partner hinders 
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key elements of a relationship, the simultaneous pursuit of time-based and relational sources of 

competitive advantage may be brought into question. 

 

ORGANIZATION OF DISSERTATION 

 

 This dissertation is divided into five chapters.  Chapter 1 serves as an extended abstract 

and summarizes the research approach.  The phenomenon of time pressure in supply chain 

relationships is introduced, the purpose of the research is presented, justification for the research 

is discussed, applicable theory is cited, and contribution of the research is presented.  Chapter 2 

serves as the literature review and develops a testable model.   The literature is synthesized with 

preliminary qualitative fieldwork findings to propose testable research hypotheses.  Chapter 3 

reviews the research methodology used to test the a priori model.   It discusses the research 

design, scale development and purification, sampling, data collection, and data analysis.  Chapter 

4 is a qualitative manuscript prepared for journal publication that explores how firms cope with 

the imposition of time pressure in supply chains.  Chapter 5 is a quantitative manuscript prepared 

for journal publication that tests the effects of time pressure in supply chain relationships. 
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CHAPTER 2 - LITERATURE REVIEW 

 

INTRODUCTION 

 

The purpose of this chapter is to present and synthesize applicable literature, qualitative 

data, and theory in order to develop a testable model.  The chapter is organized in the following 

manner.  First, the TBC and interfirm relationship literature is reviewed.  Second, the existence 

of time pressure in supply chains is discussed.  Third, preliminary qualitative findings are shared 

in order to propose that time pressure can impact supply chain relationships.  Fourth, relevant 

theory is presented.  Finally, research hypotheses and a model are developed. 

 

TIME-BASED COMPETITION 

 

Time is an essential element in many forms of competitive advantage.  As firms 

continually search for the elusive combination of resources and capabilities that yield differential 

financial performance, time is often a common aspect in sources of advantage.  For example, the 

Austrian school of strategy highlights the need to innovate and discover opportunities more 

quickly than competitors (Jacobson 1992).  Dynamic capabilities emphasize the need for firms to 

rapidly adapt to evolving markets (Barney, Wright, and Ketchen Jr. 2001).  The Knowledge 

Based View suggests that organizations must learn faster than the competition (Grant 1996).   

The neoclassic Market Based View proposes that firms must obtain and defend a privileged 

market position before other entrants (Porter 2008).  As these examples illustrate, elements of 

time are frequently at the core of competitive advantage.   
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 Supply chain management is another approach to delivering a competitive advantage that 

features a focus on elements of time (Mentzer et al. 2001).  Successful supply chains are 

designed to be flexible and responsive to evolving customer needs and shifting demand patterns 

(Mentzer, Myers, and Stank 2007).  Managers accomplish this strategic goal by sharing timely 

information and continuously flowing goods as quickly as possible.  In order to facilitate speed 

and responsiveness, many supply chain metrics are time-based (Stalk Jr. 1988; Stalk Jr. and Hout 

1990).  Customer service is often measured by on-time delivery.  Operations are evaluated on 

lead time reductions.  Financial measures of supply chain performance include cash-to-cash 

cycle time.  Distribution efficiency measures include orders processed per unit of time.  As these 

examples demonstrate, time is often a powerful dimension of supply chain performance 

(Srivastava, Shervani, and Fahey 1999; Stalk Jr. and Hout 1990). 

Time-based competition theory formally recognizes the strategic role of time.  Time-

based competition (TBC) identifies the manner in which firms manage time as a powerful source 

of competitive advantage (Stalk Jr. 1988).  TBC proposes that a strategy of customer 

responsiveness, rapid product introduction, and supply chain time compression will yield 

substantial performance benefits (Stalk Jr. and Hout 1990).   Time-based competitors accelerate 

the flow of information and products to be highly responsive and attract the most profitable 

customers (Hum and Sim 1996; Stalk Jr. 1988).  By focusing on speed and responsiveness, firms 

are able to provide fresher product lines, increase brand loyalty, extend market share, command 

price premiums, and improve cost efficiency (Bozarth and Chapman 1996).  According to TBC 

theory, a strategy of intense focus on shrinking the time requirements of key business activities 

can yield a competitive advantage (Bozarth and Chapman 1996; Srivastava, Shervani, and Fahey 

1999) and lead to exceptional firm performance (Hult, Ketchen Jr., and Nichols Jr. 2002). 
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 There are two approaches to becoming a time-based competitor (Droge, Jayaram, and 

Vickery 2004).  The first approach addresses operational process issues related to time.  Such an 

approach is focused on an individual firm and looks for internal opportunities to reduce cycle 

time.  There are numerous tactics associated with this approach to time-based competition.  For 

example, functional business processes can be analyzed to eliminate waste, remove redundant 

steps, or perform steps in parallel (Bozarth and Chapman 1996; Hayes, Wheelwright, and Clark 

1998; Rich and Hines 1997).  Cross-functional teams can be utilized to design products, 

processes, and facilities that enable the reduction of overall cycle time (Cooper and Kleinschmidt 

1995; Droge, Jayaram, and Vickery 2004; Hayes, Wheelwright, and Clark 1998).   At a tactical 

level, manufacturing batch sizes may be reduced and distribution shipments may become smaller 

and more frequent (Blackburn 1991; Bozarth and Chapman 1996; De Toni and Meneghetti 

2000).  Postponement strategies may be utilized or the number of distribution centers may 

increase to quickly meet customer needs (De Toni and Meneghetti 2000; Hise 1995).  

Continuous improvement efforts are used to constantly analyze processes and identify obstacles 

that inhibit the velocity of information and product flow (Dibrell, Davis, and Danskin 2005; Hum 

and Sim 1996; Rich and Hines 1997).  Information technology like computer aided design is 

leveraged to decrease new product development launch timelines (De Toni and Meneghetti 2000; 

Maybert, Muth, and Schmenner 1992; Millson, Raj, and Wilemon 1992).  In this operational, 

process oriented environment, speed becomes part of the organizational culture for time-based 

competitors (Tucker 1991). 

 The second approach to becoming a time-based competitor is relational.  Such an 

approach advocates looking beyond internally focused process efforts to include linkages with 

other members of a supply chain (De Toni and Meneghetti 2000; Dibrell, Davis, and Danskin 
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2005; Droge, Jayaram, and Vickery 2004; Jayaram, Vickery, and Droge 1999; Rich and Hines 

1997; Stalk Jr. 1988).    With this approach, supply chain relationships are leveraged to increase 

the flow of information and reduce cycle times throughout the supply chain.   Externally focused 

boundary spanning initiatives with suppliers and customers are used to impact cycle times and 

responsiveness (Droge, Hayaram, and Vickery 2004).  Some claim that supplier partnering is the 

most important factor in reducing new product development timelines (De Meyer and Van 

Hooland 1990) and others propose that closer supplier relationships are highly related to reduced 

delivery cycle times (Droge, Hayaram and Vickery 2004; Hendrick 1994).  With this relational 

approach, time-based competitors are concerned with supply chain collaboration that facilitates 

interfirm integration, coordination, and synchronization (Rich and Hine 1997). 

Unlike the operational process approach to TBC, the relational approach lacks specific 

tactical direction.  The operational process approach is clearly enumerated and provides a 

number of specific tactics to compress overall supply chain cycle times.  However, the TBC 

literature provides little explanation as to how relationships are used to achieve such time-based 

performance.  General terms like “supplier partnering,” “closer relationships,” or “boundary 

spanning activities” are suggested in the relational approach to TBC, but the specific elements of 

these concepts are not discussed.  Due to the lack of detail and guidance in the relational 

approach to TBC, readers are left to explore the existing relationship literature on their own.   

In the following section, the interfirm relationship literature is reviewed and key elements 

of relationships are identified. 
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INTERFIRM RELATIONSHIPS 

 

At the most fundamental level, a supply chain is composed of a series of relationships 

among multiple firms (Cooper, Lambert, and Pagh 1997).  Competitive pressures, environmental 

uncertainties, and evolving consumer demands have led firms to increasingly seek highly 

developed collaborative supply chain relationships in order to remain competitive (Carr and 

Pearson 2002; Mentzer, Min, and Zacharia 2000; Morgan and Hunt 1994; Prahinski and Fan 

2007).  Developing such successful collaborative relationships is one of the most durable 

competitive advantages because high performing relationships are difficult for competitors to 

duplicate or displace (Day 2000) and numerous performance benefits are often associated with 

collaborative relationships (Cannon and Perreault Jr. 1999; Carter and Ellram 1994; Rinehart et 

al. 2004).  Supply chain initiatives such as collaborative planning forecasting and replenishment 

(CPFR), collaborative transportation management (CTM), and vendor managed inventory (VMI) 

have illustrated the potential power of collaborative supply chain relationships (Esper and 

Williams 2003; Sherman 1998; Waller, Johnson, and Davis 1999).  

Interfirm relationships are typically categorized along a continuum ranging from arm’s 

length transactions to virtual integration (Golicic, Foggin, and Mentzer 2003; Webster 1992).  

Arm’s length transactions are discrete events where there is no expectation of future transactions.  

Virtual integration occurs when two firms act together as one for an indefinite period of time.  

Between the endpoints of the relationship continuum lie various forms of collaborative 

relationships.   Research has identified and labeled specific types of collaborative relationships 

such as partnerships, alliances, network organizations, service agreements, and administered 

relationships (Golicic, Foggin, and Mentzer 2003; Webster 1992).   Although there is consensus 

concerning the endpoints of the relationship continuum, agreement is somewhat lacking 
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regarding the specific labeling of collaborative relationship types in the middle of the 

relationship continuum.  However, researchers generally agree on the essential attributes and 

behaviors used to classify the various types of relationships.   

Due to the importance of supply chain relationships, a vast literature base exists that has 

enumerated the requisite elements needed for relationship success.  For example, attributes like 

trust, commitment, and dependence are commonly identified as the foundation of any successful 

relationship (Golicic, Foggin, and Mentzer 2003; Mohr and Spekman 1994; Morgan and Hunt 

1994; Rinehart et al. 2004).   Collaborative behaviors like information sharing, idiosyncratic 

investments, and effective governance are often cited as relational sources of competitive 

advantage (Cannon and Perreault Jr. 1999; Dyer and Singh 1998; Lambert, Emmelhainz, and 

Gardner 1996).  Research is also widely available on the various links between relationship 

attributes and behaviors (Anderson and Weitz 1992; Ganesan 1994; Gundlach, Achrol, and 

Mentzer 1995; Heide and John 1988).   The purpose of the following sections is to highlight the 

core attributes and collaborative behaviors that are the foundation of any of supply chain 

relationship. 

Core Relationship Attributes 

 

Core attributes form the foundation of supply chain relationships.  Trust, commitment, 

and dependence are commonly cited as the attributes that help shape and define the nature of 

interfirm relationships (Mohr and Spekman 1994; Morgan and Hunt 1994).  They function as 

antecedents to the collaborative behaviors, business processes, and coordinating actions that 

ultimately lead to competitive advantage (Mentzer, Min, and Zacharia 2000).  Relationship 
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partners are unlikely to achieve optimal joint performance results without the presence of trust, 

commitment, and dependence.  

Trust is the first essential attribute in a collaborative relationship.  Without trust, any 

relationship is destined to fail (Lambert, Emmelhainz, and Gardner 1999).  Trust is a belief that a 

firm is reliable and will fulfill its obligations in a relationship (Mohr and Spekman 1994).  Trust 

is defined as the “willingness to rely on an exchange partner in whom one has confidence” 

(Moorman, Deshpande, and Zaltman 1993).  Trust contains several elements.  Honesty is the 

belief that a relationship partner will stand by their word.  Benevolence is the belief that a firm is 

interested in their relationship partner’s welfare (Anderson and Narus 1990).  Credibility is the 

belief that a relationship partner has the expertise to perform a task effectively (Ganesan 1994).  

Trust exists when one firm in a collaborative relationship has confidence in the other firm’s 

reliability and integrity.  A trustworthy relationship partner is described as consistent, competent, 

honest, fair, responsible, helpful, and benevolent (Morgan and Hunt 1994).   

Commitment is the second essential attribute in a relationship.  Commitment is defined as 

“an enduring desire to maintain a valued relationship” (Moorman, Zaltman, and Deshpande 

1992).  It involves stability, sacrifice, and a long-term orientation between relationship partners 

(Anderson and Weitz 1992; Gundlach, Achrol, and Mentzer 1995).  Committed relationship 

partners are willing to make short term sacrifices in order to develop the relationship and gain 

long term benefits (Dwyer, Schurr, and Oh 1987; Gundlach, Achrol, and Mentzer 1995).  

Commitment involves the pledge of continuity between relationship partners and a belief in 

putting forth maximum efforts to sustain the relationship (Morgan and Hunt 1994).  Several 

dimensions of commitment have been identified in the literature.  Affective commitment is the 

desire to continue a relationship because of positive feelings and emotional attachment toward a 
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relationship partner (Geyskens et al. 1996; Kumar, Scheer, and Steenkamp 1995).  Expectation 

of continuity is the temporal intent to remain in the relationship for an extended period of time 

(Kim and Frazier 1997; Kumar, Scheer, and Steenkamp 1995).  Willingness to invest is the intent 

to become more deeply involved in a relationship through investment (Kumar, Scheer, and 

Steenkamp 1995).  Calculative commitment is the desire to continue a relationship due to 

awareness of termination costs, switching costs, or other instrumental components (Geyskens et 

al. 1996).  Normative commitment is a desire to continue a relationship due to a perceived moral 

obligation (Allen and Meyer 1990).  As these dimensions illustrate, commitment is a complex 

construct with far reaching implications in exchange relationships. 

Dependence is the third essential attribute in a cooperative relationship.  Dependence on a 

relationship partner is characterized by a firm’s need to maintain the relationship in order to 

achieve its goals (Frazier 1983).  The inability of a firm to replace a relationship partner has also 

been identified as an indication of dependence (Heide and John 1988).  Dependence is defined as 

reliance between relationship partners on each other to perform functions and to obtain scarce 

resources (Buchanan 1992).  Dependence contains several elements.  Importance is the extent to 

which a firm requires a resource.  Discretion is the extent to which the other relationship partner 

has control over a resource.  Alternatives are the extent to which a firm has other sources for a 

resource (Pfeffer and Salancik 1978). 

Collaborative Behaviors 

 

Although the core attributes of trust, commitment, and dependence serve as the 

foundation of relationships, they yield little performance benefit in and of themselves.  However, 

these core attributes do influence the essential actions firms engage in to increase performance.  
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Based on the Relational View (Dyer and Singh 1998), firms that pursue relational strategies 

engage in collaborative behaviors with their partners that may result in competitive advantage.  

The collaborative behaviors from the Relational View are knowledge sharing routines, 

relationship specific assets, effective governance, and complementary resource endowments 

(Dyer and Singh 1998).   These four collaborative behaviors are the fundamental sources of 

relational competitive advantage. 

The first source of relational advantage comes from knowledge sharing routines.  

Knowledge sharing routines are defined as a regular pattern of interactions between relationship 

partners that facilitates the transfer, recombination, or creation of specialized knowledge (Grant 

1996).  Effective knowledge sharing routines enable the transmission of both codified 

information and process “know-how” that may result in organizational learning and improved 

performance (Dyer and Singh 1998).  Proactively sharing useful information with a relationship 

partner is the essence of a knowledge sharing routine (Cannon and Perreault Jr. 1999; Heide and 

John 1992).  The quality of interfirm communication is characterized by its relevance, timeliness, 

frequency, and reliability (Lusch and Brown 1996; Mohr and Sohi 1995; Morgan and Hunt 

1994).  Knowledge sharing is important in supply chain relationships because information is a 

critical driver of efficiency, effectiveness, and overall supply chain performance (Lambert, 

Emmelhainz, and Gardner 1999; Lambert, Emmelhainz, and Gardner 1996; Mentzer et al. 2001; 

Mentzer, Foggin, and Golicic 2000; Mentzer, Min, and Zacharia 2000; Mentzer, Myers, and 

Stank 2007). 

The second source of relational advantage comes from relationship specific assets. 

Relationship specific assets are defined as idiosyncratic investments that are specialized in 

conjunction with a relationship partner.  Such assets lose significant value unless the 
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collaborative relationship continues and they are difficult to redeploy outside of the existing 

relationship (Anderson and Weitz 1992).  There are three types of asset specificity germane to 

relationships (Williamson 1985).  First, site specificity refers to the close location of immobile 

production stages.  Such assets can reduce transportation costs, lower inventory levels, and 

improve coordination between relationship partners (Dyer 1996).  Second, physical asset 

specificity refers to specific capital assets that are customized to the processes of a relationship 

partner.  Such assets may improve quality and allow for increased product differentiation (Clark 

and Fujimoto 1991).   Third, human asset specificity refers to relationship specific know-how 

accumulated over an extended period of time.  Such assets allow for improved communication, 

enhanced quality, and increased speed to market (Asanuma 1989; Dyer 1996).  These types of 

joint investments in specific assets are usually present in collaborative relationships (Lambert, 

Emmelhainz, and Gardner 1999). 

The third source of relational advantage comes from effective governance.  Effective 

governance, via self-enforcing agreements, is defined as the norms and standards of conduct 

between relationship partners (Dwyer, Schurr, and Oh 1987).  Although third party enforcement 

is also a form of governance, relational norms are considered more effective and less costly over 

time (Dyer and Singh 1998).  Such cooperative norms drive the expectations relationship 

partners have about working together and pursuing mutual or individual goals (Cannon and 

Perreault Jr. 1999).  These shared expectations about behavior evolve into a self-regulating 

governance approach that reduces the conflict, uncertainty, and opportunism of typical market 

transactions (Gundlach, Achrol, and Mentzer 1995; Macneil 1980).  Therefore, effective 

governance is critical to relationship performance because it reduces transaction costs and allows 

partners to engage in value-added initiatives (Dyer 1997; Dyer and Singh 1998). 
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The fourth source of relational advantage comes from complementary resource 

endowments.  Complementary resource endowments are distinctive resources of relationship 

partners that, when combined together, collectively generate performance results above and 

beyond what the individual partners could have created on their own.  If relationship partners 

combine complementary resources, a synergistic effect results in increased performance and a 

stronger competitive position.  In these situations, the relationship helps create joint capabilities 

that are more valuable, more unusual, and more difficult to imitate than those of the individual 

firms (Dyer and Singh 1998). Complementary resource endowments are a key driver of 

relationship performance (Hamel 1991).  Firms that have the ability to both identify and utilize 

the complementary resources of relationship partners can obtain sustainable competitive 

advantage (Dyer and Singh 1998). 

The Relationship between Core Attributes and Collaborative Behaviors 

 

Core attributes are important to interfirm supply chain relationships because they enable 

collaborative behaviors.  Core attributes are antecedent to these critical relational sources of 

advantage.  Without the presence of core relationship attributes, any supply chain relationship is 

destined to fail.  The three core relationship attributes are trust, commitment, and dependence.  

These core attributes are positively related to collaborative behaviors from the relational view of 

competitive advantage. 

Trust is positively related to collaborative behaviors in interfirm supply chain 

relationships.   It reduces opportunistic behavior and increases the long term orientation of 

relationship partners (Ganesan 1994; Morgan and Hunt 1994).  It leads to cooperation between 

relationship partners where each firm works together to achieve common goals (Dwyer, Schurr, 
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and Oh 1987; Morgan and Hunt 1994).  When high levels of trust are present, relationship 

partners find ways to work through problems (Sullivan, Peterson, and Shimada 1982) and 

replace traditional adversarial assumptions with thoughts of mutual benefit (Webster 1992).  

Information sharing, cooperative norms, and idiosyncratic investments are forms of collaboration 

that are dependent on trust between partners (Anderson and Weitz 1992; Cannon and Perreault 

Jr. 1999; Ganesan 1994; Mentzer, Min, and Zacharia 2000).  Trust serves as the foundation in a 

relationship and it is a significant variable in predicting the success of a relationship (Duffy and 

Fearne 2004; Mohr and Spekman 1994).   Therefore, trust is positively related to collaborative 

behaviors in supply chain relationships. 

Commitment has also been shown to be a significant variable in predicting the success of 

a relationship (Duffy and Fearne 2004).  Commitment represents the highest stage of relational 

bonding (Dwyer, Schurr, and Oh 1987) and is key to achieving mutual goals between 

relationship partners (Morgan and Hunt 1994).  Like trust, commitment reduces opportunistic 

behavior (Anderson and Weitz 1992) and increases the long term orientation of relationship 

partners (Gundlach, Achrol, and Mentzer 1995).  The foundation for relational social norms of 

behavior between firms is based on commitment (Gundlach, Achrol, and Mentzer 1995).  

Idiosyncratic investments and information sharing between relationship partners are also 

dependent upon high levels of commitment (Anderson and Weitz 1992).  Therefore, commitment 

is positively related to collaborative behaviors in supply chain relationships. 

High levels of dependence between relationship partners has been shown to positively 

influence relationship performance (Anderson and Narus 1991; Buchanan 1992).  Like trust and 

commitment, mutual dependence reduces opportunistic behavior (Buchanan 1992), increases the 

long term orientation of relationship partners (Anderson and Weitz 1992), and increases 
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idiosyncratic investments (Heide and John 1988).  When firms depend on each other for valuable 

resources and capabilities, there is common interest in cooperating and finding ways to create 

value (Anderson and Narus 1991).  Cooperation between partners may exist in terms of sharing 

information and value creation may exist in terms of developing synergies between 

complementary resources.  Therefore, dependence is positively related to collaborative behaviors 

in supply chain relationships. 

 As the relationship literature shows, the core attributes of trust, commitment, and 

dependence are positively related to relational sources of advantage such as knowledge sharing, 

relationship specific assets, effective governance, and complementary resource endowments. 

Trust, commitment, and dependence are commonly cited as the attributes that help shape and 

define the nature of interfirm relationships (Mohr and Spekman 1994; Morgan and Hunt 1994).  

Due to their collective importance in interfirm relationships, these three distinct attributes have 

been conceptualized as a single second order construct called relationship magnitude (Golicic, 

Foggin, and Mentzer 2003).  Relationship magnitude is defined as the “degree of closeness” 

between firms and evidence suggests that it determines the type of relationship that exists 

between firms (Golicic and Mentzer 2006).  Therefore, in this research, relationship magnitude 

will serve as a proxy for the various types of interfirm relationships. 

 In the following section, a gap in the TBC and interfirm relationship literature will be 

identified. 
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THE EXISTENCE OF TIME PRESSURE IN SUPPLY CHAIN RELATIONSHIPS 

 

Although the interfirm relationship literature is vast, it does not specifically address 

relationships in an environment with an intense pressure to focus on time.  Time-based 

competitors can create a high pressure relational environment because TBC mandates that supply 

chain members continuously improve cycle times, speed, and agility (Dibrell, Davis, and 

Danskin 2005; Hum and Sim 1996; Rich and Hines 1997).   Time-based metrics are used to drive 

quicker and more flexible responses to customer needs (Bozarth and Chapman 1996; Jayaram, 

Vickery, and Droge 1999).  Time-based competitors have a constant drive to adapt quickly and 

respond faster (Barney, Wright, and Ketchen Jr. 2001).  Given the strategic importance of TBC, 

it is possible that some supply chain relationships operate in an environment with ongoing 

pressure to improve time-based performance.   At its very essence, the continuous pursuit of 

time-based competitive advantage may mandate increasing pressure to perform more quickly.   

In the pursuit of such quick response, firms may place a supply chain partner under time 

pressure.   

TBC can lead to the imposition of time pressure in a supply chain.  In fact, according to 

the seminal work on TBC, supply chains need customers to “demand time compression” in order 

to improve coordination, information flows, and cycle times (Stalk and Hout 1990).   As firms 

continue to drive down inventories and quickly respond to customer needs, they demand shorter 

and shorter lead times from suppliers.  The resulting “pressure on lead times travels up and down 

the supply chain” in order to meet time-based performance requirements (Stalk and Hout 1990).   

Many firms simply can not “resist the impulse to push it to the limit” and exhaust managers with 
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a “relentless pace” (Stalk and Webber 1993).   Consequently, the ongoing demands and pressures 

to continuously reduce cycle times may lead a firm to impose time pressure on a supply chain 

member.    

Time pressure is a situational variable that may influence individual behavior, decision 

making, and small group interactions (Maule, Hockey, and Bdzola 2000).   Time pressure has 

been typically defined in terms of a time constraint, time shortage, or impending deadline 

(Durham et al. 2000; Herrington and Capella 1995; Svenson and Maule 1993).   However, such 

conceptualizations are incomplete.  Time pressure also involves aspects of perception, 

opportunity cost, stress, and coping (Iyer 1989; Ordonez and Benson III 1997; Park, Iyer, and 

Smith 1989; Rastegary and Landy 1993).  A time constraint alone does not necessarily result in 

time pressure.  It is only when the available time to complete a task is perceived as insufficient or 

limited that time pressure begins to manifest itself (Iyer 1989; Park, Iyer, and Smith 1989).  

Beyond the mere perception of insufficient time, an opportunity cost of missing a deadline is also 

required for time pressure to exist.  The opportunity cost may take the form of sanctions for 

violating a time limit or the consequences of delaying an action or decision (Rastegary and 

Landy 1993).  When the perception of limited time and potential negative consequences induce 

feelings of stress, the resulting time pressure creates a need to cope with the limited time 

constraint (Ordonez and Benson III 1997).  Therefore, in this dissertation, time pressure is 

defined as: 

The perception of limited time to complete a task and the perception of negative 

consequences for missing a deadline that result in feelings of stress and the need to cope 

with the limited time constraint. 
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TIME PRESSURE LITERATURE 

 

Time pressure has been researched in a number of contexts relevant to business.  

Evidence suggests that time pressure may have adverse effects on aspects of decision making, 

negotiations, buyer behavior, small group dynamics, and auditing performance.  The seminal 

work on time pressure was conducted in the area of decision making and this area continues to 

serve as the conceptual foundation for other types of time pressure research.    

Time pressure is a prevalent type of situational constraint (Kelly, Jackson, and Hutson-

Comeaux 1997) and decision making under time pressure is a common part of daily life (Ahituv, 

Igbaria, and Sella 1998). Most decision making situations involve some form of a time constraint 

(Kelly, Jackson, and Hutson-Comeaux 1997) and a number of real world decisions are frequently 

made under conditions of time pressure (Ordonez and Benson III 1997).   For example, surgeons 

must make quick decisions when performing emergency operations.  Stock brokers need to react 

swiftly to changing market conditions.  Police officers are required to make split second 

decisions regarding the use of force.  In any of these dynamic situations, decisions need to be 

made in real time (Brehmer 1992) and the decision maker is forced to quickly determine how 

much time to spend on acquiring information, selecting information, and integrating information 

(Kerstholt 1994).   A significant amount of research suggests that time pressure has significant 

effects on decision making processes (Ben Zur and Breznitz 1981; Christensen-Szalanski 1980; 

Maule and Mackie 1990; Payne, Bettman, and Johnson 1988; Smith, Mitchell, and Beach 1982; 

Svenson and Edland 1987; Svenson, Edland, and Slovik 1990; Svenson and Maule 1993; Wright 

1974; Zakay and Wooler 1984). 

 Time pressure creates extra cognitive demands on individuals (Ordonez and Benson III 

1997) and limits how much information can be processed (Payne, Bettman, and Luce 1996).  
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When people are forced to make decisions within a limited time frame, psychological stress and 

arousal may increase (Keinan, Friedland, and Ben-Porath 1987; Maule and Hockey 1993).  The 

additional cognitive effort required under time constraints often creates negative affect, 

perceptual narrowing, and reduced working memory capacity (Garbarino and Edell 1997; Sarter 

and Schroeder 2001).  Although brief periods of increased workloads may energize some 

individuals (Thayer 1989), prolonged periods of continuous time pressure can lead to fatigue and 

anxiety (Maule, Hockey, and Bdzola 2000).  Time pressured individuals have been found to be 

more anxious and lack confidence (Smith, Mitchell, and Beach 1982).   This lack of confidence 

may be well justified as some studies have found that time pressure decreases the accuracy of 

human judgment and performance (Benbasat and Dexter 1986; Hwang 1994; Svenson and Maule 

1993). 

 When faced with time pressure, people adapt to the increased cognitive demands and 

psychological stress in several ways.  First, under conditions of moderate time pressure, people 

may simply attempt to accelerate their processing to meet an impending deadline (Ben Zur and 

Breznitz 1981; Maule and Mackie 1990).  Second, a person may become much more selective 

and focus on only the most important pieces information (Ben Zur and Breznitz 1981; Payne, 

Bettman, and Luce 1996).  For example, time pressure may cause an individual to place more 

emphasis on negative information, avoid risks, or consider fewer alternatives (Ben Zur and 

Breznitz 1981; Svenson and Edland 1987; Wright 1974).  Third, people may shift their decision 

strategies as time pressure increases (Payne, Bettman, and Johnson 1988; Svenson, Edland, and 

Slovik 1990) and employ less complex, noncompensatory strategies (Christensen-Szalanski 

1980; Payne, Bettman, and Johnson 1988; Smith, Mitchell, and Beach 1982; Zakay and Wooler 

1984).  In general, time pressured decision makers either filter the information that is used or 
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eliminate pieces of information from consideration (Miller 1960).  Such coping mechanisms 

enable people to adapt and attempt to achieve their task goals at acceptable levels (Maule, 

Hockey, and Bdzola 2000).   

Time pressure has also been shown to impact negotiations.  Specifically, time pressure 

has significant effects on outcomes, processes, and attitudes (Stuhlmacher, Gillespie, and 

Champagne 1998).  Some propose that high time pressure limits negotiation outcomes by 

encouraging quicker concessions, lower demands, and quicker agreements (Carnevale, 

O’Connor, and McCusker 1993; Druckman 1994; Hamner 1974; Lim and Murnighan 1994; 

Yukl 1974).   Others suggest that time pressure impacts negotiation outcomes by reducing the 

ambition and goals of negotiators (Pruitt and Drews 1969).   In terms of processes, time pressure 

changes negotiation strategy (Stuhlmacher, Gillespie, and Champagne 1998), reduces the 

accuracy of communications (Yukl et. al. 1976), and leads to only selective use of information 

(Stuhlmacher and Champagne 1997).  Attitudes are also impacted by time pressure.  High time 

pressure has been shown to increase perceptions of opponent toughness (Smith, Pruitt, and 

Carnevale 1982), decrease perceptions of opponent honesty (Baron 1988), and increase 

perceptions of feeling rushed (Carnevale and Lawler 1987). 

In the field of consumer behavior, prior research has shown that time pressure impacts 

individual shopping behavior (Herrington and Capella 1995).  Consumers operating under time 

pressure tend to purchase less than originally planned, spend less time shopping, and make fewer 

unplanned purchases (Iyer 1989; Park, Iyer, and Smith 1989).  Time pressure reduces a 

consumer’s ability to process in-store product information (Iyer 1989) and impacts consumer 

choice deferral (Dhar and Nowlis 1999).  The increased stress from time pressure also hinders 

the retrieval of memories that are not well rehearsed (Bettman 1979).  As consumers are 
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increasingly facing time shortages, time pressure is an important source of influence on buyer 

behavior (Herrington and Capella 1995). 

Time pressure can also have significant effects on small group interactions in several 

ways.  It can negatively affect group efficacy (Durham et. al. 2000) and reduce the progress of 

less confident groups (Gevers, Eerde, and Rutte 2001).   It can lower the quality of group 

decisions, reduce group viewing of available information, and decrease the number of times 

groups re-examine information (Arnold et. al. 2000).   Time pressure can also impact satisfaction 

with group performance, lower commitment to group results (Caballer, Gracia, and Peiro 2005), 

and reduce perceptions of group goal fulfillment (Nordqvist, Hovmark, and Zika-Viktorsson 

2004).   McGrath et al. (1989) also proposed that time pressure can impact interpersonal 

communications within small groups resulting in lower quality work and destructive behavior.  

As these studies indicate, time pressure can impact the performance and behaviors of small 

groups. 

 In the accounting literature, time pressure is cited as an important element of many 

auditing engagements (Spilker and Prawhitt 1997; Gibbons 1984).  It is suggested that time 

pressure can impact auditor behavior, audit quality, and auditor turnover.   Some propose that 

time pressure can impact auditor behavior (Coram, Ng, and Woodliff 2004) because it motivates 

auditors to prematurely sign-off on steps or accept substandard audit evidence (Margheim and 

Pany 1988; Kelley and Margheim 1990; Rhode 1978).  There is also a common perception that 

time pressure is a major cause of substandard work that detracts from the quality of an audit 

(Alderman and Dietrick 1982).  Many conclude that, due to time pressure, audit work does not 

always meet appropriate guidelines and affects audit quality (Rhode 1978; Kelley and Margheim 

1990; Ragunathan 1991; Willett and Page 1996; Sutton and Lampe 1991; Lampe and Sutton 
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1994).  Furthermore, a number of accountants perceive that time pressure is a primary cause of 

senior and staff employee turnover (Alderman and Deitrick 1982).   As the previous research 

indicates, time pressure can have undesirable effects on the people and processes involved in 

auditing (McDaniel 1990).  

 As the literature shows, time pressure can impact a number of business areas such as 

decision making, negotiation, buyer behavior, small group dynamics, and auditing performance.  

When synthesized and viewed as a whole, three themes seem to be common across these areas of 

time pressure research.  First, the use of information and communications are reduced in time 

pressured environments.   People or groups of people simply can not process as much 

information when under time pressure and begin to use information selectively (Payne, Bettman, 

and Luce 1996).  The selective use of information due to time pressure is seen in the decision 

making, negotiation, buyer behavior, and small group areas of time pressure research.  For 

example, decision makers begin to filter information, negotiators become selective in their use of 

information, consumers are unable to process in-store information, and small groups tend to 

reduce the viewing of available information (Arnold et al. 2000; Iyer 1989; Miller 1960; 

Stuhlmacher, Gillespie, and Champagne 1998).  Communication also changes in the presence of 

time pressure.  For example, some contend that the accuracy of communication is reduced (Yukl 

et al. 1976) and others suggest that the quality of interpersonal communication is negatively 

impacted.  As these examples from various areas of business indicate, time pressure can 

dramatically impact the use, exchange, and communication of information. 

The second common theme across the time pressure literature is that negative affect, 

stress, and emotional consequences emerge in time pressured situations.  Quite simply, people 

usually do not have positive affective responses to time pressure.   For example, decision makers 
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experience psychological stress, anxiety, and lack confidence when put under time pressure 

(Keinan, Friedland, and Ben-Porath 1987; Smith, Mitchell, and Beach 1982).    Small groups 

have lower group efficacy and reduced satisfaction with group performance under time pressure 

(Caballer, Gracia, and Peiró 2005; Durham et al. 2000).  Some accountants believe that the stress 

associated with time pressure in an auditing environment leads to high employee turnover 

(Alderman and Deitrick 1982; McDaniel 1990).  Negotiators feel rushed and experience negative 

perceptions of their opponents when placed under time pressure.  As the examples demonstrate, 

time pressure can lead to negative affect and emotional consequences in a number of business 

areas. 

 The third common theme across the time pressure literature is that quality and 

performance usually suffer in time pressured environments.   People or groups of people usually 

do not perform well under time pressure.  For example, in the decision making literature, time 

pressure decreases the accuracy of human judgment and performance (Benbasat and Dexter 

1986; Hwang 1994; Svenson and Maule 1993).  In small groups, time pressure also reduces the 

quality of decision making as well as lowers the quality of work performed by a group (Arnold et 

al. 2000).  In the accounting literature, evidence suggests that time pressure leads to substandard 

work, acceptance of inappropriate audit evidence, premature sign-off, and reduced audit quality 

(Alderman and Deitrick 1982; Kelley and Margheim 1990; Margheim and Pany 1986).  As these 

examples show, time pressure can lead to lower quality and reduced performance. 

 Although the effects of time pressure have been researched in a number of business areas, 

research on the effects of time pressure in supply chain relationships is lacking.  In the following 

section, the potential effects of time pressure in supply chain relationships will be discussed. 
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QUALITATIVE FIELDWORK 

 

Although the seminal work on TBC suggests that time pressure may exist in supply chain 

relationships (Stalk Jr. and Hout 1990), other research on time pressure in supply chain 

relationships is lacking.  Qualitative research methods are considered appropriate to research 

areas about which little is known (Stern 1980; Strauss and Corbin 1998).  Therefore, qualitative 

research methods were utilized to gain a greater understanding of the phenomenon in order to 

help develop a theoretical framework that is “grounded” in the data.  Due to the exploratory 

nature of this research, the problematic social processes associated with the phenomenon, and the 

goal of developing a testable framework, the grounded theory tradition of qualitative research 

was selected as the appropriate methodological guide for preliminary qualitative fieldwork 

(Glaser and Strauss 1967; Strauss 1987; Strauss and Corbin 1990).    

 

Qualitative Findings 

 

Although the seminal work on TBC suggests that time pressure may exist in supply chain 

relationships (Stalk Jr. and Hout 1990), additional research on the topic is lacking.  However, 

qualitative interviews with experienced managers indicate that time pressure may exist in supply 

chain relationships.  Multiple managers described examples of time pressure being imposed in 

their supply chains. The qualitative data suggests that both buyers and sellers may impose time 

pressure on other members of a supply chain.  For example, the following quote from a 

Replenishment Director for a pharmaceutical retailer suggests that a seller can impose time 

pressure on a buyer in a supply chain relationship: 

“I have a vendor right now putting me under time pressure.  They got a couple new 

items, a highly specialty brand, which is what we are focused in on and it‟s what our top 
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customers shop our stores for.  They don‟t have huge volume but they want to add some 

new items and they want to increase their presence in our stores and they are pushing us 

to make it happen faster, faster, faster… I‟m all about moving faster, but at the same time 

you need to be realistic.”  

 

 Another example of the existence of time pressure in supply chain relationships comes 

from a Director of Merchandise Buying for a home improvement retailer.  As this quote 

illustrates, buyers can impose time pressure on sellers in a supply chain relationship: 

 

“I absolutely push them to do something more quickly.  Depending on competitive factors 

or the market place whatever that may look like …. If somebody has product out there 

that we don‟t we would certainly push for them to do it in a quick manner.  I would set 

aggressive deadlines, make it clear what we want when we want it.  Push them to stretch 

their organization to do whatever it takes to meet those deadlines…I relentlessly push 

them to make the same time frame all their competitors are making.  And there are fairly 

severe consequences if they don‟t do it. ” 

 

Not only does this quote give a concrete example of time pressure being imposed in a supply 

chain relationship, but it also supports key definitional aspects of time pressure.  Specifically, the 

manager describes a tight deadline being imposed that may force the organization to cope with a 

limited time constraint in order to avoid penalties.  As the time pressure literature shows, time 

constraints, coping, and negative consequences are basic components of time pressure. 

Beyond confirming the mere existence of time pressure in supply chain relationships, the 

qualitative data also provided insight into the relationship between TBC and time pressure.  In 

their seminal work on TBC, Stalk and Hout (1990) suggested that time pressure is a necessary 

condition for supply chains to achieve time-based performance.  Although additional research 

has not specifically addressed this original claim, the qualitative inquiry in this dissertation 

provides evidence to support the notion that time pressure may be part of TBC.  Specifically, 

managers described how the strategic pursuit of TBC could create time pressure.  For example, a 
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retail merchant describes how the pursuit of rapid new product introduction, which is a key 

element of TBC, lead to the imposition of time pressure on a supplier: 

 

“When it was a shared new product that would go to other retailers, our strategy would 

be to get it out there first, because we could execute faster than (competitor).  That meant 

putting time pressure on the supplier to ensure our shipments went out ahead of schedule 

or when they (the competitor) were planning to launch.”  

 

 In the TBC literature, Just-In-Time (JIT) manufacturing is considered part of the broader 

TBC concept (Bozarth and Chapman 1996; Rich and Hines 1997; Stalk Jr. 1988). JIT is a 

specific type of implementation of the TBC concept in a manufacturing environment.  In the 

following example, a Strategic Planning Manager for a computer manufacturer describes how a 

(JIT) manufacturing approach led to time pressure being imposed on suppliers: 

“They rely on their suppliers, in a lot of ways they are only as good as their suppliers 

cause all they really do is assembly stuff.  So when it comes to Intel, or Seagate for hard 

drives, things like that they have to push their suppliers to become better as well.  A lot of 

times it is put up or get out.  It‟s here is what we need.  The bar just raised and if you 

can‟t deliver we‟ll find someone else to deliver it.  On the manufacturing side, they used 

the stick a whole lot more than the carrot…. First it was price and then second it would 

be delivery.  It was a close second.  They are not going to take a big sacrifice in delivery.  

Delivering product on time and managing the flow of product.  The thing that kills the 

computer manufacturers is when they have a shortage of something.  It‟s like if we can‟t 

get LCDs it is just lost revenue.  Being able to deliver on time is the key and maintain 

steady product flow.  It is a big time JIT environment.” 

 

 In another example, a Senior Vice President of Procurement in the banking industry 

describes his firm’s pursuit of TBC with both an operational approach and a relational approach.  

These two approaches are consistent with the TBC literature (Droge, Jayaram, and Vickery 

2004). As the following comments demonstrate, the imposition of time pressure can be part of 

the relational approach to pursuing a time-based source of competitive advantage. 

“We continually look at our processes to make certain we can do something quicker, 

better, faster. From a supplier standpoint, we outsource most everything so we do look 
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upon our suppliers to bring us a competitive advantage from a speed perspective.  

Leveraging their expertise or collaborating with them on new product introduction to get 

to market quicker…When trying to get to market quicker I would say that we put them 

under extreme time pressure for interim deliverables within that process.” 

 

As the above quotes demonstrate, the qualitative data from this research lends support to 

the seminal TBC claims that time pressure is part of TBC and time pressure can exist in supply 

chain relationships (Stalk Jr. and Hout 1990).  In the following section, the time pressure 

literature will be reviewed.   

 

THE EFFECTS OF TIME PRESSURE IN SUPPLY CHAIN RELATIONSHIPS 

 

Time pressure can exist in supply chain relationships.  In fact, the seminal TBC literature 

suggests that time pressure is often needed for supply chains to achieve time-based performance 

metrics (Stalk Jr. and Hout 1990).  In addition to the seminal TBC literature, qualitative findings 

in this research also suggests that time pressure can exist in supply chain relationships.  

However, beyond the mere existence of time pressure in supply chain relationships, qualitative 

data also shows that time pressure can adversely impact key elements of a relationship.  For 

example, multiple managers described how the imposition of time pressure injects tension into a 

relationship and potentially jeopardizes the entire relationship: 

 

“In a short term sense, time pressure puts a strain on the relationship.  We can put too 

much time pressure on someone and they could walk away from us and we would lose all 

our bargaining power.  It‟s the straw that broke the camel‟s back.” 

 

The interviewed managers in this research also described how time pressure begins to 

impact collaborative behaviors in relationships.  For example, a retail merchandising manager 

describes how she reacted to the imposition of time pressure from a large supplier: 
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“The relationship is strained.  What it leads to is a lack of openness on my part to future 

new business and it takes some period of time to repair that.”  

 

Notice that the term “strain” is used again to describe the tension within the relationship.  

However, unlike the previous quote, this manager does not immediately reference the complete 

dissolution of the relationship.  Instead, she shows that the imposition of time pressure has made 

her less inclined to grow the business relationship.  Rather than completely terminating the 

relationship, this manager seems to address the imposition of time pressure by pulling back and 

then taking a wait and see approach.  She has not given up on the relationship, but she is 

explicitly saying the imposition of time pressure has damaged the relationship and that the 

relationship needs to be repaired. 

 Another manager describes how time pressure impacts collaboration in relationships.  In 

this example, a director of procurement explains what happened when his company imposed 

time pressure on a supplier: 

“Communication is lacking under time pressure.  There is probably a direct correlation 

between the amount of time pressure we put on them and the lack of communication we 

received.  Their willingness to invest is impacted too, but not as much -  Probably 25%.  

It‟s a matter of degree.”   

 

Notice that two of the four sources of advantage from the Relational View (Dyer and Singh 

1998) are referenced in this quote: sharing information and idiosyncratic investment. These 

essential collaborative behaviors enable firms to collectively create value above the sum of their 

individual parts.  Without the presence of information sharing or joint investment, supply chain 

relationships are unlikely to achieve optimal performance results.  However, when time pressure 

is imposed, these key collaborative behaviors seem to be reduced or jeopardized.   

 The imposition of time pressure also seems to impact the expectations of managers 

interviewed in this research.  For example, a director of merchandising describes how his firm’s 
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plans for a relationship with a key supplier where dramatically changed when the supplier 

imposed time pressure on his firm.  The supplier demanded that the manager needed to make a 

quick buying decision on a new product introduction and commit his firm to a long term, high 

volume agreement: 

“Is them putting me under time pressure going to impact my relationship with them? Sure 

it is going to impact my relationship with them.  I had high hopes for a strong partnership 

with this supplier.  They are innovative, they are usually good at what they do …..but it‟s 

made clear that they literally want volume and that‟s it.  They keep talking partnership 

and our relationship and everything else, but at the end of the day that‟s not important to 

them at all.  It is who will buy a bunch right now.  And this example, and putting pressure 

on me, this made it clear that all they want to do is sell this thing and when production 

starts in April they want a big order from somebody to take every piece of capacity they 

got.  And if it wasn‟t going to be me then they are going to start selling it to the next guy.  

That‟s what time pressure looked like to me so what it meant to me is let‟s just treat them 

like what they are, a transactional relationship where if they make something I like I‟ll 

buy it, if they don‟t that‟s fine too – we‟ll just move along.”  

 

Another manager also describes how the ongoing imposition of time pressure changed his firm’s 

view of a key supplier relationship: 

“I think they start to lose credibility.  They keep coming back and they say we absolutely 

have to have this for the end of quarter again and again.  You get to the third quarter and 

you start to say I‟m not really believing what these guys are saying or they are certainly 

not looking to partner with us or be a good partner to us – they are really just looking out 

for themselves.” 

 

As was shown in the previous quote, the imposition of time pressure seems to change the 

expectations of the relationship type.  In both these examples, a “partnership” was referenced but 

then downgraded to a more transactional relationship due to the imposition of time pressure. 

 Across all the interviews, it is important to note that time pressure was never described as 

having a positive impact on the quality of a relationship, the collaboration in a relationship, or 

the expectations towards a relationship.  Although the imposition of time pressure was frequently 
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recognized as a detriment to a relationship, it was often viewed as justifiable. In a simplistic 

sense, time pressure was viewed as a relational cost to be evaluated against a benefit.  For 

example, one manager suggested that the use of time pressure was really just a utilitarian way to 

get information that he needed: 

“You often have to put people under time pressure or you will never get an answer. 

 

Another manager echoed these utilitarian sentiments when he explained how his firm uses time 

pressure in managing their supply base and negotiating with suppliers: 

“If we want to put a lot of pressure on a supplier, we would start out with a demand 

whether it was for a service or a response and then add time pressure.  Time pressure is 

like a catalyst – it‟s the liquid nitrogen.  We are very demanding…we would put time 

pressure on a supplier to gas it up.” 

 

As the previous two examples demonstrate, firms that impose time pressure often view 

the use of time pressure as a justified tool to achieve a desirable outcome.  On the other hand, 

firms that are on the receiving end of time pressure often resent such tactics.  In fact, several 

managers described their use of time pressure as completely justified, but those same managers 

became noticeably irritated when describing how another supply chain member imposed time 

pressure on their firm.  Most managers were unaware of this duality, but one manufacturing 

manager described his firm’s epiphany regarding the split role of time pressure in relationships: 

“Big customers like GE and Wal-Mart just really put the clamps on us and said you got 

to deliver this by this time and really asked for extraordinary things.  There the tables 

were turned.  We knew it was the price of admission…We f___ing sucked it up and did it.  

And we would say, „damn it, we hate this, this is like dealing with us.‟”   

 

As the qualitative findings in this research show, the imposition of time pressure can 

impact supply chain relationships.  Multiple managers repeatedly described how time pressure 

could create tension, reduce collaboration, or alter relationship expectations.   Time pressure was 

essentially viewed as a relational cost.  If firms were imposing time pressure, then the cost was 
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justified based on the expected benefits.  If firms were on the receiving end of time pressure, 

such relational costs were resented and viewed as significant.  These qualitative findings are 

consistent with several relationship theories.  In the following section, applicable theories will be 

discussed. 

 

APPLICABLE THEORIES 

 

Two theories are relevant to the study of time pressure and supply chain relationships.  

The first, Social Exchange Theory (SET), proposes that individuals or groups attempt to obtain 

profitable outcomes in social interaction by maximizing rewards and minimizing costs 

(McDonald 1981; Thibaut 1959).  The basic motivation for interaction is to gain rewards and 

avoid punishment (Emerson 1976).  SET also contends that relational behaviors are determined 

by rewards of interaction minus the costs of interaction (Griffith, Harvey, and Lusch 2006).  

Therefore, corporate group behavior possesses a quasi-economic mode of analysis (Emerson 

1976).   

The second theory relevant to the study of time pressure and supply chain relationships is 

the Norm of Reciprocity (Gouldner 1960).   The Norm of Reciprocity proposes that people 

usually help those that help them; that is they mirror the actions of others in exchange 

relationships.  Reciprocity evokes obligations to others based on past behavioral interactions.  In 

a positive sense, reciprocity can be described as the mutually contingent or gratifying exchange 

of goods, services, or benefits.  In a negative sense, reciprocity can include sentiments of 

retaliation where emphasis is placed on the return of injuries rather than benefits.   It is proposed 
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that reciprocity is one of the most basic moral codes upon which civilizations achieve social 

equilibrium and cohesion.   

 SET and the Norm of Reciprocity will serve as the theoretical foundation in the 

quantitative phase of this research.  The Norm of Reciprocity would indicate that the imposition 

of time pressure may invoke a supply chain member to retaliate against a firm.  In a supply chain 

relationship, such retaliatory sentiments may manifest themselves through a reduction in 

collaborative behaviors or relationship management.  Although reciprocity may imply a 

mirroring effect, SET would indicate that the cost of time pressure would be weighed against the 

benefits of an overall supply chain relationship.  Therefore, a supply chain member may be 

driven to act by both a sense of reciprocal action and a quasi-economic mode of cost/benefit 

analysis.   

 In the following section, research hypotheses are developed from the synthesis of 

applicable literature, qualitative findings, and theory. 

 

HYPOTHESES 

 

Information and knowledge are powerful drivers of efficiency, effectiveness, and overall 

supply chain performance (Lambert, Emmelhainz, and Gardner 1999; Lambert, Emmelhainz, 

and Gardner 1996; Mentzer et al. 2001; Mentzer, Foggin, and Golicic 2000; Mentzer, Min, and 

Zacharia 2000; Mentzer, Myers, and Stank 2007).  Information enables the coordination of key 

activities and knowledge allows supply chain members to anticipate and respond to each other’s 

needs  (Lusch and Brown 1996).  According to the Relational View of Competitive Advantage 

(Dyer and Singh 1998), knowledge sharing routines are a key source of competitive advantage.  
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Knowledge sharing routines are broadly conceptualized as regular interactions between 

relationship partners that facilitates the transfer, recombination, or creation of specialized 

knowledge and information (Grant 1996).  Effective knowledge sharing routines enable the 

transmission of both codified information and process “know-how” that may result in 

organizational learning and improved performance (Dyer and Singh 1998).   

 Due to the broad conceptual scope of knowledge sharing routines, four distinct constructs 

will be used in this research in order to tap into the domain of knowledge sharing routines.  The 

four constructs are information exchange, communication quality, operational knowledge 

transfer, and shared interpretation.  Information exchange is the expectation that supply chain 

members will provide basic information to each other (Lusch and Brown 1996).  Communication 

quality refers to the completeness, credibility, accuracy, timeliness, and adequacy of 

communication flows between supply chain members (Mohr and Sohi 1995).  Operational 

knowledge transfer refers to the transfer of tacit knowledge or know-how between supply chain 

members (Modi and Mabert 2007).  Shared interpretation refers to a consensus on the meaning 

of information and its implications for business between supply chain members (Slater and 

Narver 1995).  These four constructs will serve as dependent variables in this research. 

 The constructs of information exchange, communication quality, operational knowledge 

transfer, and shared interpretation were selected as appropriate dependent variables in this 

research due to their direct links to aspects of supply chain management.  For example, 

information exchange can include basic information like point-of-sale (POS) data or advanced-

shipped-notices (ASNs) that are directly related to supply chain operations.  Communication 

quality extends the concept of basic information exchange to insure it is communicated in a 

timely, accurate, and complete manner.  The quality of communication flows is also related to 
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supply chain operations.  Operational knowledge transfer goes beyond the quality and exchange 

of basic information exchange to provide other supply chain members with valuable training and 

know-how. Such knowledge transfer activities are directly related to supplier development 

efforts.  Shared interpretation of information is related to the strategic coordination of supply 

chain actions based on available information.  As these examples demonstrate, the constructs of 

information exchange, communication quality, operational knowledge transfer, and shared 

interpretation are appropriate for supply chain relationship research. 

 Other variables are also appropriate for supply chain relationship research.  As discussed 

in the interfirm relationship literature review, relationship magnitude serves as the foundation of 

any relationship (Golicic, Foggin, and Mentzer 2003; Mohr and Spekman 1994; Morgan and 

Hunt 1994; Rinehart et al. 2004).   As previously cited, relationship magnitude enables 

collaborative behaviors and relational sources of advantage.  Therefore, relationship magnitude 

served as an independent variable in this research.  Based on the relationship literature, the 

following hypotheses were tested: 

 

H1a: Relationship magnitude is positively related to information exchange. 

 

H1b:  Relationship magnitude is positively related to communication quality. 

 

H1c: Relationship magnitude is positively related to operational knowledge transfer. 

 

H1d: Relationship magnitude is positively related to shared interpretation. 

 

 

 As the qualitative research showed, the imposition of time pressure can impact a supply 

chain relationship.  In general, collaboration seems to decline, tension increases, and relationship 

expectations are altered in the presence of time pressure.  The qualitative data also specifically 
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showed that communication is impacted by time pressure.  This qualitative finding was 

consistent with a theme from the existing time pressure literature.  Although time pressure has 

not been researched in the context of supply chain relationships, research in other areas of 

business has shown that time pressure can dramatically impact the use, exchange, and 

communication of information.  Therefore, time pressure served as an independent variable in 

this research.  Based on the qualitative findings and the existing time pressure literature, the 

following hypotheses were tested: 

 

H2a: Time pressure is negatively related to information exchange. 

H2b: Time pressure is negatively related to communication quality.  

H2c: Time pressure is negatively related to operational knowledge transfer.  

H2d: Time pressure is negatively related to shared interpretation.  

 

Relationship magnitude and time pressure are independent variables in this research and 

are hypothesized to have effects on the dependent variables of information exchange, 

communication quality, operational knowledge transfer, and shared interpretation.   However, 

beyond the main effects of these independent variables, qualitative data and applicable theory 

would suggest that an interaction exists between the independent variables.  Specifically, the 

qualitative findings suggest that time pressure may impact one type of relationship more than 

another type of relationship.  This qualitative finding is consistent with insight from Social 

Exchange Theory (SET).  SET suggests that relational behaviors are determined by rewards of 

interaction minus the costs of interaction (Griffith, Harvey, and Lusch 2006).  Different types of 

relationships will have different types of rewards associated with them.  Therefore, the quasi-
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economic mode of cost/benefit analysis in SET will view the “cost” of time pressure differently 

across different types of relationships.  Based on the qualitative data and applicable theory, the 

following hypotheses were tested: 

H3a: Time pressure will have a stronger negative impact on information exchange in 

higher magnitude relationships than in lower magnitude relationships. 

  

H3b: Time pressure will have a stronger negative impact on communication quality in 

higher magnitude relationships than in lower magnitude relationships. 

 

H3c: Time pressure will have a stronger negative impact on operational knowledge 

transfer in higher magnitude relationships than in lower magnitude relationships. 

 

H3d: Time pressure will have a stronger negative impact on shared interpretation in 

higher magnitude relationships than in lower magnitude relationships. 
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CHAPTER 3 – METHODOLOGY 
 

The purpose of this chapter is to present the qualitative and quantitative methodologies 

used in this research.  This chapter is divided into two sections.  In the first section quantitative 

methodology is explained.  Specifically, a general overview is provided, the sample is described, 

the procedure is explained, the pre-test procedure is proposed, the instrument and measures are 

discussed and the analytical techniques for testing hypotheses are reviewed.  In the second 

section, the qualitative methodology is explained.  Specifically, a general overview is provided, 

the data collection is described, the data analysis is explained, the sampling plan is presented, 

and the trustworthiness criteria delineated. 

 

QUANTITATIVE RESEARCH OVERVIEW 

 

 In order to test the proposed hypotheses concerning the nature of the relationship between 

time pressure and supply chain relationships, quantitative methods were utilized.  The method of 

investigation in this phase of the dissertation was a between subjects, scenario based experiment.   

This method was appropriate because scenario based experimental designs permit the 

investigation of situations that are not easily duplicated where companies are normally unwilling 

to share complete details (Pilling, Crosby, and Jackson Jr. 1994).  Due to contractual or 

competitive reasons, companies are often reluctant to discuss specific elements of their actual 

interfirm relationships (Day and Klein 1987).  However, a scenario based approach is less 

threatening to participants and allows researchers to explore interfirm relationship phenomena.  



45 

Six treatment cells resulted from the 2 x 3 factorial design as depicted in Appendix 1.  

The independent variables manipulated in this factorial design are time pressure and relationship 

magnitude.  There were three levels of time pressure (high, low, and none) and two levels of 

relationship magnitude (high and low).  The dependent variables include information exchange, 

communication quality, operational knowledge transfer, and shared interpretation.  In order to 

insure valid and reliable measures of the variables in this research, confirmatory factor analysis 

was performed using structural equations modeling with AMOS software. The hypothesized 

simple main effects and interaction effects of the experiment were tested through MANOVA and 

ANOVA in SPSS statistical software. 

Sample 

 

 Participants in this research were MBA students at a major southeastern university.  The 

sample was seventy percent male, their average age was 38, and the average work experience 

was slightly 17 years.  The total sample size was 204 with 34 participants for each of the six 

treatment conditions.  MBA student populations are accepted in the literature for interfirm 

relationship research that utilizes scenario based experimental methodology (Antia et al. 2006; 

Scheer and Stern 1992).  Utilizing graduate students as participants also serves as a control 

mechanism for the experimental nature of this research due to the relative homogeneity of the 

sample.  Unlike a graduate student population, demographic characteristics of managers in 

industry may be very diverse and could potentially introduce uncontrolled variance in response 

to experimental treatments.  For example, the educational background of corporate managers 

may range from high school dropouts to post-doctoral fellowships.  Such a wide range of 

education levels in a sample may unexpectedly influence experimental results.  However, a 
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graduate business student sample consists of managers with similar educational backgrounds and 

reduces the risk of uncontrolled variance in the experiment. 

 

Procedure 

 

 After a brief introduction, participants were randomly assigned to one condition in the 2 x 

3 factorial experimental design.  Participants read a scenario that described a buyer-supplier 

relationship and explained how much time pressure the buyer imposed on the supplier.  The 

scenario included manipulations of the amount of time pressure and relationship magnitude.  

After reading the scenario, participants were asked how they think the supplier would react to the 

scenario.  This method assumes that participants will project themselves into the hypothetical 

situation and provide answers that reflect how the supplier would actually respond to the 

situation described in the scenario.  Prior research has shown that projective methods can 

accurately represent underlying attitudes of participants and that the judgments of individual 

managers can provide important insights into corporate strategies (Antia et al. 2006; Chandy, 

Prabhu, and Antia 2003; Fisher 1993).  The use of written scenarios to operationalize 

independent variables is a widely used and credible research approach (Dabholkar and Bagozzi 

2002; Dabholkar and Kellaris 1992; Joshi and Arnold 1998; Monga and Zhu 2005; Pilling, 

Crosby, and Jackson Jr. 1994; Scheer and Stern 1992). 

Pretest 

 

A pretest was performed to assess readability, validity, reliability, and experimental 

manipulation.  Current business managers and academic subject matter experts evaluated the 
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scenario and questionnaire for face validity and readability.  Undergraduate students with 

previous work experience were used to validate scale items and the experimental manipulation.   

All variables used in this research (with the exception of time pressure) have been pre-

tested on graduate students and/or managers in related scenario based research.  Pretest results 

indicated the questionnaire was readable, scale items were valid and reliable, and the 

manipulations were successful.    Coefficient alpha values for each multi-item measure exceeded 

the recommended level of 0.70 (Nunnally 1978).  All multi-item measures showed acceptable 

levels of internal validity with rotated factor loadings above recommended levels (Hair et al. 

1998; Nunnally 1978).  The manipulation checks for time pressure and relationship magnitude 

were statistically significant at the p < 0.05 level.   

Instrument and Measures 

 

Each questionnaire consisted of a brief overview, instructions, a two paragraph scenario, 

scale items, manipulation check items, realism check items, and demographic questions.  Each of 

these questionnaire components will be described in detail below. 

The overview and instructions in the questionnaire provided general guidance to the 

participants.  The overview reminded participants that their involvement was voluntary and their 

responses would remain completely anonymous.  The instructions asked participants to read a 

short scenario and then answer a few questions about the scenario.  The participants were 

instructed that there are not any specific right or wrong answers to the questions; rather they 

should simply answer questions based on the scenario provided. 

The scenarios used in this experimental research consisted of two paragraphs.  In the first 

paragraph, a fictitious supplier and buyer relationship was described.   The relationship was 
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described as having either high or low levels of relationship magnitude.  The intent of this 

description is to manipulate a participant’s perception of the type of relationship.  High levels of 

relationship magnitude are associated with partnerships whereas low levels of relationship 

magnitude are associated with transactional relationships (Cannon and Perreault Jr. 1999; 

Lambert, Emmelhainz, and Gardner 1999; Rinehart et al. 2004).   

In the second paragraph of the scenario, the buyer was described as placing time pressure 

on the supplier.  The scenario described the time pressure as being high, low, or non-existent.  

The intent of this description was to manipulate a participant’s perception of the amount of time 

pressure that is being imposed on the supplier.  Two of the six cells in the factorial experimental 

design received a non-existent time pressure treatment.  These cells served as control groups for 

comparison purposes in the analysis phases. 

Item scales for the independent variables were modified from existing scales.  The 

modifications were minimal and consisted of simply adapting the language to be consistent with 

the scenario used in the experimental treatment.  Wording was adjusted to insure subject/verb 

agreement, but the original intent and structure of the items remained intact.  Items to measure 

relationship magnitude were adapted from Golicic and Mentzer (2006).  Items to measure time 

pressure were adapted from Herrington and Capella (1995).  All items were measured on a 7-

point Likert scale.  Endpoints for these scales ranged from “strongly disagree” to “strongly 

agree.”  In their original forms, the item scales were found to be reliable and valid for each 

construct.  The modified item scales were analyzed to reconfirm reliability and validity within 

this experiment.  These independent variable measures were used to confirm that scenario 

manipulations were successful.  A manipulation check was performed to insure that the treatment 

cells in the experiment had statistically significant differences on the independent variable scores 
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as intended by the research design.  In a scenario based experiment, an unsuccessful 

manipulation is a fatal flaw. 

Item scales for the dependent variables were also modified from existing scales.  The 

modifications also consisted of simply adapting the language to be consistent with the scenario in 

the experimental treatment.  Wording was adjusted to insure subject/verb agreement, but the 

original intent and structure of the items remained intact.  Items to measure information 

exchange were adapted from Lusch and Brown (1996).  Items to measure communication quality 

were adapted from Mohr and Sohi (1995).  Items to measure operational knowledge transfer 

were adapted from Modi and Mabert (2007).  Items to measure shared interpretation were 

adapted from Brockman and Morgan (2003).  All items were measured on a 7-point Likert scale.  

Endpoints for these scales ranged from “strongly disagree” to “strongly agree.”  In their original 

forms, the item scales were found to be reliable and valid for each construct.  The modified item 

scales were analyzed to reconfirm reliability and validity within this experiment.  Dependent 

variable measures were used to assess the nature of the relationships in the proposed hypotheses. 

Due to the scenario based nature of this experiment, a realism check was performed.  The 

purpose of this check was to determine if the scenario approximated a real world situation and 

engaged the participants.  In order for scenario based experimental methods to be reliable, 

participants must understand and respond to experimental tasks (Louviere, Henser, and Swait 

2000).   Realistic research situations increase the strength of variables and contribute to external 

validity (Kerlinger and Lee 2000).   Therefore, realism of this scenario based experimental 

design was assessed.   Items to measure the realism of this scenario were adapted from 

Dabholkar (1994). 
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Scale Purification 

 

Scale purification assessed unidimensionality, reliability, internal consistency, convergent 

validity, and discriminant validity (Garver and Mentzer 1999).  Each construct was tested for 

unidimensionality to confirm the existence of only one latent construct underlying a set of 

measures (Hattie 1985).  Based on the literature, constructs used in this research were assumed to 

be reflective and cause the observed variations in measures.  Confirmatory factor analysis was 

used to test unidimensionality because it has been shown to provide a more rigorous 

interpretation than other available methods including exploratory factor analysis, item total 

correlations, and coefficient alpha (Gerbing and Anderson 1988).  Internal consistency reliability 

was assessed using Cronbach’s coefficient alpha.  Alpha values above a .7 cutoff were sought for 

all variables as that level suggests good correlation between the item and true scores, while lower 

alpha values indicate the item set does a poor job of capturing the construct of interest (Churchill 

1979; Nunnally and Bernstein 1994).  

 Convergent and discriminant validity was evaluated using the process outlined by Garver 

and Mentzer (1999).  The overall fit of the measurement model, and the magnitude, direction, 

and statistical significance of the estimated parameters between the latent variables and their 

survey items were used to assess convergent validity.  A value of .7 or greater of substantial 

magnitude of the parameter estimate is desired to indicate convergent validity.  Discriminant 

validity was examined with average variance extracted.  The approach delineated above resulted 

in the elimination of several items. 

 In order to further insure rigorous measurement in this research, steps were taken to 

address common method bias.  Common method bias, also referred to as common method 

variance (Campbell and Fisk 1959), can occur when measures of both predictor and criterion 
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variables are obtained from the same source in the same context (Podsakoff et al. 2003).  In order 

to minimize the potential for common method bias in this research, participants were guaranteed 

anonymity and independent and dependent variable measures were separated on the 

questionnaire. However, because this experimental design uses single participants to capture 

both independent and dependent variables, a marker variable representing a theoretically un-

related construct was also incorporated into the questionnaire.  The marker variable was used to 

assess whether the survey-like method of data collection influenced participants responses 

(Lindell and Whitney 2001; Podsakoff et al. 2003).  The marker variable used in this research 

was “risk attraction” for the individual participants (Griffin, Babin, and Attaway 1996). 

Analysis 

 

The independent variables manipulated in this experiment were time pressure and 

relationship magnitude.  In order to insure these experimental manipulations were successful, 

manipulation checks were performed.  In order to perform a time pressure manipulation check, 

participants were placed into three groups based on the time pressure scenario they read in the 

experimental manipulation.  The three groups were high time pressure, low time pressure, and no 

time pressure (control group).  Time pressure scores for these three groups were compared using 

a one-way ANOVA test in SPSS.  Differences between these groups were statistically significant 

at the p < 0.05 level.  Means scores for each group also corresponded to the grouping (i.e., the 

high time pressure group had the highest time pressure mean score). 

In order to perform the relationship magnitude manipulation check, participants were 

placed into two groups based on the scenario read in the experimental manipulation.  The two 

groups are high and low relationship magnitude.  Scores for these two groups were compared 
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using a one-way ANOVA test in SPSS.  Differences between these groups were statistically 

significant at the p < 0.05 level.  Means scores for each group corresponded to the grouping (i.e., 

the high group had the highest mean score).   

In order to test for the hypothesized main effects and interaction effects in this research, 

multivariate analysis of variance (MANOVA) tests were performed using SPSS software.  

MANOVA is appropriate for testing experimental data where more than one dependent variable 

is involved.  This analysis proceeded in three steps.  First, an omnibus test was performed to 

determine if there was an overall significant effect in the experimental model.  The omnibus test 

was significant at the p < 0.05 level.  Second, tests for main effects were performed.  These tests 

were significant at the p < 0.05 level.  Third, post-hoc tests were performed to assess interaction 

effects.  Tukey’s adjustments were made to insure the family-wise Type 1 errors were not higher 

than the accepted level of 0.05. 

 

QUALITATIVE RESEARCH OVERVIEW 

 

The purpose of any qualitative research tradition is to increase understanding or 

explanation of a phenomenon (Lincoln and Guba 1985).  Grounded theory is a discovery 

oriented qualitative research method that examines a core phenomenon that challenges people.   

It focuses on the personal experiences of participants and utilizes field data to understand social 

activity.  The goal of grounded theory is to synthesize and abstract qualitative field data to a 

higher level and facilitate theory construction of problematic, dynamic, social processes.  Unlike 

quantitative methods, grounded theory does not seek to verify, generalize, or test a theory.  

Grounded theory is used to explore concepts, describe concepts, organize concepts, and propose 
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relationships based on raw field data (Stern 1980; Strauss and Corbin 1998).  In logistics 

research, the literature shows grounded theory to be a viable and growing methodology (see the 

following: Davis and Mentzer 2006; Flint et al. 2005; Flint and Mentzer 2000; Fugate, Sahin, 

and Mentzer 2006). 

Data Collection 

  

In order to learn more about the phenomenon of time pressure in supply chain 

relationships, discovery oriented depth interviews (McCracken 1988) were conducted with 

experienced managers.  Depth interviews are a powerful and revealing method for gaining a 

deeper understanding of a participant’s experience with a phenomenon. The depth interviews 

were initiated with a grand tour technique (McCracken 1988; Spradley 1979) and designed to be 

open-ended.  An interview guide was utilized to provide some initial direction in the interview 

and to provide focus on research questions of interest.  However, flexibility was maintained so 

theory could emerge.  Managers were given freedom to openly discuss topics and take the 

interviews in any reasonable direction.  Interviews lasted between 30-90 minutes and were 

audio-taped or detailed notes were taken.  The interviews were then transcribed verbatim.   

Data Analysis 

   

Interview transcripts were analyzed using grounded theory procedures (Glaser and 

Strauss 1967; Strauss 1987; Strauss and Corbin 1998; Strauss and Corbin 1990).  Prior to coding, 

each interview transcript was completely read several times to gain a holistic understanding of 

the participant.  The uninterrupted general transcript readings also permitted the researcher to 

“re-live” the interview and increase contextual sensitivity.  Detailed analysis then began on 
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interview transcripts and notes.  Paragraphs and sentences were coded for conceptual content.  

Utilizing the constant comparative method (Glaser and Strauss 1967; Strauss 1987; Strauss and 

Corbin 1998), the researchers moved back and forth between transcripts and within transcripts to 

compare and contrast conceptual codes.  Through multiple iterations of this process, a clearer 

understanding of the phenomenon began to emerge from the data.  As additional interview data 

became available, utilizing the constant comparative method helped to increase understanding of 

time pressure in supply chain relationships.  

Sampling  

 

Consistent with grounded theory research techniques (Glaser and Strauss 1967; Strauss 

1987; Strauss and Corbin 1998), a purposive and theoretical sampling plan was used in this 

study.  Purposive sampling is the deliberate selection of specific settings, people, or events in 

order to collect pertinent field data that can not be obtained from other participants (Maxwell 

1996).  Initially, two managers in the retail industry were selected based on the a priori 

assessment that these managers had direct experience with time pressure in supply chain 

relationships.  These initial managers can be considered a convenience sample. 

Additional interview participants where selected based on theoretical sampling guidelines 

(Belk 1989; Strauss and Corbin 1998).  Theoretical sampling “seeks to expand on and 

provisionally test emergent concepts and relationships as the theory develops” (Flint et al. 2005, 

p. 124).  Therefore, as links between concepts began to emerge, other participants were included 

in the sample to provisionally test aspects of the developing theory.  For example, the research 

team questioned if early findings were limited to a merchandising manager in a single company 

who were responsible for purchasing finished goods.   In order to provisionally test the emerging 
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concepts in other contexts, the research team explored the phenomenon in other functional areas 

of logistics and in other industries. 

Sampling continued until conceptual redundancy emerged from the data, theoretical 

saturation was reached, and incremental interviews provided no additional information on the 

phenomenon of interest.  Flint, Woodruff, and Gardial (2002) suggest data collection cease once 

redundant information is obtained and conceptual complexity is understood.  The final sample 

consisted of 24 managers from various industries and companies.  In quantitative studies, a 

sample size of 24 would be considered completely inadequate.  However, in qualitative research 

traditions, it is common to rely on the deep understanding of a few key informants in order to 

achieve saturation (McCracken 1988; Strauss and Corbin 1998).  Therefore, the sample in this 

qualitative fieldwork phase is consistent with established qualitative research guidelines. 

Research Trustworthiness 

 

      The trustworthiness of this study was assessed by applying interpretive research criteria 

focused on credibility, transferability, dependability, and confirmability (Hirschman 1986).   

Flint, Woodruff, and Gardial (2002) succinctly define each element of the interpretive research 

criteria as: 

 Credibility is the extent to which results appear to be acceptable representations of the 

data.   

 Transferability is the extent to which findings from one context apply to another context.   

 Dependability is the extent to which findings are unique to time and place; the stability or 

consistency of explanations. 

 Confirmability is the extent to which interpretations are the result of the participants and 

the phenomenon as opposed to researcher biases. 

 

In order to establish credibility, participants were provided with initial interpretations of 

their interviews and feedback was solicited.  Transferability was established through the 
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theoretical sampling process that expanded the participant sample to include different functional 

areas and industry types.  Support for conceptual links and the emerging theory was found in all 

participant interview transcripts.  Dependability was established based on the consistency of 

participant experiences regardless of varying time periods for the occurrence of referenced 

events.  Some participants talked about current relationships while others shared past interfirm 

relationship experiences.  Confirmability was established through a separate peer review process.  

Expert peer reviews were solicited from two experienced qualitative researchers to review the 

methodology and assess the findings.  The peer reviews confirmed the methodological rigor and 

findings of the qualitative fieldwork. 
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CHAPTER 4 - QUALITATIVE MANUSCRIPT: EXPLORING HOW 

FIRMS COPE WITH TIME PRESSURE IN SUPPLY CHAIN 

RELATIONSHIPS 

 

INTRODUCTION 

 

As firms continually strive to meet the evolving needs of customers, there is a constant 

push to make supply chains more flexible and responsive (Mentzer, Myers, and Stank 2007).   

By leveraging their supply chains to focus on speed and agility, firms are often able to provide 

fresher product lines, increase brand loyalty, extend market share, and command price premiums 

(Bozarth and Chapman 1996).  However, such a focus on time comes at a cost.  The continuous 

improvement efforts aimed at rapid adaptation and faster responses may create an environment 

with ongoing pressure to improve time-based performance.   At its very essence, the continuous 

pursuit of time-based performance may mandate increasing pressure to perform more quickly.   

In the pursuit of such quick response, firms may impose time pressure on other supply chain 

members (Stalk Jr. and Hout 1990).  Therefore, time pressure can exist in contemporary supply 

chains (Thomas 2008).   

It is important to understand time pressure because this common situational constraint 

can negatively impact interfirm relationships by reducing collaboration, increasing tensions, and 

altering relationship expectations (Thomas 2008).  Interfirm relationships form the foundation of 

successful supply chains (Carr and Pearson 2002; Mentzer, Min, and Zacharia 2000; Morgan and 

Hunt 1994; Prahinski and Fan 2007).  By leveraging the collective strengths of individual supply 

chain members, firms can achieve a competitive advantage in the markets they serve (Dyer and 

Singh 1998).  Developing collaborative interfirm relationships is one of the most durable 



58 

competitive advantages because high performing relationships are difficult for competitors to 

duplicate or displace (Day 2000) and numerous performance benefits are often associated with 

collaborative relationships (Cannon and Perreault Jr. 1999; Carter and Ellram 1994; Rinehart et 

al. 2004).  Supply chain initiatives such as collaborative planning, forecasting, and replenishment 

(CPFR), collaborative transportation management (CTM), and vendor managed inventory (VMI) 

have illustrated the potential power of collaborative supply chain relationships (Esper and 

Williams 2003; Sherman 1998; Waller, Johnson, and Davis 1999).  Therefore, jeopardizing such 

collaborative supply chain relationships with the imposition of time pressure may ultimately 

impact overall supply chain and firm performance. 

Time-based competition and interfirm relationships are two forms of competitive 

advantage (Dyer and Singh 1998; Stalk Jr. and Hout 1990) that are essential to the supply chain 

concept.  Providing time utility is one of the primary goals of supply chains (Mentzer, Stank, and 

Esper 2008) and interfirm relationships form the foundation of supply chains (Cooper, Lambert, 

and Pagh 1997).  At first glance, it would seem that these two sources of competitive advantage 

are complementary.  However, due to the potential existence of time pressure and the negative 

effects time pressure may have on supply chain relationships (Thomas 2008), it important to 

learn how firms deal with this paradoxical issue.  Due to the strategic importance of both time-

based performance and interfirm relationships, it is likely that firms have developed strategies for 

coping with situations where other supply chain members impose time pressure.   

Although the seminal work on time-based competition suggests that time pressure may be 

imposed on members of a supply chain (Stalk Jr. and Hout 1990), there is limited research that 

explains how firms address this potentially problematic issue of time pressure.  The purpose of 

this research is to begin to address this gap in the literature.  Specifically, qualitative methods 
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were utilized to explore how firms cope with the imposition of time pressure in their supply 

chains.  

This manuscript is organized in the following manner.  First, applicable time pressure 

literature is summarized.  Second, the qualitative methodology used in this research is explained.  

Third, the qualitative findings in this research are presented.  Finally, research and managerial 

implications are discussed.  

 

LITERATURE REVIEW 

 

Time pressure is a situational variable that may influence individual behavior, decision 

making, and small group interactions (Maule, Hockey, and Bdzola 2000).   Although time 

pressure is often operationalized as an impending deadline (Durham et al. 2000; Herrington and 

Capella 1995; Svenson and Maule 1993) conceptually it is much more complex.  Time pressure 

also involves aspects of perception, opportunity cost, stress, and coping (Iyer 1989; Ordonez and 

Benson III 1997; Park, Iyer, and Smith 1989; Rastegary and Landy 1993).  Time pressure exists 

when there is a perception of insufficient time to complete a task and the potential negative 

consequences of missing a deadline induce feelings of stress and a need to cope with the limited 

time constraint (Ordonez and Benson III 1997).  

 Time pressure creates extra cognitive demands on individuals (Ordonez and Benson III 

1997) and limits how much information can be processed (Payne, Bettman, and Luce 1996).  

When people are forced to make decisions within a limited time frame, psychological stress may 

increase (Keinan, Friedland, and Ben-Porath 1987; Maule and Hockey 1993).  The additional 

cognitive effort required under time constraints often creates negative affect, perceptual 
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narrowing, and reduced working memory capacity (Garbarino and Edell 1997; Sarter and 

Schroeder 2001).  Although brief periods of increased workloads may energize some individuals 

(Thayer 1989), prolonged periods of continuous time pressure can lead to fatigue and anxiety 

(Maule, Hockey, and Bdzola 2000).  Time pressured individuals have been found to be more 

anxious and lack confidence (Smith, Mitchell, and Beach 1982).   This lack of confidence may 

be well justified as some research has found that time pressure decreases the accuracy of human 

judgment and performance (Benbasat and Dexter 1986; Hwang 1994; Svenson and Maule 1993). 

 When faced with time pressure, people adapt to the increased cognitive demands and 

psychological stress in several ways.  First, under conditions of moderate time pressure, people 

may simply attempt to accelerate their processing to meet an impending deadline (Ben Zur and 

Breznitz 1981; Maule and Mackie 1990).  Second, a person may become much more selective 

and focus on only the most important pieces of information (Ben Zur and Breznitz 1981; Payne, 

Bettman, and Luce 1996).  For example, time pressure may cause an individual to place more 

emphasis on negative information, avoid risks, or consider fewer alternatives (Ben Zur and 

Breznitz 1981; Svenson and Edland 1987; Wright 1974).  Third, people may shift their decision 

strategies as time pressure increases (Payne, Bettman, and Johnson 1988; Svenson, Edland, and 

Slovik 1990) and employ less complex, noncompensatory strategies (Christensen-Szalanski 

1980; Payne, Bettman, and Johnson 1988; Smith, Mitchell, and Beach 1982; Zakay and Wooler 

1984).  In general, time pressured decision makers either filter the information that is used or 

eliminate pieces of information from consideration (Miller 1960).  Such coping strategies enable 

people to adapt and attempt to achieve their task goals at acceptable levels (Maule, Hockey, and 

Bdzola 2000).   
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Time pressure has been researched in a number of contexts relevant to business.  

Evidence suggests that time pressure may have adverse effects on aspects of decision making, 

negotiations, buyer behavior, small group dynamics, and auditing performance (Gevers, Eerde, 

and Rutte 2001; Iyer 1989; Payne, Bettman, and Luce 1996; Spilker and Prawitt 1997; 

Stuhlmacher, Gillespie, and Champagne 1998).  However, the vast majority of this research only 

examines how individuals or small groups are affected by time pressure and cope with time 

pressure.  Given the intense focus on time in supply chains and given the potentially adverse 

effects of time pressure, expanding the scope of time pressure research to include the firm level 

unit of analysis is warranted. Although exploratory qualitative research provided some initial 

evidence to suggest that time pressure may affect interfirm supply chain relationships (Thomas 

2008), no research has addressed how firms cope with time pressure that is imposed by other 

supply chain members.  Due to the strategic importance of supply chain relationships, it is 

important to understand how firms cope with time pressure and how coping with time pressure 

may impact supply chain relationships. 

   

METHODOLOGY 

 

Qualitative research methods are considered appropriate to research areas about which 

little is known (Stern 1980; Strauss and Corbin 1998).  Therefore, qualitative research methods 

were utilized to gain a greater understanding of how firms cope with time pressure in their 

supply chain relationships.  Due to the exploratory nature of this research, the problematic social 

processes associated with the phenomenon, and the goal of developing a potentially testable 

framework, the grounded theory tradition of qualitative research was selected as the appropriate 
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methodological guide for this exploratory qualitative fieldwork (Glaser and Strauss 1967; Strauss 

1987; Strauss and Corbin 1990).    

 The purpose of any qualitative research tradition is to increase understanding or 

explanation of a phenomenon (Lincoln and Guba 1985).  Grounded theory is a discovery 

oriented qualitative research method that examines a core phenomenon which challenges people.   

It focuses on the personal experiences of participants and utilizes field data to understand social 

activity.  The goal of grounded theory is to synthesize and abstract qualitative field data to a 

higher level and facilitate theory construction of problematic, dynamic, social processes.  Unlike 

quantitative methods, grounded theory does not seek to verify, generalize, or quantitatively test a 

theory.  Grounded theory is used to explore concepts, describe concepts, organize concepts, and 

propose relationships based on raw field data (Stern 1980; Strauss and Corbin 1998).   In supply 

chain management research, the literature shows grounded theory to be a viable and growing 

methodology (For Example:  Flint et al. 2005; Flint and Mentzer 2000; Fugate, Sahin, and 

Mentzer 2006). 

Data Collection  

 

      In order to learn more about the phenomenon of coping with time pressure in supply 

chain relationships, discovery oriented depth interviews (McCracken 1988) were conducted with 

experienced managers either individually or in small groups.  Depth interviews are a powerful 

and revealing method for gaining a deeper understanding of a participant’s experience with a 

phenomenon.  The depth interviews were initiated with a grand tour technique (McCracken 

1988; Spradley 1979) and designed to be open-ended.  A grand tour technique utilizes a general 

interview guide to provide some initial direction in the interview and to provide focus on 
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research questions of interest.  However, flexibility was maintained so theory could emerge.  

Managers were given freedom to openly discuss topics and take the interviews in any reasonable 

direction.  Interviews lasted between 30-90 minutes.  Interviews were either audio taped and 

transcribed or detailed interview notes were taken.    

Data Analysis   

 

Interview transcripts and notes were analyzed using grounded theory procedures (Glaser 

and Strauss 1967; Strauss 1987; Strauss and Corbin 1998; Strauss and Corbin 1990).  Prior to 

coding, individual interview transcripts and notes were read again several times to gain a holistic 

understanding of the participant.  The uninterrupted general transcript readings also permitted the 

researcher to “re-live” the interview and increase contextual sensitivity.  Detailed analysis then 

began on interview transcripts and notes.  Paragraphs and sentences were coded for conceptual 

content.  Utilizing the constant comparative method (Glaser and Strauss 1967; Strauss 1987; 

Strauss and Corbin 1998), the researchers moved back and forth between transcripts and within 

transcripts to compare and contrast conceptual codes.  Through multiple iterations of this 

process, a clearer understanding of the phenomenon began to emerge from the data.  As 

additional interview data became available, utilizing the constant comparative method helped to 

increase understanding of coping with time pressure in supply chain relationships.  

Sampling  

 

Consistent with grounded theory research techniques (Glaser and Strauss 1967; Strauss 

1987; Strauss and Corbin 1998), a purposive and theoretical sampling plan was used in this 

study.  Purposive sampling is the deliberate selection of specific settings, people, or events in 

order to collect pertinent field data that can not be obtained from other participants (Maxwell 
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1996).  Initially, two managers in the retail industry were selected based on the a priori 

assessment that these managers had direct experience with time pressure in supply chain 

relationships.  These initial managers can be considered a convenience sample. 

Additional interview participants where selected based on theoretical sampling guidelines 

(Belk 1989; Strauss and Corbin 1998).  Theoretical sampling “seeks to expand on and 

provisionally test emergent concepts and relationships as the theory develops” (Flint et al. 2005, 

p. 124).  Therefore, as links between concepts began to emerge, other participants were included 

in the sample to provisionally test aspects of the developing theory.  For example, the research 

team questioned the appropriateness of early findings that were limited to a merchandising 

manager in a single company who were responsible for purchasing finished goods.   In order to 

provisionally test the emerging concepts in other contexts, the research team explored the 

phenomenon in other functional areas of supply chain management and in other industries. 

Sampling continued until conceptual redundancy emerged from the data, theoretical 

saturation was reached, and incremental interviews provided no additional information on the 

phenomenon of interest.  Flint, Woodruff, and Gardial (2002) suggest data collection cease once 

redundant information is obtained and conceptual complexity is understood.  The final sample 

consisted of 24 experienced managers from various industries and companies.  In quantitative 

studies, such a sample size would be considered completely inadequate.  However, in qualitative 

research traditions, it is common to rely on the deep understanding of a few key informants in 

order to achieve saturation (McCracken 1988; Strauss and Corbin 1998).  Therefore, the sample 

in this exploratory research is consistent with established qualitative research guidelines. 
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Research Trustworthiness 

 

      The trustworthiness of this study was assessed by applying interpretive research criteria 

focused on credibility, transferability, dependability, and confirmability (Hirschman 1986).   

Flint, Woodruff, and Gardial (2002) succinctly define each element of the interpretive research 

criteria as: 

 Credibility is the extent to which results appear to be acceptable representations of the 

data.   

 Transferability is the extent to which findings from one context apply to another context.   

 Dependability is the extent to which findings are unique to time and place; the stability or 

consistency of explanations. 

 Confirmability is the extent to which interpretations are the result of the participants and 

the phenomenon as opposed to researcher biases. 

 

In order to establish credibility, participants were provided with initial interpretations of 

their interviews and feedback was solicited.  Follow up discussions between the researcher and 

participants clarified interpretations in order to insure accurate representations of the qualitative 

data.  If discrepancies between initial interpretations and participants’ feedback arose, the 

researcher and participants would continue discussions until interpretations were accurate.  

Based on this iterative feedback loop, this research meets the criteria of credibility. 

Transferability was established through the theoretical sampling process that expanded 

the participant sample to include different functional areas and industry types.  The participant 

sample included managers from functional areas such as marketing, sales, logistics, 

manufacturing, and procurement in a variety of industries such as automotive, computers, retail, 

banking, aerospace, office supplies, consumer products, packaged food, communications, 

building supplies.  Across these diverse functions and industries, support for conceptual links 
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and the emerging theory was consistently found in participant interviews.  Therefore, this 

qualitative research meets the criteria of transferability. 

Dependability was established based on the consistency of participant experiences 

regardless of varying time periods for the occurrence of referenced events.  Some participants 

talked about current relationships while others shared past interfirm relationship experiences.  

Regardless of the time frame for the referenced events, participant accounts of the phenomenon 

were consistent and the participant explanations of their experience with the phenomenon were 

stable.  Based on the consistency of participant accounts, this research meets the criteria of 

dependability. 

Confirmability was established through a separate peer review process.  Expert peer 

reviews were solicited from two experienced qualitative researchers to review the methodology 

and assess the findings.  After the qualitative data had been initially collected, analyzed, and 

synthesized by the primary researcher, the peer reviewers examined the data, conceptual codes, 

and emergent themes to insure that interpretations were unbiased.  Any discrepancies between 

the primary researcher and the peer reviewers were discussed and reconciled.  The peer reviews 

confirmed the methodological rigor and unbiased findings of this qualitative fieldwork.  

Therefore, this research meets the criteria of confirmability. 

 

FINDINGS 

 

Overview 

 

 Participants in this research were very familiar with the phenomenon of coping with time 

pressure in their supply chain relationships.  In fact, some managers felt that time pressure was a 
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common aspect of many supply chain relationships.  When asked if his firm ever had time 

pressure imposed on it by other supply chain members, one manager responded with sarcastic 

laughter and said, “We deal with this every day.  Time pressure is a fact of life in our industry.” 

 Due to their familiarity with time pressure in supply chain relationships, participants in 

this research were able to describe how their firms coped with time pressure that was imposed by 

other supply chain members.  Based on these participant accounts, a time pressure coping 

strategies model was revealed through grounded theory analysis (See Appendix 2).  As depicted 

in this model, firms essentially looked at three continuums of evaluative criteria in order to 

determine how they would adapt to the imposition of time pressure in their supply chain 

relationships.  The evaluative criteria were the frequency of time pressure, the magnitude of time 

pressure, and the source attribution of time pressure.  Once the levels of these evaluative criteria 

were determined, firms began to pursue specific coping strategies.  The coping strategies were 

responding, problem solving, protecting, re-appraising, withdrawing, and terminating.  In the 

following sections, the evaluative criteria and coping strategies are reviewed. 

Evaluative Criteria 

 

 Evaluative criteria are the foundation of the time pressure coping strategies model.  The 

relative levels of these key criteria determine how firms react to time pressure and the strategies 

firm pursue when time pressure is imposed by another supply chain member.  As the qualitative 

data will show, the evaluative criteria of frequency, magnitude, and attribution were continually 

referenced as managers described their firm’s strategic approach to coping with time pressure.  

These three evaluative criteria are discussed below. 
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 The first type of evaluative criteria is the frequency of time pressure.  Frequency refers to 

how often time pressure is imposed on a firm by a supply chain member.  Endpoints of the 

frequency continuum range from low to high.  For example, the imposition of time pressure 

could rarely happen or it could be a daily event in a relationship.  The frequency of time pressure 

is important because it is a key driver of how a firm responds to time pressure.  The actions firms 

take to cope with a low frequency of time pressure are quite different than the actions associated 

with a high frequency of time pressure.  A number of managers alluded to this key evaluative 

criteria and made statements like, “If this (time pressure) continues to happen, we will do 

X,Y,Z….”  However, a Director of Operations crystallized the importance of frequency when he 

said, “On-going time pressure begins to change the nature of how you partner.”  As this quote 

illustrated, the evaluative criteria of frequency can impact how a firm responds to time pressure 

and ultimately impacts its supply chain relationships.  Notice that the manager did not say time 

pressure was the reason for a change.  Rather, the manager qualified his statement with the term 

“on-going,” implying that increasing frequency of time pressure is a fundamental consideration 

for a firm’s strategic response to situations where another supply chain member imposes time 

pressure. 

 The second type of evaluative criteria firms used to determine their time pressure coping 

strategy is the magnitude of time pressure.  Magnitude refers to the degree, amount, or “how 

much” time pressure is imposed on a firm by a supply chain member.  The magnitude of time 

pressure could vary from an easy to meet deadline all the way to an impossible to achieve 

deadline.  The magnitude of time pressure is important because it is a key driver of how a firm 

responds to time pressure.  Multiple managers referenced this specific type of evaluative criteria 

by making statements similar to this Director of Replenishment: 
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“It depends what kind of time pressure.  We are all reasonable people.  If someone comes 

back to me and tells me that I have to do something that is a 3 month project and I have 

to do it in 2 weeks – that is not reasonable and that will really impact our relationship.  If 

they ask me to trim 2 weeks off a three month project, that is much more reasonable. I’ll 

try to work with them.”   

 

Similar to the previous quote about frequency, this manager did not say generic time 

pressure will impact a strategic response or a supply chain relationship.  Instead, the manager 

made a distinction about the “kind” of time pressure and proceeds to describe two situations with 

varying degrees of time pressure magnitude.  The manager quantified the magnitude of time 

pressure by contrasting the feasibility of meeting two very different deadlines.  Based on this 

assessment of magnitude, the manager then gave a glimpse at how his firm would respond to 

these situations and the impact it would have on the supply chain relationship. As the above 

quote illustrates, the magnitude of time pressure is a key type of evaluative criteria that will 

impact how firms cope with the imposition of time pressure. 

 The third type of evaluative criteria is the source attribution of time pressure.  Source 

attribution refers to where the responsibility for time pressure is placed.  In a negative sense, 

source attribution identifies the underlying cause or the entity to blame for time pressure.  

Endpoints of the source attribution continuum are uncontrollable circumstances and a specific 

entity.  For example, the source of time pressure can be attributed to the common business 

practices in an industry or it could be attributed to an individual firm acting in an irresponsible 

manner.  The actions firms take to cope with time pressure vary depending on the source 

attribution.  As the following quote demonstrates, the source of time pressure can be attributed to 

an industry. 

“The ones that have dealt with (Company Name) for so long - they just know it’s (time 

pressure) part of the game and they just knew that that was the price of admission so to 

speak. So they just kind of sucked it up and did it.….They knew it was coming.  There 
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weren’t any punches pulled.  They just knew that that is the way it worked in the Tech 

industry and there would be very demanding timelines.” 

 

In the example above, the manager clearly attributed the imposition of time pressure to an 

industry standard.  There was no responsibility given to an individual firm.  Instead, the “blame” 

for time pressure was assigned to well-known and accepted aspects of the business environment.  

However, on the other end of the continuum, the source of time pressure can be attributed to an 

individual firm.  Unlike the innocuous association with an industry standard, this type of source 

attribution evokes negative emotional responses and becomes very personal.  For example, one 

manager explained: 

“I want them to explain to me why this quick timeline is needed?  Why the big order at 

the last minute?  Are you dumb?  Can’t you forecast?  Can’t you plan? Is this real 

demand?  I want to know why you are putting us through all of this?” 

 

As the above comment showed, the imposition of time pressure can be specifically directed 

towards an individual firm.  This manager emotionally blamed “them” and was noticeably 

agitated.  Rather than accepting time pressure as just an uncontrollable circumstance (like an 

industry standard or natural disaster), this manager attributed blame to an individual firm being 

“dumb” (unable to “forecast” or “plan”).  In this situation, the manager was clearly responding to 

time pressure with a lack of trust and doubt about the validity of time pressure.  As these two 

contrasting examples show, the source attribution of time pressure is a key type of evaluative 

criteria that will influence how firms approach their supply chain relationships and respond to the 

imposition of time pressure. 

Time Pressure Coping Strategies 

 

 When faced with situations where time pressure is imposed by another supply chain 

member, the qualitative data in this research suggests that firms may pursue different types of 
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coping strategies.  As the key evaluative criteria identified above shift along a continuum, firms 

selected coping strategies such as responding, problem-solving, protecting, re-appraising, 

withdrawing, and terminating.  Based on the relative levels of the evaluative criteria, firms 

selected a coping strategy.  The six coping strategies are described below. 

 The first type of coping strategy is responding.  Responding refers to a firm’s embracing 

and quick reaction to time pressure.  Responsive firms view the imposition of time pressure as an 

opportunity.  They view time pressure as a chance to differentiate themselves from competitors.  

For example, one National Account Manager said: 

“Our focus is on high quality relationships.  We try to take care of the customer and build 

that relationship to the highest level.  If we respond to a last minute very tight deadline, 

that can separate us from the competition.  People remember when you respond and help 

them out.” 

 

With this type of approach, firms use the imposition of time pressure as a way to solidify existing 

supply chain relationships or to develop new supply chain relationships.  In the example above, 

the manager explains that his firm can “build” the relationship and “separate” from the 

competition.  This firm is using a responsive time pressure coping strategy as a relationship 

building tool. 

When talking about a responding coping strategy, one vice president discussed the 

relationship building opportunity associated with the imposition of time pressure, “This can 

bring us closer together – because I can do it for you then I gain your trust.”  Here the phrase 

“closer together” emphasizes the goal of developing a higher quality relationship with a supply 

chain member that imposes time pressure.  This manager also identified that the core relationship 

attribute of “trust” increases when his firm pursues a highly responsive strategy. Another 
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manager echoed the growth opportunities associated with a responsive approach: “A lot of times 

responding to time pressure seals the deal and we get new business.”   

Beyond the explicit references to developmental opportunities like gaining “new 

business” or building relationships to the “highest level,” the above quotes also implicitly make 

reference to key evaluative criteria of magnitude.  A response to time pressure that results in a 

stronger relationship may imply that the firm was able to successfully meet or exceed the tight 

deadline.  In order to feasibly meet such a deadline, the time pressure must have been achievable.  

That is, the time pressure was low in magnitude.  The key evaluative criteria of magnitude was 

consistently implied throughout participant accounts of responsive coping strategies. 

 The second type of coping strategy is problem solving.  Problem solving refers to a firm’s 

desire to fix the “problem” of time pressure.  In this stage of response, time pressure is not 

viewed as a pure relationship building opportunity as it was in the responsiveness stage.  Rather, 

time pressure is viewed as problematic. It is an opportunity to understand a problem, develop a 

solution to the problem, and prevent the problem from happening again.  Although the majority 

of focus is on problem solving, some relationship building elements continue to exist in the form 

of collaboration.  For example, one manager said: 

“I tried to work with the customers to identify their constraints and explain our 

constraints.  We need to know what is going on so we can prevent this from happening 

again and again.” 

 

Here the manager described the collaborative efforts to communicate, understand the problem, 

and ultimately resolve the issue.  By trying to “work with the customers” and “explain” the 

problem, this firm demonstrated key collaborative behaviors and maintaining the relationship.  

By attempting to understand “what is going on” in order to prevent a reoccurrence of the 

situation, the firm is clearly trying to resolve a problematic issue. 
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The manager also made reference to the evaluative criteria of frequency (i.e. 

“…happening again and again.”).  Frequency was a common underlying element for firms in the 

problem solving phase of response.  Managers continually indicated that their firm’s were trying 

to reduce the frequency of time pressure by working together: 

“If this continues to happen, we want to get to the causes and figure out how to prevent it.  

We would pursue six sigma and lean projects with them to figure this out.  Most 

companies are open to this if you make a good case for why you want to do this.” 

 

As the above quotes illustrate, the evaluative criteria of magnitude is also implied.  By 

attempting to “prevent” time pressure, these firms are viewing time pressure as problematic.  

That is, the time pressure is at a point where it is more difficult to effectively meet the deadlines.  

The magnitude of time pressure is high enough that firms are willing to dedicate resources to 

solve the problem and prevent it.  As these examples indicate, firms may cope with the 

imposition of time pressure through collaborative problem solving efforts as the key evaluative 

criteria of frequency and magnitude increase. 

 The third type of coping strategy is protecting.  Protecting refers to a defensive position 

firms take to shield themselves from issues related to time pressure.  With this strategy, time 

pressure is not viewed as an incremental business opportunity or problem solving challenge.  

Instead, time pressure begins to manifest itself as a potential threat that requires advanced 

preparation.  The focus in this stage of response is to shield the firm from financial penalties and 

risks.  For example, one manager said: 

“This on-going time pressure begins to change the nature of how you partner.  I’ll still 

collaborate with them but I have more of a protective or defensive posture.  I’ll track my 

processes closely and have a reason for why we couldn’t meet a deadline and we tell 

them that we won’t accept any fines for being late.” 
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Two points are relevant in the above quote.  First, this manager references partnering and 

collaboration, but then immediately discusses how the firm can protect itself from a supply chain 

“partner” who imposes time pressure.  Such a response could indicate a lack of trust.  The 

attribute of trust is normally considered the foundation of any successful partnership.  This quote 

may imply that trust is beginning to erode in the relationship due to the imposition of time 

pressure and may foreshadow future relationship problems.  Second, the evaluative criteria of 

frequency is identified in this stage of response (i.e. “If this continues to happen…”).  As this 

manager indicated, protecting may not be the initial response when time pressure is first 

imposed.  However, as the frequency of time pressure increases, firms begin to protect 

themselves.  Another manager identifies the evaluative criteria of frequency and also specifically 

alludes to the evaluative criteria of magnitude when he discussed his firm’s protective response 

to time pressure: 

“This issue of time pressure is like the Walmart effect – you get great volume but then 

they add-on every year and you are going to give back 5%.  The same thing happens with 

lead-times.  You reduce it once and then they expect that again next year.  In the auto 

industry, improvements become the benchmark.  You have to be careful, because there 

comes a point where you just can’t do it.” 

 

As the above quote shows, firms may respond to time pressure with protective actions as the 

frequency and magnitude of time pressure increase.  This firm’s cautious approach is 

exemplified by the “you have to be careful” protective coping strategy.  The evaluative criteria of 

frequency (i.e. “add-on every year”) and magnitude (i.e. “there comes a point where you just 

can’t do it”) are also clearly identified as drivers of the protective strategy. 

 The fourth type of coping strategy is re-appraising.  Re-appraising refers to the 

questioning and evaluating of a supply chain relationship that imposes time pressure.  With this 

type of coping strategy, firms begin to look at their relationships through a critical lens and begin 



75 

to really question the imposition of time pressure.  Frustration and resentment begin to emerge in 

this type of response as time pressure is viewed as a more personal issue.  For example, one 

manager explained how her firm began to question the validity of time pressure and the cost 

associated with it: 

“After a while, you just wonder if they are crying wolf and wonder if they really need it 

that quickly or do they just want it….It’s really costly to do this.  It takes a lot of money 

and resources to respond that quickly.  So I want to know why they need it so quick and 

why we need to jump through all these hoops for them.” 

 

In the response above, notice all three evaluative criteria are identified.  Frequency is implied by 

the “after a while” and “crying wolf” (i.e., you can not “cry wolf” unless this has happened 

repeatedly) statements.  Magnitude is alluded to by the emphasis on needing something “so 

quick.”  Source attribution also begins to emerge as blame is assigned to a specific entity.  Time 

pressure is no longer attributed to an industry standard, common business practice, or 

uncontrollable circumstance.  Rather, time pressure is attributed to an individual firm as an 

almost personal attack.  Managers describing this type of coping strategy became noticeably 

agitated and emotional.  One manager even used the phase, “We get abused with this (time 

pressure).”  Another manager went on to describe how he began to question both the imposition 

of time pressure and the supply chain relationship: 

“I think they start to lose credibility.  They keep coming back and they say we absolutely 

have to have this for the end of quarter again and again.  You get to the third quarter and 

you start to say I’m not really believing what these guys are saying or they are certainly 

not looking to partner with us or be a good partner to us – they are really just looking out 

for themselves.” 

 

As the above quotes demonstrated, firms may cope with the imposition of time pressure 

by re-appraising the relationship. Questions arise about whether dealing with the imposition of 

time pressure is actually worth the value of the relationship.  Doubt begins to manifest itself in 
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the relationship as “credibility” is lost, firms begin to “not really believe” each other, and they 

realize that a supply chain member is “not looking to partner with us.”  Such a coping strategy is 

driven by increasing levels of time pressure frequency, magnitude, and attribution. 

The fifth type of coping strategy is withdrawing.  Withdrawing refers to a firm pulling 

back from a relationship.  In this type of response, collaboration and communication are reduced.  

Firms have moved beyond the questioning attitude of the re-appraising strategy and are 

consciously beginning to disengage.  The frequency, magnitude, and attribution of time pressure 

have reached a point where a firm begins to pull back from a relationship partner.    For example, 

one manager described how communication was reduced: 

“It got to the point that I just wouldn’t pick up the phone if I saw it was them calling.  All 

they were going to do was complain and bitch about not getting their stuff faster.  I didn’t 

need to hear that again and again.” 

 

As the above quotes showed, collaboration is dramatically reduced with this type of coping 

strategy to the point where firms won’t even “pick up a phone” to communicate with each other.  

When firms pursue this type of coping strategy, frequency is high (i.e., “again and again”), 

magnitude is high (i.e., “bitch about not getting their stuff faster”), and attribution is specifically 

directed (i.e., “if I saw it was them…”). 

Another example of a withdrawing type of coping strategy comes from a Director of 

Merchandise Buying who described downgrading a potential partnership based on the imposition 

of time pressure where a supplier was demanding a quick buying decision: 

“Is them putting me under time pressure going to impact my relationship with them? Sure 

it is going to impact my relationship with them.  I had high hopes for a strong partnership 

with this supplier.  They are innovative, they are usually good at what they do …..but it’s 

made clear that they literally want volume and that’s it.  They keep talking partnership 

and our relationship and everything else, but at the end of the day that’s not important to 

them at all.  It is who will buy a bunch right now.  And this example, and putting pressure 

on me, this made it clear that all they want to do is sell this thing and when production 
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starts in April they want a big order from somebody to take every piece of capacity they 

got.  And if it wasn’t going to be me then they are going to start selling it to the next guy.  

That’s what time pressure looked like to me so what it meant to me is let’s just treat them 

like what they are, a transactional relationship where if they make something I like I’ll 

buy it, if they don’t that’s fine too – we’ll just move along.” 

 

As the above quotes showed, firms may respond to time pressure by withdrawing from a supply 

chain relationship.  In this instance, the manager had “high hopes for a partnership” that were 

downgraded to a “transactional relationship” based on the imposition of time pressure.  With a 

withdrawing coping strategy, firms make the decision to pull back from relationships with supply 

chain members who impose time pressure. 

The sixth type of coping strategy is terminating.  Terminating refers to the complete 

dissolution of a supply chain relationship.  In this type of response strategy, the frequency, 

magnitude, and source attribution have reached a point where the relationship can no longer 

continue.  Firms end their business relationship with the supply chain member who imposed time 

pressure rather than endure the time pressure.  The costs associated with time pressure reached 

the point that they exceeded the value of the relationship.  Terminating the relationship can be a 

phased approach or abrupt ending.  For example, one Sales Manager explained: 

“If they continue to pressure for these incredibly short timelines, we sit down with them 

and workout an exit plan or we have given some customers large price increases so they 

read between the lines and say you don’t really want our business.” 

 

As this example shows, firms that pursued this type of coping strategy completely dissolved the 

relationship (i.e., “exit plan” and “you don’t really want our business”) due to high frequency 

(i.e., “continue to press..”), high magnitude (i.e., “incredibly short timelines”), and attribution is 

specifically directed (i.e., “If they continue to…”).  Another manager went on to explain a more 

direct approach to terminating the relationship due to time pressure: 



78 

“We had a government agency continue to push for insanely short lead-times.  We told 

them again and again that our manufacturing schedule was locked 60-90 days out and we 

weren’t going to hold finished goods inventory on all their products just in case they 

decided to order with a 4 day lead-time.  They continued to ask and we continued to say 

no.  When they tried to write it into the next contract, we quit doing business with them.” 

 

As these quotes demonstrated, firms may cope with the imposition time pressure by simply 

eliminating the relational source of the time pressure.  Firms that pursue these types of strategic 

responses are driven by the relative levels of the key evaluative criteria as shown in the above 

quote.  This firm had a customer “continue to push” for “insanely short lead-times” and 

terminated the relationship “when they tried to…” contractually impose time pressure.  Clearly, 

frequency, magnitude, and attribution were key drivers of this strategic decision. 

 As the above examples illustrate, firms may respond to the imposition of time pressure 

with six distinct types of coping strategies.  The qualitative data shows that firms determine their 

responses to time pressure based on the relative levels of evaluative criteria.  This key finding 

suggests that the frequency, magnitude, and attribution of time pressure ultimately determine 

how firms strategically view time pressure and approach time pressure within their supply chain 

relationships.  In the following section, a higher level categorization of the coping strategies will 

be discussed based on commonality of their strategic emphasis. 

Strategic Emphasis 

 

  Based on the evaluative criteria and coping strategies identified in this research, it 

appears that firms cope with time pressure with three types of strategic emphasis as depicted in 

Appendix 3.  The first type of strategic emphasis can be described as growing.  Firms pursuing 

this approach generally view time pressure as a developmental opportunity.  Growing is viewed 

from either a relationship building or knowledge building perspective.  Firms that utilize a 
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strategic emphasis on growth respond to the imposition of time pressure with either a responding 

or problem solving coping strategy.  With these coping strategies, firms either grow their 

business through improved relationships or grow their knowledge base through collaborative 

problem solving.  Based on participant feedback, a growth orientation seems appropriate when 

the frequency and magnitude of time pressure are low and the attribution of time pressure is 

associated with uncontrollable circumstances.  The goal of this type of strategic emphasis is for a 

firm to embrace time pressure and use it as way for the firm to grow their business and know-

how. 

 The second type of strategic emphasis for coping with time pressure is defending.  Firms 

with this emphasis view time pressure as a threat.  Unlike growth oriented firms, this approach 

has firms utilize either a protecting or re-appraising coping strategy for responding to time 

pressure.  Based on participant feedback, a defending strategic emphasis seems to manifest itself 

when the frequency and magnitude of time pressure begin to increase and the attribution of time 

pressure begins to shift from uncontrollable circumstances towards an individual entity.  One 

goal of this type of strategic emphasis is for a firm to re-assess how it views time pressure and 

the supply chain relationship responsible for time pressure.  The other goal with this approach is 

to shield the firm from the imposition of time pressure. 

 The third type of strategic emphasis firms use to address the imposition of time pressure 

is disengaging.  With this approach, firms view time pressure as something to be avoided.  

Disengaging is viewed from a relational perspective.  Firms with this strategic emphasis respond 

to the imposition of time pressure by pulling back from a supply chain relationship or completely 

ending a supply chain relationship.  Based on participant feedback, a disengaging emphasis 

seems appropriate when the frequency and magnitude of time pressure are high and the 
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attribution of time pressure is associated with a specific firm.  A firm with a disengaging 

orientation seeks to protect itself from time pressure by eliminating the source of time pressure. 

 

DISCUSSION 

 

 Perhaps one of the most interesting findings from this exploratory qualitative research is 

that time pressure can help or hinder a supply chain relationship.  In a positive sense, the 

imposition of time pressure can lead a firm to pursue growth oriented strategies that enhance or 

further develop a supply chain relationship.  Based on the time pressure coping strategy model 

that emerged through grounded theory analysis, it would appear that low levels of time pressure 

frequency and magnitude as well as a circumstantial source attribution can potentially help 

supply chain members form a collaborative relationship.  On the other hand, the imposition of 

time pressure can lead a firm to pursue disengagement oriented strategies that deteriorate a 

supply chain relationship.  Based on the qualitative data, it would appear that high levels of time 

pressure frequency and magnitude as well as very specific source attribution can potentially 

hinder the relational efforts of supply chain members.   

 Although the duality of time pressure effects in supply chain relationships may seem 

contradictory, similar findings have been reported in time pressure literature with a focus on 

individuals or small groups.  In a positive sense, occasional low levels of time pressure have 

been found to energize individuals and temporarily accelerate their processing (Thayer 1989).  

The common example used to illustrate this concept involves competitive athletics.  Think of 

athletes that rise to the occasion as time winds down and they score the winning points.  In many 

ways, this metaphor is similar to the growth strategy proposed in time pressure coping strategies 
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model.  Firms are energized by the opportunity to gain or enhance new business.  They rally their 

resources in order to quickly respond to last minute opportunities.  Like an athlete, firms want to 

win the game as time runs out by gaining the loyalty of a customer.  Conversely, high levels of 

time pressure have been found to overwhelm individuals to the point that they give up on time 

pressured tasks because they think the goal is simply unattainable in the allotted time (Maule, 

Hockey, and Bdzola 2000).  In a similar manner, firms that pursue disengaging strategies when 

coping with the imposition of time pressure may become overwhelmed and give up on meeting 

the requirements of tight or unrealistic deadlines.  In this instance, the costs of time pressure are 

simply too high and take a toll on a supply chain relationship.  As these examples show, time 

pressure may have similar effects on individual, small group, and firm interactions. 

 Beyond parallels with the seminal time pressure literature, findings of this exploratory 

research also appear to be supported by theoretical frameworks often cited in the interfirm 

relationship literature.  The time pressure coping strategies model discovered in this research 

demonstrates consistency with aspects of Social Exchange Theory (Thibaut 1959) and 

Transaction Cost Economics (Williamson 1979).  Post hoc analysis and integration with 

established theoretical foundations lends further support to these qualitative findings.  In the 

following sections, the relationship between these theories and the time pressure coping 

strategies model will be discussed. 

 Social Exchange Theory (SET) proposes that relational behaviors are determined by 

rewards of interaction minus the costs of interaction (Griffith, Harvey, and Lusch 2006) and firm 

level behaviors are driven by quasi-economic modes of cost/benefit analysis (Emerson 1976).  

This theory offers insight into the duality of time pressure effects in supply chain relationships.  

Specifically, when firms pursue growth oriented coping strategies such as responding or 
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problem-solving, the rewards of the collaborative supply chain relationships outweigh the costs 

associated with time pressure.  In these instances, the evaluative criteria identified in the time 

pressure coping strategies model are considered low enough that continuing the relationship is 

advantageous.  On the other hand, when firms pursue disengaging oriented strategies like 

withdrawing or terminating, the costs of time pressure simply overwhelm any potential benefits 

of the relationship.  In these instances, time pressure is simply too frequent, too large, or too 

specifically attributed to justify any additional investments into the relationship.  Consequently, 

the relationship deteriorates. 

Transaction Cost Economics (TCE) asserts that firms must align various transaction types 

with appropriate governance structures in order to minimize costs (Williamson 1985; Williamson 

1981; Williamson 1979; Williamson, Wachter, and Harris 1975).  Governance structures may 

range between extremes of full ownership and arms length market transactions.  Collaborative 

interfirm relationships exist between these endpoints.  According to TCE, collaborative 

relationships are an appropriate governance structure to balance transaction costs stemming from 

the threat of opportunistic behavior from a relationship partner and the economic costs associated 

with ownership.  If a firm has lower total costs than competitors, positive financial performance 

results are achievable.  Viewed through a TCE lens, the time pressure coping strategies model 

would suggest that low levels of time pressure frequency, magnitude, and attribution make 

transaction costs low and justify the continuance of a supply chain relationship.  On the other 

hand, increasing levels of evaluative criteria make the transaction costs of a relationship 

excessive.  In these situations, the imposition of time pressure may be viewed as opportunistic 

behavior that must be addressed with a different governance structure.  The outcome of TCE, 
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appropriate alignment of governance structures that drive performance, is conceptually 

consistent with the time pressure coping strategies modeled proposed in this research.    

As the above examples demonstrate, the framework that emerged through grounded 

theory analysis in this research is conceptually similar to both existing literature and theory.  This 

consistency extends the scope of the existing time pressure literature, offers additional evidence 

to support two common relationship theories, and further validates the results of this exploratory 

qualitative research.  

 

RESEARCH IMPLICATIONS 

 

This research offers several meaningful contributions to the body of knowledge in supply 

chain management.  First, the qualitative data offers additional evidence to support the notion 

that time pressure can exist in contemporary supply chains.  Numerous interviews with 

experienced managers demonstrated that time pressure may be imposed in supply chain 

relationships as firms attempt to provide time utility and pursue time-based performance.  By 

confirming that such a phenomenon can exist in supply chains, research streams that begin to 

address this critical issue can now develop.  Time pressure has received little attention in 

previous supply chain relationship literature.  However, this research suggests that it can impact 

key relational concepts such as collaborative behaviors, trust, long-term orientation, and 

information exchange.  Future research may now explore existing supply chain relationship 

models within the context of time pressure.  This research suggests that time pressure is a 

common situational constraint that warrants additional consideration in supply chain 

management research. 



84 

The second contribution that this research makes to the body of knowledge is the 

development of a framework that can lead to future quantitative testing of key aspects of time 

pressure in supply chain relationships.  Specifically, the time pressure coping strategies model 

that emerged from this qualitative data suggests that increasing levels of key evaluative criteria 

like frequency, magnitude, and attribution can lead to reduced collaboration and relationship 

quality in a supply chain.  The potential relationships discovered in this exploratory qualitative 

research can be tested via future confirmatory quantitative methods.  For example, the three 

types of evaluative criteria could be measured and tested to determine if they directly impact 

collaborative behaviors.  Additionally, quantitative research could be used to determine the 

relative strengths of the evaluative criteria and ultimately determine which variable has the 

greatest impact on supply chain relationships.  Although the qualitative data in this research 

predominantly showed the evaluative criteria varying together, it is not hard to imagine situations 

where the criteria vary differently.  By identifying the three types of evaluative criteria, this 

qualitative fieldwork may inform and enable future quantitative research on time pressure in 

supply chain relationships. 

This research makes a third contribution to the body of knowledge.  Specifically, it offers 

evidence to contradict the widely accepted notion the time-based and relational sources of 

competitive advantage are complementary (Bozarth and Chapman 1996; Droge, Jayaram, and 

Vickery 2004; Mentzer, Foggin, and Golicic 2000; Srivastava, Shervani, and Fahey 1999).  

Although some situations permit supply chain relationships to be leveraged and improve time-

based performance, other situations may not permit such synergies.  If the simultaneous pursuit 

of time-based and relational sources of competitive advantage results in time pressure that is 

frequently imposed, of high magnitude, and attributed to a specific firm, then time-based and 
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relational sources of advantage are not complementary.  Rather, the simultaneous pursuit of these 

sources of competitive advantage is destructive. When the three evaluative criteria associated 

with time pressure coping strategies are high, this qualitative research suggests that collaborative 

supply chain relationships will deteriorate.  Such deterioration suggests that the simultaneous 

pursuit of relational and time-based sources of competitive advantage may be paradoxical. 

Finally, the results of this research also make a contribution to the body of knowledge by 

extending the scope of the traditional time pressure literature.  The existing time pressure 

literature focuses on individuals and small groups.  Although findings in this exploratory work 

confirms some of the seminal findings in the time pressure literature, this research extends the 

scope of time pressure research to include firm level and dyadic units of analysis.   These 

extensions make a contribution in their own right, but they also suggest that future supply chain 

relationship research may be informed by time pressure research in other areas.  Such 

interdisciplinary integration can lead to additional research streams and insights. 

 

MANAGERIAL IMPLICATIONS 

 

 Although qualitative research methods are not designed to provide generalizable results, 

this research does offer several potential implications for managers.  First, this research suggests 

that increasing levels of time pressure may jeopardize an existing supply chain relationship.  As 

any experienced manager knows, interfirm relationships are the foundation of successful supply 

chains.  By demonstrating that many firms use three key evaluative criteria to determine their 

response to the imposition of time pressure, this research may enable managers to make more 

informed decisions.  Specifically, firms may use this information to more effectively weigh the 



86 

costs and benefits associated with imposing time pressure on suppliers or customers within their 

supply chains.  Prior research has shown the potential benefits of time-based performance.  

However, such research only provides managers with half of the information needed to make 

completely informed decisions.  This research begins to shed light on the potential costs 

associated with relational environments characterized by an intense pressure to focus on time.  

Armed with this information, managers are closer to being able to make strategic decisions 

within a more accurate cost/benefit framework. 

Another potential implication for managers is that the time pressure coping strategies 

model provides several options for firms to consider when another supply chain member imposes 

time pressure.  This framework enables firms to consider multiple approaches for responding to 

time pressure, provides key evaluative criteria to consider, and offers a potential strategic 

thought progression.  Firms may be able to use the framework to drive their decision making 

processes in time pressured situations. When viewed in a progressive manner, the coping 

strategies in the framework could provide strategic guidance to firms.  For example, firms may 

start by initially considering a responsive time pressure coping strategy.  However, if such a 

strategy is not viable, firms may consider other coping strategies as they progress from left to 

right in the framework.  Such a progression provides firms with additional strategies, but small 

incremental changes in the type of time pressure response.  Although the purpose of this research 

was discovery oriented and not meant to be prescriptive, exposing firms to potential coping 

strategies may provide some valuable insight.  Understanding how other firms have dealt with 

similar problems can often be a valuable benchmarking tool for a firm.  Such knowledge can be 

used to provide either specific solutions or it can be used to inform the creation of new strategies. 
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CHAPTER 5 - QUANTITATIVE MANUSCRIPT: TESTING THE 

EFFECTS OF TIME PRESSURE IN SUPPLY CHAIN 

RELATIONSHIPS 

 

INTRODUCTION 

 

In today’s evolving business environment, firms must increasingly focus on rapid 

adaptation, quick response, and time-based performance (Wisner et al., 2008; Eisenhardt and 

Martin, 2000; Barney et al., 2001). In order to remain competitive, firms are becoming time-

based competitors because consumers have become more demanding and “want companies to 

value their time and trouble” (Stern and Sturdivant 1987 pg. 34).  Due to a wealth of information 

that is available from the Internet and other sources, consumers are able to easily compare prices, 

quality, products, and service.  This technological change is a key driver impacting shopping 

behavior (Dibb 2001).  Information has empowered consumers to demand competitive pricing, 

high quality, customized products, and highly responsive customer service.  Brand loyalty is 

diminishing and many consumers now exhibit crossover buyer behavior (Bennett and Rundle-

Thiele 2005).  Consequently, product life cycles have shortened as consumer wants and needs 

continually evolve (Ratneshwar et al. 1999).   

Firms now must quickly adapt, innovate, and implement new ways of serving the ever-

changing preferences of customers (Dickson 1992).  Shifting demographics have also made time 

a critical consideration for many consumers (Herrington and Capella 1995).  Single parent 

households and dual career families now demand more convenience, quicker response times, and 

around the clock service.  These changing consumer demands require firms to seek time-based 
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sources of competitive advantage such as speed and flexibility in order to survive in 

hypercompetitive global markets (D'Aveni 1994; D'Aveni 1998).   

Time-based competition theory formally recognizes the strategic role of time and 

identifies the manner in which firms manage time as a powerful source of competitive advantage 

(Stalk Jr. 1988).  TBC proposes that a strategy of customer responsiveness, rapid product 

introduction, and supply chain time compression will yield substantial performance benefits 

(Stalk Jr. and Hout 1990).  According to TBC theory, a strategy of intense focus on shrinking the 

time requirements of key business activities can yield a competitive advantage (Bozarth and 

Chapman 1996). 

 In order to effectively meet the constantly changing needs of customers and pursue time-

based performance, firms are increasingly leveraging the capabilities of other supply chain 

members (De Toni and Meneghetti 2000; Dibrell, Davis, and Danskin 2005; Droge, Jayaram, 

and Vickery 2004; Jayaram, Vickery, and Droge 1999; Rich and Hines 1997; Stalk Jr. 1988).  

Firms realize they simply cannot compete as individual entities because they lack the total 

resources to be successful in global markets.  Therefore, they avoid trying to do things where 

they lack a core competency, identify their weaknesses, and find a partner who can perform these 

tasks with expertise (Webster 1992).  As a result, firms no longer compete against individual 

firms.  Instead, networks of firms now compete against other networks of firms (Morgan and 

Hunt 1994; Thorelli 1986; Vickery et al. 2004) or value chains are competing against other value 

chains (Walters 2004).  Competition has shifted from a firm level phenomenon to a supply chain 

level phenomenon and supply chain management is now a strategic source of competitive 

advantage (Mentzer et al. 2001).  Seeking competitive advantage via supply chain management 

requires supply chain members to collaborate and insure essential activities are highly 
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coordinated to quickly meet customer needs (Cannon and Perreault Jr. 1999; Lusch and Brown 

1996; Webster 1992).   

One of the most basic goals of a supply chain is to enable firms to strategically 

differentiate themselves through time-based performance (Stalk Jr. and Hout 1990) and 

ultimately provide time utility to their customers (Mentzer, Stank, and Esper 2008).  One 

approach to achieving this objective is for firms to look beyond internally focused process efforts 

to include linkages with other members of a supply chain (Dibrell, Davis, and Danskin 2005; 

Droge, Jayaram, and Vickery 2004).  With this type of external supply chain focus, interfirm 

relationships are leveraged to increase the flow of information and reduce cycle times throughout 

the supply chain (Stalk Jr. 1988).   Time-based competitors that pursue this relational approach 

are concerned with supply chain collaboration that facilitates interfirm integration, coordination, 

and synchronization (Rich and Hines 1997).   

A potential conflict exists between the pursuit of time-based performance and the 

development of collaborative supply chain relationships.  Time-based competitors may create a 

high pressure relational environment because TBC mandates that supply chain members 

continuously improve cycle times, speed, and agility (Rich and Hines 1997).  At its very essence, 

the continuous pursuit of time-based competitive advantage may mandate increasing pressure to 

perform more quickly.   In the pursuit of such quick response, firms may place a supply chain 

member under time pressure (Thomas 2008).  Prior conceptual and qualitative research supports 

the notion that time pressure exists in contemporary supply chains (Stalk Jr. and Hout 1990; 

Stalk Jr. and Webber 1993; Thomas 2008). The purpose of this research is to quantitatively test 

how the imposition of time pressure affects key elements of interfirm supply chain relationships.  

By gaining a greater understanding of how time pressure impacts supply chain relationships, 
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firms can more effectively manage the cost and benefit trade-offs associated with the pursuit of 

time-based performance. 

 Time pressure is a situational variable that may influence individual behavior, decision 

making, and small group interactions (Maule, Hockey, and Bdzola 2000).   Time pressure has 

been typically defined in terms of a time constraint, time shortage, or impending deadline 

(Durham et al. 2000; Herrington and Capella 1995; Svenson and Maule 1993).   However, such 

conceptualizations are incomplete.  Time pressure also involves aspects of perception, 

opportunity cost, stress, and coping (Iyer 1989; Ordonez and Benson III 1997; Park, Iyer, and 

Smith 1989; Rastegary and Landy 1993).  A time constraint alone does not necessarily result in 

time pressure.  It is only when the available time to complete a task is perceived as insufficient or 

limited that time pressure begins to manifest itself (Iyer 1989; Park, Iyer, and Smith 1989).  

Beyond the mere perception of insufficient time, an opportunity cost of missing a deadline is also 

required for time pressure to exist.  The opportunity cost may take the form of sanctions for 

violating a time limit or the consequences of delaying an action or decision (Rastegary and 

Landy 1993).  When the perception of limited time and potential negative consequences induce 

feelings of stress, the resulting time pressure creates a need to cope with the limited time 

constraint (Ordonez and Benson III 1997).  Therefore, in this research, time pressure is defined 

as: 

The perception of limited time to complete a task and the perception of negative 

consequences for missing a deadline that result in feelings of stress and the need to cope 

with the limited time constraint. 

 

This manuscript is organized in the following manner.  First, applicable interfirm 

relationship and time pressure literature are reviewed.  Second, relevant theories are synthesized 
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with the literature to propose testable hypotheses.  Third, the quantitative experimental 

methodology is explained.  Fourth, the experimental data is analyzed and interpreted.  Finally, 

research and managerial implications are discussed. 

 

LITERATURE REVIEW 

 

Interfirm Relationships 

 

At the most fundamental level, a supply chain is composed of a series of relationships 

among multiple firms (Cooper, Lambert, and Pagh 1997).  Competitive pressures, environmental 

uncertainties, and evolving consumer demands have led firms to increasingly seek highly 

developed collaborative supply chain relationships in order to remain competitive (Carr and 

Pearson 2002; Mentzer, Min, and Zacharia 2000; Morgan and Hunt 1994; Prahinski and Fan 

2007).  High performing collaborative supply chain relationships are one of the most durable 

competitive advantages (Day 2000) and result in numerous performance benefits (Cannon and 

Perreault Jr. 1999; Carter and Ellram 1994; Rinehart et al. 2004).     

Interfirm relationships are typically categorized along a continuum ranging from arm’s 

length transactions to virtual integration (Golicic, Foggin, and Mentzer 2003; Webster 1992).  

Arm’s length transactions are discrete events where there is no expectation of future transactions.  

Virtual integration occurs when two firms act together as one for an indefinite period of time.  

Between the endpoints of the relationship continuum lie various forms of collaborative 

relationships.   Research has identified and labeled numerous types of collaborative relationships 

such as partnerships, alliances, network organizations, service agreements, and administered 

relationships (Golicic, Foggin, and Mentzer 2003; Webster 1992).   Although there is consensus 
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concerning the endpoints of the relationship continuum, agreement is somewhat lacking 

regarding the specific labeling of collaborative relationship types in the middle of the 

relationship continuum.  However, researchers generally agree on the essential attributes and 

behaviors used to classify the various types of relationships. 

Due to the importance of supply chain relationships, a vast literature base exists that has 

enumerated the requisite elements needed for relationship success.  For example, attributes like 

trust, commitment, and dependence are commonly identified as the foundation of any successful 

relationship and are antecedent to collaboration (Golicic, Foggin, and Mentzer 2003; Mohr and 

Spekman 1994; Morgan and Hunt 1994; Rinehart et al. 2004).   Collaborative behaviors like 

information sharing, idiosyncratic investments, and effective governance are often cited as 

relational sources of competitive advantage (Cannon and Perreault Jr. 1999; Dyer and Singh 

1998; Lambert, Emmelhainz, and Gardner 1996).  Research is also widely available on the 

various links between relationship attributes and behaviors (Anderson and Weitz 1992; Ganesan 

1994; Gundlach, Achrol, and Mentzer 1995; Heide and John 1988).    

Interfirm relationships are typically categorized based on the relative levels of core 

attributes (Cannon and Perreault Jr. 1999; Lambert, Emmelhainz, and Gardner 1999; Rinehart et 

al. 2004).  Higher levels of core attributes are associated with stronger, more integrated 

relationships.  Lower levels of these essential relational components are associated with weaker, 

more transactional relationships.  Trust, commitment, and dependence are commonly cited as the 

attributes that help shape and define the nature of interfirm relationships (Mohr and Spekman 

1994; Morgan and Hunt 1994).  They function as antecedents to the collaborative behaviors, 

integrated processes, and coordinating actions that ultimately lead to performance and 

competitive advantage (Mentzer, Min, and Zacharia 2000).  Relationship partners are unlikely to 
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achieve optimal joint performance results without the presence of trust, commitment, and 

dependence.  Due to their collective importance in interfirm relationships, these three distinct 

attributes have been conceptualized as a single second order construct called relationship 

magnitude (Golicic, Foggin, and Mentzer 2003).  Relationship magnitude is defined as the 

“degree of closeness” between firms and evidence suggests that it determines the type of 

relationship that exists between firms (Golicic and Mentzer 2006).  Therefore, in this research, 

relationship magnitude will serve as a proxy for the various types of interfirm relationships. 

Time Pressure 

 

Time pressure is a prevalent type of situational constraint (Kelly, Jackson, and Hutson-

Comeaux 1997) and decision making under time pressure is a common part of daily life (Ahituv, 

Igbaria, and Sella 1998). Most decision making situations involve some form of a time constraint 

(Kelly, Jackson, and Hutson-Comeaux 1997) and a number of real world decisions are frequently 

made under conditions of time pressure (Ordonez and Benson III 1997).   For example, surgeons 

must make quick decisions when performing emergency operations.  Stock brokers need to 

swiftly react to changing market conditions.  Police officers are required to make split second 

decisions regarding the use of force.  In any of these dynamic situations, decisions need to be 

made in real time (Brehmer 1992) and the decision maker is forced to quickly determine how 

much time to spend on acquiring information, selecting information, and integrating information 

(Kerstholt 1994).   A substantial amount of research suggests that time pressure has negative 

effects on decision making processes because it creates extra cognitive demands and limits how 

much information can be processed (Ben Zur and Breznitz 1981; Christensen-Szalanski 1980; 

Maule and Mackie 1990; Ordonez and Benson III 1997; Payne, Bettman, and Johnson 1988; 
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Smith, Mitchell, and Beach 1982; Svenson and Edland 1987; Svenson, Edland, and Slovik 1990; 

Svenson and Maule 1993; Wright 1974; Zakay and Wooler 1984).  

Time pressure has also been shown to impact negotiations.  Specifically, time pressure 

has significant effects on outcomes, processes, and attitudes (Stuhlmacher, Gillespie, and 

Champagne 1998).  Some propose that high time pressure limits negotiation outcomes by 

encouraging quicker concessions, lower demands, and quicker agreements (Carnevale, 

O’Connor, and McCusker 1993; Druckman 1994; Hamner 1974; Lim and Murnighan 1994; 

Yukl 1974).   Others suggest that time pressure impacts negotiation outcomes by reducing the 

ambition and goals of negotiators (Pruitt and Drews 1969).   In terms of processes, time pressure 

changes negotiation strategy (Stuhlmacher, Gillespie, and Champagne 1998), reduces the 

accuracy of communications (Yukl et. al. 1976), and leads to only selective use of information 

(Stuhlmacher and Champagne 1997).  Attitudes are also impacted by time pressure.  High time 

pressure has been shown to increase perceptions of opponent toughness (Smith, Pruitt, and 

Carnevale 1982), decrease perceptions of opponent honesty (Baron 1988), and increase 

perceptions of feeling rushed (Carnevale and Lawler 1987). 

In the field of consumer behavior, prior research has shown that time pressure impacts 

individual shopping behavior (Herrington and Capella 1995).  Consumers operating under time 

pressure tend to purchase less than originally planned, spend less time shopping, and make fewer 

unplanned purchases (Iyer 1989; Park, Iyer, and Smith 1989).  Time pressure reduces a 

consumer’s ability to process in-store product information (Iyer 1989) and impacts consumer 

choice deferral (Dhar and Nowlis 1999)  The increased stress from time pressure also hinders the 

retrieval of memories that are not well rehearsed (Bettman 1979).  As consumers increasingly 
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face time shortages, time pressure becomes an important source of influence on buyer behavior 

(Herrington and Capella 1995). 

Time pressure can also have significant effects on small group interactions.  It can 

negatively affect group efficacy (Durham et. al. 2000) and reduce the progress of less confident 

groups (Gevers, Eerde, and Rutte 2001).   It can lower the quality of group decisions, reduce 

group viewing of available information, and decrease the number of times groups re-examine 

information (Arnold et. al. 2000).   Time pressure can also impact satisfaction with group 

performance, lower commitment to group results (Caballer, Gracia, and Peiro 2005) and reduce 

perceptions of group goal fulfillment (Nordqvist, Hovmark, and Zika-Viktorsson 2004).   

McGrath et al. (1989) also proposed that time pressure can impact interpersonal communications 

within small groups resulting in lower quality work and destructive behavior.  As these studies 

indicate, time pressure can impact the performance and behaviors of small groups. 

 In the accounting literature, time pressure is cited as an important element of many 

auditing engagements (Spilker and Prawhitt 1997; Gibbons 1984).  It is suggested that time 

pressure can impact auditor behavior, audit quality, and auditor turnover.   Time pressure can 

impact auditor behavior (Coram, Ng, and Woodliff 2004) because it motivates auditors to 

prematurely sign-off on steps or accept substandard audit evidence (Margheim and Pany 1988; 

Kelley and Margheim 1990; Rhode 1978).  There is also a common perception that time pressure 

is a major cause of substandard work that detracts from the quality of an audit (Alderman and 

Dietrick 1982).  Many conclude that, due to time pressure, audit work does not always meet 

appropriate guidelines and affects audit quality (Rhode 1978; Kelley and Margheim 1990; 

Ragunathan 1991; Willett and Page 1996; Sutton and Lampe 1991; Lampe and Sutton 1994).  

Furthermore, a number of accountants perceive that time pressure is a primary cause of senior 
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and staff employee turnover (Alderman and Deitrick 1982).   As the previous research indicates, 

time pressure can have undesirable effects on the people and processes involved in auditing 

(McDaniel 1990).  

Time Pressure Literature Themes 

 

 When synthesized and viewed as a whole, three themes seem to be common across these 

areas of time pressure research.  First, the use of information and communications are reduced in 

time pressured environments.   People or groups of people simply cannot process as much 

information when under time pressure and begin to use information selectively (Payne, Bettman, 

and Luce 1996).  The selective use of information due to time pressure is seen in the decision 

making, negotiation, buyer behavior, and small group areas of time pressure research.  For 

example, decision makers begin to filter information, negotiators become selective in their use of 

information, consumers are unable to process in-store information, and small groups tend to 

reduce the viewing of available information (Arnold et al. 2000; Iyer 1989; Miller 1960; 

Stuhlmacher, Gillespie, and Champagne 1998).  Communication also changes in the presence of 

time pressure.  For example, some contend that the accuracy of communication is reduced (Yukl 

et al. 1976) and others suggest that the quality of interpersonal communication is negatively 

impacted.  As these examples from various areas of business indicate, time pressure can 

dramatically impact the use, exchange, and communication of information. 

The second common theme across the time pressure literature is that negative affect, 

stress, and emotional consequences emerge in time pressured situations.  Quite simply, people 

usually do not have positive affective responses to time pressure.   For example, decision makers 

experience psychological stress, anxiety, and lack confidence when put under time pressure 
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(Keinan, Friedland, and Ben-Porath 1987; Smith, Mitchell, and Beach 1982).    Small groups 

have lower group efficacy and reduced satisfaction with group performance under time pressure 

(Caballer, Gracia, and Peiró 2005; Durham et al. 2000).  Some accountants believe that the stress 

associated with time pressure in an auditing environment leads to high employee turnover 

(Alderman and Deitrick 1982; McDaniel 1990).  Negotiators feel rushed and experience negative 

perceptions of their opponents when placed under time pressure.   

 The third common theme across the time pressure literature is that quality and 

performance usually suffer in time pressured environments.   People or groups of people usually 

do not perform well under time pressure.  For example, in the decision making literature, time 

pressure decreases the accuracy of human judgment and performance (Benbasat and Dexter 

1986; Hwang 1994; Svenson and Maule 1993).  In small groups, time pressure also reduces the 

quality of decision making as well as lowers the quality of work performed by a group (Arnold et 

al. 2000).  In the accounting literature, evidence suggests that time pressure leads to substandard 

work, acceptance of inappropriate audit evidence, premature sign-off, and reduced audit quality 

(Alderman and Deitrick 1982; Kelley and Margheim 1990; Margheim and Pany 1986).   

 Although the effects of time pressure have been researched in a number of business 

related areas, research on the effects of time pressure in supply chain relationships is lacking.  

The purpose of this research is to begin to fill this gap in the literature and determine how time 

pressure impacts supply chain relationships.  In the following section, theoretical foundations 

that inform this research are summarized. 
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THEORETICAL FOUNDATION 

 

Two theories are particularly relevant to researching the impact of time pressure in 

supply chain relationships.  The first, Social Exchange Theory (SET), proposes that individuals 

or groups attempt to obtain profitable outcomes in social interactions by maximizing rewards and 

minimizing costs (McDonald 1981; Thibaut 1959).  The basic motivation for interaction is to 

gain rewards and avoid punishment (Emerson 1976).  SET also contends that relational 

behaviors are determined by rewards of interaction minus the costs of interaction (Griffith, 

Harvey, and Lusch 2006).  Therefore, corporate group behavior possesses a quasi-economic 

mode of analysis (Emerson 1976).   

The second theory relevant to the study of time pressure and supply chain relationships is 

the Norm of Reciprocity (Gouldner 1960).   The Norm of Reciprocity proposes that people 

usually help those that help them; that is they mirror the actions of others in exchange 

relationships.  Reciprocity evokes obligations to others based on past behavioral interactions.  In 

a positive sense, reciprocity can be described as the mutually contingent or gratifying exchange 

of goods, services, or benefits.  In a negative sense, reciprocity can include sentiments of 

retaliation where emphasis is placed on the return of injuries rather than benefits.   It is proposed 

that reciprocity is one of the most basic moral codes upon which civilizations achieve social 

equilibrium and cohesion.   

 SET and the Norm of Reciprocity will serve as the theoretical foundation in this research.  

The Norm of Reciprocity indicates that the imposition of time pressure may invoke a supply 

chain member to retaliate against a firm.  In a supply chain relationship, such retaliatory 

sentiments may manifest themselves through reductions in collaborative behaviors, relationship 
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quality, or relationship loyalty.  Although reciprocity may imply a simple mirroring effect, SET 

would indicate that the cost of time pressure would be weighed against the benefits of an overall 

supply chain relationship.  When viewed through the theoretical lens of SET, the imposition of 

time pressure may impact one type of supply chain relationship more than another.  Based on 

these theoretical frameworks, it appears that a supply chain member may respond to time 

pressure by both a sense of reciprocal action and a quasi-economic mode of cost/benefit analysis. 

   

VARIABLES & HYPOTHESES 

 

Variables 

 

 The purpose of this research is to quantitatively test the effects of time pressure in supply 

chain relationships.  In the literature review, the constructs of time pressure and relationship 

magnitude were defined and their conceptual importance was explained.  These two constructs 

will serve as independent variables in this research.   

In the time pressure literature review, three themes were identified.  The first theme in the 

time pressure literature was that the flow of information and the quality of communication is 

reduced in time pressured environments.  Due to the broad conceptual scope of this theme, 

several dependent variables related to interfirm relationship information flows were selected.  

The dependent variables in this research corresponding to the first time pressure literature theme 

are information exchange, communication quality, operational knowledge transfer, and shared 

interpretation.  Information exchange is the expectation that supply chain members will provide 

basic information to each other (Lusch and Brown 1996).  Communication quality refers to the 

completeness, credibility, accuracy, timeliness, and adequacy of communication flows between 
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supply chain members (Mohr and Sohi 1995).   Operational knowledge transfer refers to the 

transfer of tacit knowledge or know-how between supply chain members (Modi and Mabert 

2007).  Shared interpretation refers to a consensus on the meaning of information and its 

implications for business between supply chain members (Slater and Narver 1995).   

The second theme in the time pressure literature was that time pressure tends to create 

negative affect and reduce satisfaction.  Therefore, a dependent variable was selected in order to 

determine if supply chain relationships are impacted in a similar manner.  The dependent 

variable used in this research to assess this time pressure literature theme is relationship loyalty.  

Relationship loyalty refers to the long-term bonds and emotional connections to a relationship 

(Davis and Mentzer 2006; Kandampully 1998). 

The third theme in the time pressure literature was that time pressure reduces 

performance and quality.  In order to determine if time pressure has similar effects on supply 

chain relationships, a dependent variable was selected to assess an outcome of interfirm 

relationships.  The dependent variable used in this research to assess this time pressure literature 

theme is relationship value.  Relationship value refers to an assessment of satisfaction with a 

relationship based on perceived costs and benefits (Golicic and Mentzer 2006; Monroe 1990; 

Novack, Langley, and Rinehart 1995) 

The constructs selected as dependent variables in this research are appropriate for testing 

the effects of time pressure in supply chain relationships for three reasons.  First, these existing 

relational constructs were selected based on known effects of time pressure in other contexts, 

making them relevant to both interfirm relationship and time pressure research.  Second, 

information and knowledge sharing are powerful drivers of efficiency, effectiveness, and overall 

supply chain performance (Lambert, Emmelhainz, and Gardner 1999; Lambert, Emmelhainz, 
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and Gardner 1996; Mentzer et al. 2001; Mentzer, Foggin, and Golicic 2000; Mentzer, Min, and 

Zacharia 2000; Mentzer, Myers, and Stank 2007).  The flow of information is at the heart of the 

supply chain concept thereby making information exchange oriented constructs essential to 

supply chain management research.  Third, high performing supply chains require collaborative, 

long-term interfirm relationships (Cooper, Lambert, and Pagh 1997; Mentzer et al. 2001).  High 

performing supply chains simply cannot exist if firms do not value or remain loyal to their 

supply chain relationships (Davis and Mentzer 2006).  As these three reasons demonstrate, the 

dependent variables selected in this research are appropriate for researching the phenomenon of 

interest. 

Hypotheses 

 

 As discussed in the interfirm relationship literature review, relationship magnitude (trust, 

commitment, and dependence) serves as the foundation of any relationship (Golicic, Foggin, and 

Mentzer 2003; Mohr and Spekman 1994; Morgan and Hunt 1994; Rinehart et al. 2004) and is 

antecedent to collaborative behaviors and relational sources of advantage (Golicic and Mentzer 

2006; Mentzer, Min, and Zacharia 2000).  When viewed through the theoretical lens of 

Reciprocity (Gouldner 1960), it logically follows that increasing levels of relationship magnitude 

lead to higher degrees of collaboration.  The Norm of Reciprocity suggests that firms will 

favorably respond to positive perceptions of trust, commitment, and dependence in their supply 

chain relationships by reinforcing key behavioral aspects of the relational exchange.  Therefore, 

based on the relationship literature and applicable theory, the following hypotheses are 

presented: 

 

H1a: Relationship magnitude is positively related to information exchange. 
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H1b:  Relationship magnitude is positively related to communication quality. 

 

H1c: Relationship magnitude is positively related to operational knowledge transfer. 

 

H1d: Relationship magnitude is positively related to shared interpretation. 

 

H1e: Relationship magnitude is positively related to relationship value. 

 

H1f: Relationship magnitude is positively related to relationship loyalty. 

 

 

As previous qualitative research showed, the imposition of time pressure can impact a 

supply chain relationship (Thomas 2008).  In general, collaboration seems to decline, 

relationship expectations are altered, and communication is impacted by time pressure.  

Although time pressure has not been quantitatively researched in the context of supply chain 

relationships, research in other areas of business has shown that time pressure can dramatically 

impact information flows, satisfaction, and performance.  In addition, theoretical insight from the 

Norm of Reciprocity suggests that the imposition of time pressure could result in some type of 

relational retaliation.  Therefore, based on the time pressure literature and applicable theory, the 

following hypotheses are presented: 

 

H2a: Time pressure is negatively related to information exchange. 

H2b: Time pressure is negatively related to communication quality.  

H2c: Time pressure is negatively related to operational knowledge transfer.  

H2d: Time pressure is negatively related to shared interpretation.  

H2e: Time pressure is negatively related to relationship value.  

H2f: Time pressure is negatively related to relationship loyalty.  



110 

 

Relationship magnitude and time pressure are independent variables in this research and 

are hypothesized to affect the dependent variables of information exchange, communication 

quality, operational knowledge transfer, shared interpretation, relationship value, and 

relationship loyalty.   Beyond these simple main effects, applicable theory suggests that an 

interaction may exist between these independent variables.  Specifically, application of Social 

Exchange Theory (SET) suggests that relational behaviors are determined by rewards of 

interaction minus the costs of interaction (Griffith, Harvey, and Lusch 2006).  Different types of 

relationships will have different types of costs and rewards.  The quasi-economic mode of 

cost/benefit analysis in SET will view the “cost” of time pressure differently across different 

types of relationships.  In lower magnitude relationships, a firm may not view the imposition of 

time pressure as costly because the firm is not heavily invested in the relationship.  The 

relationship is likely more transactional and expectations from the relationship are low.  

However, in higher magnitude relationships, a firm may view the imposition of time pressure as 

very costly.  In higher magnitude relationships, firms have simply dedicated more time and 

energy to the relationship and rightfully expect their efforts to be reciprocated.  The imposition 

of time pressure would violate this mutually gratifying expectation, materially impact the 

cost/benefit approach of SET, and potentially invoke retaliatory behaviors associated with the 

norm of reciprocity.  Therefore, based on the literature and applicable theory, the following 

hypotheses are presented: 

 

H3a: Time pressure will have a stronger negative impact on information exchange in 

higher magnitude relationships than in lower magnitude relationships. 
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H3b: Time pressure will have a stronger negative impact on communication quality in 

higher magnitude relationships than in lower magnitude relationships. 

 

H3c: Time pressure will have a stronger negative impact on operational knowledge 

transfer in higher magnitude relationships than in lower magnitude relationships. 

 

H3d: Time pressure will have a stronger negative impact on shared interpretation in 

higher magnitude relationships than in lower magnitude relationships. 

 

H3e: Time pressure will have a stronger negative impact on relationship value in higher 

magnitude relationships than in lower magnitude relationships. 

 

H3f: Time pressure will have a stronger negative impact on relationship loyalty in 

higher magnitude relationships than in lower magnitude relationships. 

 

METHODOLOGY 

 

Overview 

 

In order to test the proposed hypotheses concerning the nature of the relationship between 

time pressure and supply chain relationships, a between subjects scenario based experimental 

methodology was utilized.   This method is appropriate because scenario based experimental 

designs permit the investigation of situations that are not easily duplicated where companies are 

normally unwilling to share complete details (Pilling, Crosby, and Jackson Jr. 1994).  Due to 

contractual or competitive reasons, companies are often reluctant to discuss specific elements of 

their actual interfirm relationships (Day and Klein 1987).  However, a scenario based approach is 

less threatening to participants and allows researchers to explore interfirm relationship 

phenomena.  

In this research, six treatment cells result from the 2 x 3 factorial experimental design 

(see Appendix 1). The independent variables manipulated in this factorial design are time 

pressure and relationship magnitude.  There are three levels of time pressure (high, low, and 
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none) and two levels of relationship magnitude (high and low).  The dependent variables include 

information exchange, communication quality, operational knowledge transfer, shared 

interpretation, relationship value, and relationship loyalty.  In order to insure valid and reliable 

measures of the variables in this research, confirmatory factor analysis was performed using 

structural equations modeling with AMOS software. The hypothesized simple main effects and 

interaction effects of the experiment were tested through MANOVA and ANOVA in SPSS 

statistical software. 

Sample 

 

 Participants in this research were experienced full-time working professionals enrolled in 

a weekend Executive MBA program at a major southeastern university.  This sample was 

seventy percent male, the average age was 38, and the average work experience was 17 years.  

The total sample size was 204 with 34 participants for each of the six treatment conditions.  

MBA student populations are commonly accepted in the literature for interfirm relationship 

research that utilizes scenario based experimental methodology (Antia et al. 2006; Scheer and 

Stern 1992).  Utilizing graduate students as participants also serves as a desirable control 

mechanism for the experimental nature of this research due to the relative homogeneity of the 

sample and the consistency of a classroom delivery setting. 

Procedure 

 

After a brief introduction, participants were randomly assigned to one condition in the 2 x 

3 factorial experimental design.  Participants read a scenario that described a buyer-supplier 

relationship and explained how the buyer imposes time pressure on the supplier.  The scenario 

included manipulations of relationship magnitude and the amount of time pressure.  After 
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reading the scenario, participants were asked how they think the supplier would react to the 

scenario.  This method assumes that participants projected themselves into the hypothetical 

situation and provided answers that reflect how the supplier would actually respond to the 

situation described in the scenario.   

Prior research has shown that individual managers can provide important insights into 

corporate strategies and projective scenario based methods can accurately represent the 

underlying attitudes of these managers. (Antia et al. 2006; Chandy, Prabhu, and Antia 2003; 

Fisher 1993).  The use of written scenarios to operationalize independent variables is a widely 

used and credible research approach (Dabholkar and Bagozzi 2002; Dabholkar and Kellaris 

1992; Joshi and Arnold 1998; Monga and Zhu 2005; Pilling, Crosby, and Jackson Jr. 1994; 

Scheer and Stern 1992). It is important to understand that scenario based manipulations are not 

simply reading comprehension tests.  Instead the scenarios are descriptive and designed to 

provide an experimental treatment condition.  For example, in this research, the term “time 

pressure” never appeared in the written scenarios.  However, the scenarios did use terms like 

“difficult to meet deadlines” that create “considerable strain” within an organization.  Such 

descriptions are designed to invoke a sense of time pressure within the participants.  Follow-up 

manipulation check items then test for the effectiveness of the manipulations.  The written 

scenario manipulations used in this research are provided in Appendix 4. 

Instrument and Measures 

 

The overview and instructions in the questionnaire provided general guidance to the 

participants.  The overview explained to participants that their involvement is voluntary and their 

responses will remain completely anonymous.  The instructions asked participants to read a short 



114 

business scenario and then answer a few questions about the scenario.  They were instructed to 

answer the questions based on how they think the supplier would respond in the scenario 

provided.  The instructions are provided in Appendix 4. 

Item scales for the independent and dependent variables were modified from existing 

multi-item scales in order to ground them in this research context.  The modifications were 

minimal and consisted of simply adapting the language to be consistent with the scenario used in 

the experimental treatment.  Wording was adjusted to insure subject/verb agreement, but the 

original intent and structure of the items remained intact.  All items were measured on a 7-point 

Likert scale.  Endpoints for these scales ranged from “strongly disagree” to “strongly agree.”  

The individual item scales are provided in Appendix 5. 

 

ANALYSIS 

 

Scale Purification 

 

Scale purification procedures were used to assess unidimensionality, reliability, 

convergent validity, and discriminant validity (Garver and Mentzer 1999).  Confirmatory factor 

analysis was used to test unidimensionality and convergent validity because it has been shown to 

provide a more rigorous interpretation than other available methods such as exploratory factor 

analysis, item total correlations, and coefficient alpha (Gerbing and Anderson 1988).  The fit of 

the measurement model was good with a RMSEA of 0.069, CFI of 0.933, and CMIN/df ratio of 

1.995.  The regression weights of the items on the latent variables were all statistically 

significant at the p < 0.001 level and in the correct direction.  The regression weights on all but 

two items (See Appendix 6) exceeded the recommended value of 0.70 (Garver and Mentzer 
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1999).  Internal consistency reliability was assessed using Cronbach’s coefficient alpha.   All 

alpha values exceeded the recommended value of 0.70 (See Appendix 5) suggesting the items 

sufficiently captured the constructs of interest (Churchill 1979; Nunnally and Bernstein 1994).  

Discriminant validity was assessed by the average variance extracted (AVE).  The AVE 

exceeded the shared variance with other constructs (See Appendix 15) as recommended thereby 

demonstrating discriminant validity (Fornell and Larcker 1981).  Based on these test results, the 

measures used in this research were considered acceptable.   

Manipulation and Confounding Checks 

 

The independent variables manipulated in this experiment were time pressure and 

relationship magnitude.  In order to insure these experimental manipulations were successful, 

manipulation checks were performed.   Items to measure the manipulations were placed at the 

end of the questionnaire in order to avoid introducing bias or cueing responses from participants.  

The time pressure manipulation check consisted of comparing the time pressure scores of three 

groups (high time pressure, low time pressure, and no time pressure). The three groups were 

based on the time pressure scenario read in the experimental treatment.  Time pressure scores for 

the three groups were analyzed using a one-way ANOVA test and Turkey’s post-hoc tests in 

SPSS.  Differences between all three groups were statistically significant at the p < 0.001 level.  

Mean scores for each group were consistent with the intended manipulation grouping (high time 

pressure = 5.75, low time pressure = 4.72, no time pressure = 1.87).  Therefore, participants did 

perceive significant differences between each level of the time pressure experimental conditions 

and the manipulation of time pressure was successful. 
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The relationship magnitude manipulation check consisted of comparing the relationship 

magnitude scores of two groups (high relationship magnitude and low relationship magnitude).  

Due to the second order nature of the relationship magnitude construct, the relationship 

magnitude score used in the manipulation check was a summation of the trust, commitment, and 

dependence scores. The two relationship magnitude groups were based on the relationship 

magnitude scenario read in the experimental treatment.  Relationship magnitude scores for the 

two groups were analyzed using a one-way ANOVA test in SPSS.  Differences between the two 

groups were statistically significant at the p < 0.001 level.  Mean scores for each group were 

consistent with the intended manipulation grouping (high relationship magnitude = 4.95, low 

relationship magnitude = 3.10).  Therefore, participants did perceive significant differences 

between each level of the relationship magnitude experimental conditions and the manipulation 

of relationship magnitude was successful. 

In addition to manipulation checks, confounding checks were also performed on the 

relationship magnitude and time pressure manipulations.  Confounding checks are used to assess 

the “discriminant validity” of manipulations (Wetzel 1977) and insure that one experimental 

manipulation is not influenced by another manipulation. In this research, a slight amount of 

confounding was present in the manipulations.  When confounding occurs, further analysis 

should be performed in order to determine if the degree of confounding is substantial enough to 

invalidate the results of the main experiment (Perdue and Summers 1986).  The analysis consists 

of measuring and comparing the effects sizes of main effects and interaction effects of the 

manipulations with relationship magnitude and time pressure measures also serving as dependent 

variables.  For a confounding check to be successful, the effect size of the main effect should be 

sufficiently large and the effect size of the interaction effect should be near zero (Perdue and 



117 

Summers 1986).   Therefore, effect sizes were measured using a Partial Eta Squared calculation 

in SPSS.  The Partial Eta Squared score for the dependent variable of relationship magnitude 

main effect manipulation was 0.475 compared to 0.048 for the interaction manipulation.  The 

Partial Eta Squared score for the dependent variable of time pressure main effect manipulation 

was 0.770 compared to 0.049 for the interaction manipulation.  Based on this effect size analysis, 

the degree of confounding present in the manipulations was minimal and the results of this 

research can be interpreted in a straightforward manner. 

Realism Checks 

 

Due to the scenario based nature of this experiment, a realism check was performed in 

order to assess how participants viewed the scenario.  In order for scenario based experimental 

methods to be reliable, participants must understand and respond to experimental tasks 

(Louviere, Henser, and Swait 2000).   Therefore, participants were asked if they thought the 

scenario was realistic and if they could imagine themselves in the situation described.  The 

purpose of this check was to determine if the scenario approximated a real world situation and 

engaged the participants.  Realistic research situations increase the strength of variables and 

contribute to external validity (Kerlinger and Lee 2000).   Realism of this scenario based 

experimental design was assessed with items developed by Dabholkar (1994).  The realism 

check showed that participants considered the scenarios to be realistic with an average score of 

5.06 on a 7 point scale.   

Tests of Hypotheses 

 

 In order to test the hypotheses in this research, a three step process was used.  First, a 

MANOVA was run for each independent variable and the interaction in order to determine if a 
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significant difference existed in the overall model. Second, if the MANOVA results indicated 

that a significant difference did exist in the model, then additional univariate tests were 

performed for each dependent variable.  Third, if the univariate tests showed a significant 

interaction existed, then post hoc test with a Tukey’s adjustment were performed to identify 

specific significant differences among individual cell means.  Based on this analysis, all 

hypotheses and their significance are summarized in Appendix 7 and all dependent variable cell 

means are provided in Appendix 8. 

Results of the initial MANOVAs were all significant.  The general prediction that 

relationship magnitude was positively related to the dependent variables in this research was 

supported (Wilks’ lambda = .457; F = 38.15; p < 0.001).  The general prediction that time 

pressure was negatively related to the dependent variables in this research was supported (Wilks’ 

lambda = .666; F = 7.24; p < 0.001).  The general prediction that time pressure would have a 

greater negative impact on high magnitude relationships than on low magnitude relationships 

was supported (Wilks’ lambda = .894; F = 1.86; p < 0.05).  Based on these results, the analysis 

moved forward with additional univariate tests for each dependent variable. 

Univariate tests for the dependent variable information exchange were all statistically 

significant and supported all three hypotheses.  The H1a simple main effect prediction that 

relationship magnitude would have a positive effect on information exchange was supported (F = 

166.31; p < 0.001).  The H2a simple main effect prediction that time pressure would have a 

negative effect on information exchange was supported (F = 7.24; p = 0.001).  These simple 

main effects must be interpreted in light of a significant two-way interaction.  The H3a 

prediction of an interaction between relationship magnitude and time pressure on information 

exchange was supported (F = 5.39; p = 0.005).  Tukey’s post hoc tests showed no significant 
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differences of time pressure effects on low magnitude relationships, but there was a significant 

difference of time pressure effects on high magnitude relationships.  Specifically, the high time 

pressure condition in high magnitude relationships was significantly less than either the low time 

pressure condition (t = 3.99; p < 0.001) or the no time pressure condition (t = 4.67; p < 0.001). 

Unlike the results for information exchange, univariate tests for the dependent variable 

communication quality were not all statistically significant and did not support all three 

hypotheses.  The H1b simple main effect prediction that relationship magnitude would have a 

positive effect on communication quality was supported (F = 132.15; p = 0.001).  The H2b 

simple main effect prediction that time pressure would have a negative effect on communication 

quality was not supported.  The H3b prediction of an interaction between relationship magnitude 

and time pressure on communication quality was not supported.   

 Similar to the results for communication quality, univariate tests for the dependent 

variable operational knowledge transfer revealed only one simple main effect.  The H1c simple 

main effect prediction that relationship magnitude would have a positive effect on operational 

knowledge transfer was supported (F = 116.07; p < 0.001).  The H2c simple main effect 

prediction that time pressure would have a negative effect on operational knowledge transfer was 

not supported.  The H3c prediction of an interaction between relationship magnitude and time 

pressure on operational knowledge transfer was not supported.   

Just as the results reflected for information exchange, univariate tests for the dependent 

variable shared interpretation were all statistically significant and supported all three hypotheses.  

The H1d simple main effect prediction that relationship magnitude would have a positive effect 

on shared interpretation was supported (F = 116.07; p < 0.001).  The H2d simple main effect 

prediction that time pressure would have a negative effect on shared interpretation was supported 
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(F = 17.40; p < 0.001).  These simple main effects must be interpreted in light of a significant 

two-way interaction.  The H3d prediction of an interaction between relationship magnitude and 

time pressure on shared interpretation was supported (F = 4.48; p = 0.012).  Tukey’s post hoc 

tests showed no significant differences of time pressure effects on low magnitude relationships, 

but there was a significant difference of time pressure effects on high magnitude relationships.  

Specifically, the high time pressure condition in high magnitude relationships was significantly 

less than either the low time pressure condition (t = 5.46; p < 0.001) or the no time pressure 

condition (t = 5.85; p < 0.001). 

Like the results of information exchange and shared interpretation, the analysis for the 

dependent variable relationship value revealed two simple main effects and a 2-way interaction.  

The H1e simple main effect prediction that relationship magnitude would have a positive effect 

on relationship value was supported (F = 82.79; p < 0.001).  The H2e simple main effect 

prediction that time pressure would have a negative effect on relationship value was supported (F 

= 9.35; p < 0.001).  These simple main effects must be interpreted in light of a significant two-

way interaction.  The H3e prediction of an interaction between relationship magnitude and time 

pressure on relationship value was supported (F = 4.12; p = 0.018).  Tukey’s post hoc tests 

showed no significant differences of time pressure effects on low magnitude relationships, but 

there was a significant difference of time pressure effects on high magnitude relationships.  

Specifically, the high time pressure condition in high magnitude relationships was significantly 

less than either the low time pressure condition (t = 5.30; p < 0.001) or the no time pressure 

condition (t = 5.55; p < 0.001). 

Univariate tests for the dependent variable relationship loyalty showed two simple main 

effects, but no significant interaction.  The H1f simple main effect prediction that relationship 



121 

magnitude would have a positive effect on relationship loyalty was supported (F = 49.46; p < 

0.001).  The H2f simple main effect prediction that time pressure would have a negative effect 

on relationship loyalty was supported (F = 22.28; p < 0.001).  The H3f prediction of an 

interaction between relationship magnitude and time pressure on relationship loyalty was not 

supported. 

 

GENERAL DISCUSSION 

 

 The purpose of this research was to examine predictions related to the imposition of time 

pressure in supply chain relationships.  Based on existing literature and applicable theory, 

hypotheses were developed in order to quantitatively test the effects of time pressure in supply 

chain relationships.  Specifically, the effects of time pressure were evaluated in different types of 

relationships and shown to impact relational constructs such as information exchange, 

communication quality, operational knowledge transfer, shared interpretation, relationship value, 

and relationship loyalty.  Appendix 7 provides a summary of the hypotheses and their 

significance in this research.  In general, most hypotheses were supported.  These results indicate 

that time pressure is a potentially important consideration for supply chain relationship research. 

 There are several interesting findings based on the results of this research.  First, the data 

suggests that concept of relationship magnitude is directly related to a number of key 

collaborative behaviors and relationship outcomes.  As depicted in Appendices 9 through 14, 

graphical plots of all dependent variables in this research show a clear simple main effect for 

relationship magnitude.  As the magnitude of a relationship increases, the experimental data 

suggests that information exchange, relationship value, operational knowledge transfer, 
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communication quality, shared interpretation, and relationship loyalty all increase.  These results 

provide additional empirical support for the notion that relationship magnitude is antecedent to 

the type of relationship and collaboration that will exist between supply chain members. 

 Another interesting finding of this research is the significant interactions between 

relationship magnitude and time pressure on three of the six dependent variables.   In lower 

magnitude, more transactional relationships, the imposition of time pressure does not appear to 

significantly change levels of information exchange, relationship value, or shared interpretation 

(See Appendices 9, 10, and 13).  However, in higher magnitude, more collaborative 

relationships, high levels of time pressure does significantly reduce information exchange, 

relationship value, and shared interpretation.  These findings suggest that low levels of time 

pressure do not impact these three dependent variables regardless of the type of relationship.  

These finding also suggest that high levels of time pressure impact the three dependent variables 

only in higher magnitude relationships. 

 Perhaps the most interesting finding in the research is the impact of time pressure on the 

dependent variable of relationship loyalty.  As depicted in Appendix 14, time pressure has a 

simple main effect on relationship loyalty.  Unlike the dependent variables of information 

exchange, relationship value, and shared interpretation, relationship loyalty is significantly 

reduced by even low levels of time pressure.  Regardless of the magnitude of the relationship, 

low levels of time pressure reduce relationship loyalty. 
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IMPLICATIONS & FUTURE RESEARCH 

 

Research 

 

 This research makes several significant contributions to the body of knowledge in 

strategic supply chain management.  Although the detrimental effects of time pressure have been 

studied in other business contexts, research is lacking in the interfirm relationship literature.  

Gaining a greater understanding of the potential effects of time pressure in relationships can 

provide valuable insight into relationship dynamics and potentially shed light on why supply 

chain relationships succeed or fail.   This research represents a first step in quantifying the effects 

of a significant contextual element which is present in many interfirm supply chain relationships.  

As firms continue to focus on providing time utility to customers and achieving supply chain 

excellence through time-based competition, additional research on the effects of time pressure is 

warranted. 

 This research also makes a methodological contribution to the body of knowledge.  

Although general experimental methodology is commonly used in other disciplines to conduct 

behavioral research and projective scenario based experimentation has been used extensively in 

the marketing literature to address interfirm relationship issues, this research technique is not 

commonly used in logistics and supply chain oriented research.  This omission is noticeable 

given the strategic importance of interfirm supply chain relationships and the emerging 

importance of behavioral aspects in logistics and supply chain management research.  By 

extending this methodology into the discipline, researchers will have another methodological 

approach to increase our understanding of behavioral issues associated with interfirm supply 

chain relationship phenomena. 
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Managerial 

 

 Although the generalizability of laboratory based experimental methodology is somewhat 

limited, the results of this research may have several implications for managers.  Perhaps most 

importantly, this research suggests that imposing time pressure on other supply chain members 

may jeopardize critical aspects of interfirm relationships.  The results show that time pressure 

can reduce the flow and interpretation of information, relationship value, and relationship loyalty 

in supply chain relationships.  These potentially adverse effects are important for managers to 

understand because it will provide them with more information to successfully manage key 

interfirm linkages throughout the supply chain.  The imposition of time pressure appears to have 

some substantial costs associated with it.  By understanding these costs, managers can more 

effectively assess and balance the trade-offs of time-based competitive actions.  These insights 

may help managers make better supply chain management decisions and preserve essential 

supply chain relationships. 

 Another managerially relevant finding of this research is that time pressure affects the 

various types of supply chain relationships in different ways.  Although there may be some 

marginal impact to transactional relationships, the imposition of time pressure has the strongest 

negative effects on strong relationships.  As any manager knows, highly collaborative 

relationships are the foundation of successful supply chains.  However, the negative effects of 

time pressure are intensified in such partnerships. Stressing these critical partnerships with the 

imposition of time pressure places an entire supply chain at risk.    With this insight, managers 

may need to reconsider any strategic approach or tactical decision that imposes time pressure on 

other partners within their supply chains.  Failing to understand this concept jeopardizes not only 

key supply chain relationships, but the overall long-term performance of supply chains.  
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Future Research 

 

 This research represents a critical first step in quantifying and understanding the effects 

of time pressure in interfirm supply chain relationships.  However,  beyond this basic initial 

approach, future research is needed to explore and test this complex issue.  Future research could 

focus on several critical areas.  First, a variety of types of interfirm relationships exist in supply 

chains.  This research tested two types of relationships based on relative levels of relationship 

magnitude.  However, future research can explore other types of relationships.  Examples might 

include asymmetric power/dependence relationships or temporary outsourcing relationships.   

The second area of future research could determine if the imposition of time pressure in a 

supply chain is multi-dimensional.  Although this research tested the basic concept of time 

pressure as a starting point for a program of research, future research can address potential 

dimensions of time pressure.  Examples might include the frequency of time pressure, the 

magnitude of time pressure, or the attribution of time pressure.   

The third area of future research could test if time pressure impacts other collaborative 

behaviors or outcomes in interfirm supply chain relationships.  In this research, dependent 

variables were selected based on common themes in time pressure literature from other areas.  

Now that evidence exists to suggest that time pressure also impacts interfirm relationships, other 

dependent variables can also be explored.  Examples might include idiosyncratic investments, 

social norms, and collaboration.   

The fourth area of future research could explore how culture impacts perceptions of time 

pressure.  In this research, time pressure was studied with a sample of managers from the United 

States.  Future research could test if similar effects are present in other areas of the world with 

different cultures and orientations toward the concept of time.  Although the need to provide time 
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utility is universal in supply chains, effects of time pressure may vary in different global 

environments. 
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APPENDIX 1 – 2 x 3 Experimental Design 
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APPENDIX 2 - Time Pressure Coping Strategies Model 

 

 

Low

Low

Uncontrollable Circumstances

High

High

Specific Entity

Frequency

Magnitude

Source Attribution

Evaluative Criteria

Responding Problem 

Solving

Protecting Re-Appraising Withdrawing Terminating

Coping Strategies



152 

APPENDIX 3 - Time Pressure Coping Strategies Model with Strategic Emphasis 
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APPENDIX 4 - Directions and Scenarios 

 

Directions: 

 

Imagine that the Rocky Top Company (RTC) is a manufacturer that supplies products to a 

specific retailer.  The business interactions of RTC and the retailer are described below.  Assume 

all scenario descriptions are accurate and trustworthy.  After reading the scenario, please answer 

each question.  As you answer each question, predict how RTC would work with the retailer in 

this type of situation.  Please do not base your answers on how you think RTC should work with 

the retailer, but rather on how they actually would work with the retailer. 

 

Relationship Magnitude Scenario Manipulations: 

 

High Relationship Magnitude 

RTC and the retailer are fairly reliable and honest with each other.  They usually follow through 

on their verbal commitments.  If they have a problem, they tend to contact each other to discuss 

the issue and resolve the crisis in a somewhat mutually beneficial manner.  These two companies 

are typically willing to make some short-term sacrifices in order to gain longer-term benefits 

from their relationship.  RTC and the retailer have been working together for multiple years and 

the relationship is reasonably stable and valuable.  The companies provide goods and services to 

each other that are needed in their business operations.  Obtaining these goods and services from 

another company would be somewhat difficult.   

 

Low Relationship Magnitude 

RTC and the retailer are not always completely reliable or honest with each other.  There have 

been a few instances where they did not follow through on their verbal commitments.  If they 

have a problem, they sometimes try to avoid contact with each other and resolve the crisis in 

their own best interests.  These two companies are sometimes not willing to make short-term 

sacrifices in order to gain longer-term benefits from their relationship.  RTC and the retailer have 

been working together for a few years, but the relationship is not completely stable or valuable.  

The companies provide commodity goods and services to each other that are used in their 

business operations.  Obtaining these goods and services from another company would not be 

very difficult.   

 

Time Pressure Scenario Manipulations: 

 

High Time Pressure 

Over the last several months, business interactions between RTC and the retailer have 

dramatically changed.  The retailer is now frequently imposing extremely tight deadlines on 

RTC.  These deadlines are very difficult to meet and place considerable strain on RTC.  The 

retailer is now demanding that RTC significantly reduce the amount of time it takes to complete 

many business functions.  There are now a number of instances where RTC doesn’t believe they 

have enough time to complete basic tasks for the retailer.  For example, the retailer often calls at 

the last minute and demands unrealistically short delivery times on their orders.  The retailer has 

also demanded that new product development timelines need to be drastically shortened.  These 
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demands are creating significant stress throughout the RTC organization.  RTC has been trying 

to cope with these severe time constraints because they perceive that there could be potential 

negative consequences for missing a deadline with the retailer.  This recent focus on 

substantially shorter timelines is not an industry standard and it is not a normal part of doing 

business in this industry. 

 

Low Time Pressure 

Over the last several months, business interactions between RTC and the retailer have slightly 

changed.  The retailer is now occasionally placing some deadlines on RTC.  These deadlines are 

achievable and place only a mild strain on RTC.  The retailer is now asking RTC to reduce the 

amount of time it takes to complete some business functions.  There have been some instances 

where RTC believes that the time to complete basic tasks for the retailer is somewhat limited.  

For example, the retailer sometimes calls and requests a shorter delivery time on an order.  The 

retailer has also requested that new product development timelines are slightly shortened.  These 

kinds of requests can occasionally create some minor stress within the RTC organization.  RTC 

has been coping with these shorter timelines because they perceive that there could be some 

potential costs for missing a deadline with the retailer.  This recent focus on shorter timelines is 

not an industry standard and it is not a normal part of doing business in this industry. 

 

No Time Pressure 

Over the last several months, business interactions between RTC and the retailer have remained 

normal.  The retailer does not place tight deadlines on RTC.  Any timelines are achievable and 

do not place any strain on RTC.  The retailer is not asking RTC to change the amount of time it 

takes to complete basic business functions.  RTC believes that they have ample time to complete 

basic tasks for the retailer.  For example, the retailer always provides plenty of delivery time on 

RTC orders. The retailer also provides plenty of time for new product development efforts.  

There is no stress associated with meeting this retailer’s timeline requests.  RTC does not need to 

cope with shorter timelines and does not worry about missing a deadline with the retailer.  The 

current timelines are consistent with industry standards and normal business practices in this 

industry.  
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APPENDIX 5 - Measurement of Dependent and Manipulation Check Variables 

 

Information Exchange (Lusch and Brown 1996) 

Cronbach’s Alpha = .918 

RTC would share information with this retailer about changes that may affect 

them. 

RTC would share information that might be helpful to this retailer. 

RTC would share information with this retailer frequently and informally, and 

not only according to a prespecified agreement. 

 

Relationship Value (Golicic and Mentzer 2006) 

Cronbach’s Alpha = .896 

RTC receives a great deal of benefits from the relationship with the retailer. 

The benefits to RTC in their relationship with the retailer justify the costs of the 

relationship. 

RTC gets a lot of value from the relationship with the retailer. 

 

Operational Knowledge Transfer (Modi and Mabert 2007) 

Cronbach’s Alpha = .907 

RTC personnel would visit the retailer's premises to help them improve 

performance. 

RTC would invite the retailer's personnel to RTC sites to increase the retailer's 

awareness of how their product is made. 

RTC would conduct development and education programs for the retailer's 

personnel.   

 

Communication Quality (Mohr and Sohi 1995) 

Cronbach’s Alpha = .968 

RTC would insure that their communication with this retailer was accurate. 

RTC would insure that their communication with this retailer was adequate. 

RTC would insure that their communication with this retailer was complete. 

RTC would insure that their communication with this retailer was credible. 
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Shared Interpretation (Brockman and Morgan 2003) 

Cronbach’s Alpha = .892 

The retailer and RTC would be very likely to agree on how to use  potentially 

useful information. 

The retailer and RTC would be very likely to share a similar understanding 

about potentially useful information. 

The retailer and RTC would be very receptive to each other’s opinions about 

potentially useful information. 

The retailer and RTC would be very likely to respectfully challenge each 

other’s opinions regarding the meaning of potentially useful information. 

 

Relationship Loyalty (Plank and Newell 2007) 

Cronbach’s Alpha = .783 

RTC would think they have a strong relationship with the retailer. 

RTC would be willing to maintain their relationship with the retailer. 

RTC would recommend the retailer to others. 

 

Time Pressure (Herrington and Capella 1995) 

Cronbach’s Alpha = .941 

RTC is pressured to quickly complete business functions for the retailer. 

RTC must hurry to meet the retailer's deadlines. 

RTC does not have enough time to complete functions for the retailer. 

*How much time pressure is placed on RTC in their relationship with the 

retailer? 

  

Relationship Magnitude – Trust (Golicic and Mentzer 2006) 

Cronbach’s Alpha = .972 

The retailer has high integrity. 

The retailer can be counted on to do what is right. 

The retailer is sincere in their promises. 
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Relationship Magnitude – Commitment (Golicic and Mentzer 2006) 

Cronbach’s Alpha = .884 

The relationship RTC has with the retailer is something RTC is very committed 

to. 

The relationship RTC has with the retailer is something RTC intends to 

maintain indefinitely. 

The relationship RTC has with the retailer deserves RTC's maximum effort to 

maintain. 

The relationship RTC has with the retailer is something RTC cares a great deal 

about long-term. 

 

Relationship Magnitude – Dependence (Golicic and Mentzer 2006) 

Cronbach’s Alpha = .901 

RTC could not easily replace the retailer. 

RTC is dependent upon the retailer. 

RTC believes the retailer is crucial to RTC's success. 

 

Realism Checks (Dabholkar 1994) 

Cronbach’s Alpha = .831 

The situation described in the scenario was realistic. 

I can imagine myself in the described situation 

 

 

 



158 

APPENDIX 6 - Confirmatory Factor Analysis Loadings 

CFI = 0.933; RMSEA = 0.069; CMIN/df = 1.995 

INFO RV OPKT CQ SI RL TP RMT RMD RMC 

.819 

.966 

.887 

         

 .865 

.822 

.905 

        

  .837 

.890 

.904 

       

   .940 

.898 

.951 

.952 

      

    .921 

.877 

.865 

.642 

     

     .437 

.886 

.710 

    

      .972 

.964 

.776 

.830 

   

       .951 

.970 

.958 

  

        .825 

.903 

.883 

 

         .888 

.756 

.706 

.894 

 
INFO = Information Exchange 

RV = Relationship Value 

OPKT = Operational Knowledge Transfer 

CQ = Communication Quality 

SI = Shared Interpretation 

RL = Relationship Loyalty 

TP = Time Pressure 

RMT = Relationship Magnitude – Trust 

RMD = Relationship Magnitude – Depend 

RMC = Relationship Magnitude - Commit 
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APPENDIX 7 - Summary of Outcomes for the Hypotheses Tested 

 

Hypothesis # Hypothesis Outcome 

H1a Relationship magnitude is positively related to information 

exchange. 

Supported*** 

 

H1b Relationship magnitude is positively related to 

communication quality. 

Supported*** 

 

H1c Relationship magnitude is positively related to operational 

knowledge transfer. 

Supported*** 

 

H1d Relationship magnitude is positively related to shared 

interpretation. 

Supported*** 

 

H1e Relationship magnitude is positively related to relationship 

value. 

Supported*** 

 

H1f Relationship magnitude is positively related to relationship 

loyalty. 

Supported*** 

 

H2a Time pressure is negatively related to information exchange. Supported*** 

H2b Time pressure is negatively related to communication 

quality. 

Not Supported 

H2c Time pressure is negatively related to operational knowledge 

transfer. 

Not Supported 

H2d Time pressure is negatively related to shared interpretation.  Supported*** 

H2e Time pressure is negatively related to relationship value. Supported*** 

H2f Time pressure is negatively related to relationship loyalty. Supported*** 

H3a Time pressure will have a stronger negative impact on 

information exchange in higher magnitude relationships than 

in lower magnitude relationships. 

Supported* 

H3b Time pressure will have a stronger negative impact on 

communication quality in higher magnitude relationships 

than in lower magnitude relationships. 

Not Supported 

H3c Time pressure will have a stronger negative impact on 

operational knowledge transfer in higher magnitude 

relationships than in lower magnitude relationships. 

Not Supported 

H3d Time pressure will have a stronger negative impact on shared 

interpretation in higher magnitude relationships than in lower 

magnitude relationships. 

Supported* 

H3e Time pressure will have a stronger negative impact on 

relationship value in higher magnitude relationships than in 

lower magnitude relationships. 

Supported* 

H3f Time pressure will have a stronger negative impact on 

relationship loyalty in higher magnitude relationships than in 

lower magnitude relationships. 

Not Supported 

*** p < 0.001;    ** p < 0.01;    * p < 0.05 
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APPENDIX 8 - Dependent Variable Cell Means 

Dependent Variable 

Relationship 

Magnitude 

Time 

Pressure Mean 

Std. 

Deviation Std. Error 

Information 

Exchange High None 5.578 1.23 0.217 

  Low 5.314 1.11 0.217 

   High 4.147a 1.28 0.217 

 Low None 2.667 1.53 0.217 

  Low 2.873 1.31 0.217 

    High 2.637 1.05 0.217 

Relationship Value High None 5.608 0.94 0.211 

  Low 5.520 0.89 0.21 

   High 4.255a 1.06 0.211 

 Low None 3.618 1.55 0.211 

  Low 3.686 1.25 0.211 

    High 3.382 1.49 0.211 

Operational 

Knowledge High None 4.294 1.37 0.232 

Transfer  Low 5.078a 1.28 0.232 

   High 4.235 1.33 0.232 

 Low None 2.265 1.17 0.232 

  Low 2.686 1.65 0.232 

    High 2.529 1.25 0.232 

Communication 

Quality High None 5.566ab 1.01 0.234 

  Low 5.978a 0.93 0.234 

   High 4.926b 1.44 0.234 

 Low None 3.074 1.63 0.234 

  Low 3.669 1.67 0.234 

    High 3.132 1.31 0.234 

Shared Interpretation High None 4.956 0.94 0.189 

  Low 4.846 0.92 0.189 

   High 3.478a 1.12 0.189 

 Low None 2.801 1.23 0.189 

  Low 3.066 1.3 0.189 

    High 2.434 1.01 0.189 

Relationship Loyalty High None 5.245a 0.82 0.177 

  Low 4.608b 0.81 0.177 

   High 3.618c 1.31 0.177 

 Low None 3.853b 1.29 0.177 

  Low 3.412ab 1.23 0.177 

    High 3.010a 1.17 0.18 

 

 

*For each type of relationship with each dependent variable, means with different subscripts are 

significantly different using Tukey’s post hoc analysis at the p < 0.05 level. 
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APPENDIX 9 – Information Exchange Graph 
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APPENDIX 10 – Relationship Value Graph 
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APPENDIX 11 – Operational Knowledge Transfer Graph 
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APPENDIX 12 – Communication Quality Graph 
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APPENDIX 13 – Shared Interpretation Graph 
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APPENDIX 14 – Relationship Loyalty Graph 
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APPENDIX 15 – Average Variance Extracted 

 

  INFO RV OPKT CQ SI RL TP TRUST DEP COMM 

INFO 0.7974                   

RV 0.4058 0.7476                 

OPKT 0.5944 0.2663 0.7846               

CQ 0.5822 0.3411 0.6006 0.8752             

SI 0.5837 0.3819 0.5565 0.5580 0.6978           

RL 0.4277 0.6022 0.2401 0.2981 0.5055 0.6233         

TP 0.0046 0.0159 0.0180 0.0052 0.0299 0.1253 0.7932       

TRUST 0.3869 0.3758 0.3306 0.3982 0.3636 0.3709 0.0169 0.9217     

DEP 0.1429 0.3125 0.1656 0.1858 0.1318 0.1673 0.0445 0.2190 0.7580   

COMM 0.3226 0.3795 0.3588 0.4238 0.3446 0.2798 0.0286 0.5170 0.6162 0.6644 

           

           

Diagonal = AVE           

Lower Matrix  = R2           
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