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Many of the properties of the ordinary Fourier series expansion of a given function are shared by the orthogonal expansions in terms of eigenfunctions of a second order ordinary differential operator. Let $p=p(x)$ and $q=q(x)$ be real-valued functions such that $p, p^{\prime}$, and $q$ are continuous, and $p(x)>0$, on a flnite interval $\mathrm{a} \leq \mathrm{x} \leq \mathrm{b}$. Let $\lambda$ be a complex parameter. The classical SturmLiouville theory [9, section 27; 4, Chapter 7; 21, Chapter 1] is concerned with solutions of the differential equation

$$
-\left(p y^{\prime}\right){ }^{\prime}+q y^{\prime}=\lambda y,
$$

which satisfy certain real boundary conditions whose form need not be given here. These solutions, the so-called eigenfunctions, exist only for certain values of $\lambda$, the corresponding eigenvalues. The SturmLiouvillo theory states that the eigenvalues constitute a countable set of real numbers which cluster only at $+\infty$. The corresponding eigenfunctions constitute an orthogonal system on $[a, b]$ which is complete in $L^{2}(a, b)$. Thus the Parseval relation is also valid. If now the possibilities $a=-\infty$ and $b=+\infty$ are allowed or if the restriction $p(x)>0$ is required merely for $a<x<b$, the complexity of the situation increases. In these cases the problem is called singular, in contrast to the regular case considered above.

[^0]To obtain satisfactory analogues of the completeness and Parseval theorems, it now becomes necessary to replace the seriez expansion of an arbitrary function in $L^{2}(a, b)$ by an expansion in terms of a Stieltjes integral. The singular case has been treated exhaustively by Weyl [23;24], by Stone [20] who uses the general theory of unbounded synmetric operators, by THtchmarsh [21] who uses function theoretic methods, by Kodaira [10] who combines and simplifles the ideas of Weyl and Stone, by Yosida [25], and by Levinson [ $13 ; \mathcal{L}_{4}$ ] who obtains results as liniting cases of theorems valid for compact subintervals of ( $a, b$ ).

The basic facts in the regular case extend verbatim to a formally self-adjoint differential operator L (see Chapter I) of arbitrary order $n$, with complex coefflcients deflined on a compact interval, provided the coefficient of the $n^{\text {th }}$ order derivative does not vanish on that interval [4; Chapter 7]. Proofs in this case require nothing more than the HilbertSchmidt theory of integral equations. When the problem is singular, general results have been obtained only recently. Glazman [5] has generalized several important results of Weyl and Stone concerning the nature of the boundary conditions when the coefficients are real. Kodaira [11] has also discussed boundary conditions in the case of real coefficients and proved the analogues of the completeness and Parseval relations. Coddington [2] and Levinson [15] have considered these questions when the coefflcients are complex and have obtained the expansion and Parseval theorems in two important cases. In these cases they also prove the inverse transform theorem which is the analogue of the Riesz-Fischer theorem in the theory of ordinary Fourier series.

One of the main results of the present paper is a proof, in Chap-
ter II, of the expansion, Parseval, and inverse transform theorems, by use of the theory of generalized direct sums of Hilbert spaces, which theory is due to von Neumann [22]. These theorems are most elegantly stated in a form given them by Kodaira [10]. Let ( $P_{j k}$ ) be an Hermitian, nondecreasing $n$ by $n$ matrix whose elements are Lebesguenstieltjes measures on the real $\lambda$ aris, $\Lambda$ (see Chapter II). Let $X$ and $\omega$ be n-vector valued functions of $\lambda$ with $i^{\text {th }}$ component $\chi_{i}(\lambda)$ and $\omega_{i}(\lambda)$ respectively. If we introduce the inner product

$$
(\omega, x)=\int_{\Lambda} \sum_{j, k=1}^{n} \omega_{j}(\lambda) \overline{x_{k}(\lambda)} d \rho_{j k}(\lambda),
$$

It is easy to see that the set $\Omega$ of those $\omega$ for which $(\omega, \omega)<\infty$ becomes a Hilbert space in this inner product. The expansion, Parseval, and inverse transform theorems may then be stated as the following theorem, which will be proved in Chapter II.

> If I is a formally self-adjoint differential operator of order n , and if H is a self-adjoint extension of L in the Hilbert space $L^{2}(a, b)$, then corresponding to each system of Iinearly independent solutions $s_{j}(x, \lambda) j=I_{,} \ldots, n$, of $L y=\lambda_{y}$ on $(a, b)$, there exists a spectral matrix $\left(\rho_{j k}\right)$, with the properties described above, such that the associated Hilbert space $\Omega$ is unitarily equivalent to $L^{2}(a, b)$. Thus if $u \in L^{2}(a, b)$ and $\omega$ is its image in $\Omega$, the Parseval equality

$$
\|u\|=\|\omega\|
$$

is valid. The fact that to each $\omega$ in $\Omega$ corresponds a $u \in L^{2}(a, b)$ is the content of the inverse transform theorem. Finally the expansion theorem, the analogue of the completeness theorem in the regular case, states that $u$ and $\omega$ are related by the specific formulas

$$
\begin{aligned}
& \omega_{j}(\lambda)=\int_{a}^{b} \overline{s_{j}(x, \lambda)} u(x) d x \\
& u(x)=\int_{\Lambda} \sum_{j, k=1}^{n} s_{j}(x, \lambda) \omega_{k}(\lambda) d \rho_{k j}(\lambda)
\end{aligned}
$$

where the first integral converges in the norm of $\Omega$ and the second in the norm of $L^{2}(a, b)$.

Chapter I contains deflnitions and facts pertinent to later chapters.

In Chapter III a generalization, with a different proof, is given of a theorem of Coddington [2, Theorem 3] which characterizes the selfadjoint extensions of L , when such extensions exist, in terms of certain boundary conditions.

It is shown in Chapter IV that a theorem of Hartman and Wintner [7] concerning the eigenvalues of $L$ in one of the cases considered by Weyl is actually ralid in a much more general setting.

Since the printing of the text of this paper the author has noted the appearance in the Canadian Journal of Mathematics, Vol. X, No. 3 (1958), pp. 431-446, of a paper by F. Brauer in which the eigenfunction expansion problem is treated using the method of generalized direct sums of Hilbert spaces. Brauer's approach to the problem is very simlar to the one used in the present paper; and in fact he proves the analogues of the main results of Theorem 2.64 for the eigenvalue problem $L u=\lambda$ Mu, where $L$ and $M$ are ordinary self-adjoint differential operators and $M$ is senibounded below with positive lower bound. Since we have assumed only that $\mathbf{r}>0$, his results, as stated, actually do not include Theorem 2.64. Moreover, he does not state equations $(2.69)$ or $(2,70)$. In proving the analogue of the assertion connected with (2.49), Brauer appeals to a general theorem on weak solutions of partial differential equations; thus he is able to state that his main results are also valid for certain elliptic partial differential operators. Also, it might be mentioned that he does not give the Fubini argument on $\mathrm{pp} .14,15$ or the interchange of sum and integral on pp. 16, 17. The method given on pp. 18-20 and 22-25, of extending the inversion formulas from restricted classes of functions in Q to all of of is merely alluded to as standard in Brauer's paper. Finally, Brauer discusses boundary conditions associated with $\mathrm{Lu}=\lambda \mathrm{Mu}$ and gives a theorem which is almost identical in statement and proof with Theorem 3 in [2]. Our Theorem 3.13, which concerns abstract operators in an arbitrary Hilbert space, includes both of these theorems. From Brawer's paper we have also learned that the von Neumann theory
of generalized direct sums had been applied to elliptic partial differential operators by L. Gärding and published in nimeographed notes through the University of Maryland in 1954, through the University of Lund in 1956, and through the University of Colorado in 1957. The reader is referred to the bibliography of Brauer's paper for references.

## PRELIMINARIES

## Linear Operators; Spectral Representation of Self-Adjoint Operators

A (linear) operator or transformation $A$ in a Hilbert space is a map from a Inear manifold $D_{A} C$ of into of which is additive and homogeneous. For the basic facts about unbounded operators see [20], [19], or [16]. If $D_{A}$ is dense in \& , there is a well defined operator $A^{*}$, the adjoint of $A$ whose domain $D_{A^{*}}$ consists of those $v \in$ \&f corresponding to which there exists a unique $\nabla^{*} \varepsilon$ gf satisfying

$$
\begin{equation*}
(A u, \nabla)=\left(u, \nabla^{*}\right) \text { for all } u \in D_{A} \tag{1.1}
\end{equation*}
$$

$A^{*}$ is defined on $D_{A^{*}}$ into $\neq$ by the equation $A^{*} V=\nabla^{*}$. If $D_{A}$ is not dense in $\&$ there will not be a unique $\mathbb{*}^{*}$ with the property 1.1 ; so that $A^{*}$ will not exist.

If $B$ is an operator such that $D_{B} \supset D_{A}$, and if $B u=A u$ for all $u \in D_{A}$, then $B$ is called an extension of $A$, wroitten $A \subseteq B$. If $D_{A}$ is dense in at and if $A \subseteq B$, then $B^{*} \subseteq A^{*}$. We write $A=B$ if and only if $A \subseteq B$ and $B \subseteq A$.

If $\|A u\|=\|u\|$ for every $u \varepsilon D_{A}, A$ is called isometric. If $D_{A}$ is dense in $\mathscr{A}$ and $A \subseteq A^{*}, A$ is called symmetric. If $D_{A}$ is dense and $A=\dot{A}^{*}, A$ is called selfaadjoint. If $D_{A}$ is dense and $A \subseteq B$ where $B$ is symmetric, then $B \subseteq A^{*}$. A symmetric operator may or may not have selfaadjoint extensions. In Chapter IV, where it is pertinent, an outline is presented of von Neumann's theory [20, Chapter IX] of the symetric extensions of a given symmetric operator. This
theory leads to an elegant necessary and sufflcient condition for the existence of self-adjoint extensions.

An operator $A$ is called closed if for each sequence $\left\{u_{n}\right\}$ of elements of $D_{A}$ which converges, say to $u$, and for which the sequence \{An $\left.n_{n}\right\}$ converges, say to $\nabla$, it is true that $u \in D_{A}$ and $A u=\nabla$. An adjoint operator is always closed. If $A$ is closed and $D_{A}$ dense in \&y, then $D_{A^{*}}$ is also dense in \& and $A^{* *}=A$. [19, p. 302]

If $A$ is self-adjoint it has a spectral representation which we proceed to describe.

A resolution of unity [19, p. 313] is a one parameter family of projections $E(\lambda)$ in $\neq-\infty<\lambda<+\infty$, satisfying
(a) $\mathrm{E}(\lambda) \subseteq \mathrm{E}(\mu)$ if $\lambda<\mu$
(b) $E(\lambda+0)=E(\lambda)$
(c) $\mathrm{E}(\lambda) \longrightarrow 0$ when $\lambda \rightarrow-\infty$, and $\mathrm{E}_{\lambda} \longrightarrow \mathrm{I}$ (the identity operator) whea $\lambda \rightarrow+\infty$.

The spectral theorem [19, Section 120] states that if $A$ is a selfadjoint operator, there exists a resolution of unity $E(\lambda)$ such that $D_{A}$ consists of those $\left.u \in \mathbb{q}\right\}$ satisfying

$$
\begin{equation*}
\|A u\|^{2}=\int_{-\infty}^{\infty} \lambda^{2} d_{\lambda}\|E(\lambda) u\|^{2}<+\infty \tag{1.2}
\end{equation*}
$$

and if $u$ \& $D_{A}, \nabla \varepsilon 94$, then

$$
\begin{equation*}
(A u, v)=\int_{-\infty}^{\infty} \lambda d_{\lambda}(E(\lambda) u, \nabla) \tag{1,3}
\end{equation*}
$$

Equation 1.3 determines $E(\lambda)$ uniquely. The eigenvalues of $A$ are the points of discontinuity of $E(\lambda)$ 。

Generalized Direct Sums of Hilbert Spaces
To vol Newman [22] is due the idea of a generalized direct sum of Hilbert spaces. (A lucid exposition is contained in [17, Section 2].) For each real $\lambda$ let $\tilde{f}(\lambda)$ be a separable Hilbert space. Let $\sigma(\lambda)$ be a real valued, non-decreasing, right continuous, bounded function defined on $\Lambda$, the real $\lambda$ axis. We shall follow von Newman [22] in calling a function with these properties an $N$-function. Let $\widetilde{\mathbf{X}}$ denote the set-theoretic cartesian product $\tilde{X}=\prod_{\lambda \varepsilon \Omega} \tilde{\tilde{f}^{( }(\lambda)}$. We use $\tilde{u}, \tilde{v}$ to denote elements of $\tilde{X}$ whose respective $\lambda^{\text {th }}$ coordinates we denote by $\tilde{u}(\lambda), \tilde{v}(\lambda)$. If $\tilde{A}$ is a subset of $\tilde{X}$ satisfying the following axioms, $\tilde{\nVdash}$ is called a generalized direct sum of the $\tilde{\nexists}(\lambda)$, and we say that $\sigma$ belongs to $\tilde{\mathscr{H}}$.
(a) $\tilde{u} \varepsilon \tilde{H}$ and $\tilde{v} \in \tilde{\nsim}$ imply that the inner product (in $\tilde{\notin f}(\lambda)$ ) $(\tilde{u}(\lambda), \tilde{\nabla}(\lambda))$ is a $\sigma$-measurable function of $\lambda$.
(b) $\tilde{u} \varepsilon \tilde{H}$ implies $\int_{\Lambda}\|\tilde{u}(\lambda)\|^{2} d \sigma(\lambda)<+\infty$.
(c) $\tilde{\not q}$ is maximal with respect to properties (a) and (b) in the sense that if $\tilde{u} \varepsilon \tilde{\mathbb{X}}$ is such that $(\tilde{u}(\lambda), \tilde{\nabla}(\lambda))$ is $\sigma$-measurable for every $\tilde{v} \varepsilon \tilde{\nexists}$, and $\int_{\Lambda}\|\tilde{u}(\lambda)\|^{2}$ do $(\lambda)<+\infty$, then ur $\check{\text { ut. }}$

It follows from (a) and (b) that the integral

$$
\begin{equation*}
(\tilde{u}, \tilde{v})=\int_{\Lambda}(\tilde{u}(\lambda), \tilde{v}(\lambda)) d \sigma(\lambda), \tag{1.4}
\end{equation*}
$$

exists and (using (c) also) that $\tilde{F}$ with this inner product is a Hilbert space. As usual we identify elements the norm of whose difference vanishes. In particular completeness is proved [22, Leman 2] much as is completeness of the ordinary $L^{2}$ spaces. It also follows from the come pleteness proof that if $\tilde{u}_{n} \longrightarrow \tilde{u}$ in $\tilde{\nVdash \not}$ as $n \longrightarrow \infty$, then there exists a subsequence $\tilde{u}_{\mathbf{n}_{k}}$ such that $\tilde{u}_{\text {mk }_{k}}(\lambda) \longrightarrow \tilde{u}(\lambda)$ in $\tilde{\nsim}(\lambda)$, excopt possibly for a $\lambda$ set of $\sigma$-measure zero. The linear operations in $\tilde{\nexists}$ are defined according to the rule that $a \tilde{u}+b \tilde{v}=\tilde{w}$ is equivalent to $a \tilde{u}(\lambda)+b \tilde{u}(\lambda)=\tilde{w}(\lambda)$.

Let $k(\lambda)=\operatorname{dim} \tilde{\nsim}(\lambda)$ (the value $+\infty$ being allowed). Let

$$
\begin{equation*}
\Delta_{l}=\{\lambda \in \Omega: k(\lambda)=l\} \quad l=1,2, \ldots,+\infty \tag{1.5}
\end{equation*}
$$

For each $\lambda$ suppose $\tilde{\psi}_{2}(\lambda), \ldots, \tilde{\psi}_{k(\lambda)}(\lambda)$ is a basis in $\tilde{H}^{(\lambda)}$ having the property that if $\tilde{u} \varepsilon \tilde{\not}$, then (a) and (b) are equivalent to both the conditions
(a) $\left(\tilde{u}(\lambda), \tilde{\psi}_{m}(\lambda)\right)$ is $\sigma$-measurable for $m=1,2, \ldots, k(\lambda)$ (b) $\int_{\Lambda} \sum_{m=1}^{k(\lambda)}\left|\left(\tilde{u}(\lambda), \tilde{\psi}_{m}(\lambda)\right)\right|^{2} d \sigma(\lambda)<+\infty$.

The systems $\left\{\tilde{\psi}_{m}(\lambda)\right\}$ are then said to constitute a measurable family with respect to $\tilde{H}$. Measurable families exist, and $k(\underline{\lambda})$ is $\sigma$ measurable [22, Theorem I]. Conversely [22, Theorem II] if $b_{m}(\lambda)$, $m=1, \ldots, k(\lambda)$, are $\sigma$-measurable and satisfy
$\int_{\Lambda} \sum_{m=1}^{k(\lambda)}\left|b_{1}(\lambda)\right|^{2} d \sigma(\lambda)<+\infty$, and if $\left\{\tilde{\psi}_{m}(\lambda)\right\}$ is a measurable family, then $\tilde{u}(\lambda) \equiv \sum_{m_{m}=1}^{k(\lambda)} b_{m}(\lambda) \widetilde{\mathcal{F}}_{m}(\lambda)$ defines an element $\widetilde{u} \varepsilon \tilde{\mathscr{H}}$.

Let $E(\lambda)$ be a resolution of unity in a Hilbert space $\mathcal{A}$. . $E(\lambda)$ is said to be absolutely continuous with respect to an $N$-function $\tau(\lambda)$ if and only if $\|E(\lambda) u$,$\| , considered as a function of \lambda$, is absolutely continuous with respect to $\tau(\lambda)$ for every $u \in q]$. An N-function $\sigma(\lambda)$ is said to be equivalent to $E(\lambda)$ if and only if for every $N$-function $\tau(\lambda)$, the absolute continuity of $E(\lambda)$ with respect to $\tau(\lambda)$ is equivalent to the absolute continuity of $\sigma(\lambda)$ with respect to $\tau(\lambda)$.

Let $\tilde{\mathbb{E}}(\lambda)$ be a resolution of unity in a generalized direct sum $\tilde{7}$ to which $\sigma(\lambda)$ belongs. $\widetilde{\mathbb{E}}(\lambda)$ will be said to belong to $\widetilde{\mathbb{A}}$ if $\tilde{u} \varepsilon \tilde{\not} \tilde{y}$ and $\tilde{E}(\mu) \tilde{u}=\tilde{w}$ together 1 imply $\tilde{w}(\lambda)=\rho_{\mu}(\lambda) \tilde{u}(\lambda)$, where $e_{\mu}(\lambda)$ is the characteristic function of the $\lambda$ set $-\infty<\lambda \leq \mu$. If $\not \approx$ is a Hilbert space unitarily equivalent to $\widetilde{H}$ and $E(\lambda)$ the resolution of unity in of corresponding to $\tilde{E}(\lambda)$ in $\tilde{T}$, we will also say that $E(\lambda)$ belongs to $\tilde{\nmid z}$ if $\tilde{E}(\lambda)$ belongs to $\tilde{\nmid}$.

If $E(\lambda)$ is a resolution of unity in a separable Hilbert space If and $\sigma(\lambda)$ an $N$-function, then there exists a generalized direct sum $\tilde{\nexists}$ which is unitarily equivalent to of to which $E(\lambda)$ and $\sigma(\lambda)$ belong if and only if $\sigma(\lambda)$ is equivalent to $E(\lambda)$ [22, Theorem III]. As a consequence of this theorem and the fact that there always exists a $\sigma(\lambda)$ equivalent to each $E(\lambda) \quad[22$, p. 407] we may state the following lemma, which will be fundamental to the proof of the
main theorem in Chapter II.
1.6 Lemma. Corresponding to any resolution of unity $E(\lambda)$ in a separable Hilbert space $\mathscr{H}$ there exists a generalized direct sum $\tilde{\not q}$ which is unitarily equivalent to $\mathscr{A}$ and to which $E(\lambda)$ belongs.

## Differential Operators

By a (linear, ordinary) differential operator $L$ is meant an expression of the form

$$
\begin{equation*}
L \equiv p_{0}\left(\frac{d}{2 x}\right)^{n}+p_{1}\left(\frac{d}{d x}\right)^{n-2}+\ldots+p_{n} \tag{1.7}
\end{equation*}
$$

where $p_{1}=p_{1}(x)$ is a complex valued function of class $c^{n-i}$ on an intergal $\mathrm{a}<\mathrm{x}<\mathrm{b}, \mathrm{a}=-\infty$ and $\mathrm{b}=+\infty$ being allowed. The domain of $L$ consists of functions $u(x)$ for which $u(n-1)(x)$ is absolately continuous on ( $\mathrm{a}, \mathrm{b}$ ) . I is called (formally) self-adjoint if it coincides with its Lagrange adjoint [4, pp. 84-86]
(1.8) $\quad L^{*} \equiv(-1)^{n}\left(\frac{d}{d x}\right)^{n}\left(\bar{p}_{0^{0}}\right)+(-1)^{n-2}\left(\frac{d}{d x}\right)^{n-2}\left(\bar{p}_{1} \cdot\right)+\ldots+\bar{p}_{n} \cdot$.

We suppose $p_{0}(x) \neq 0$ on $(a, b)$.
Let $r(x)>0$ be defined and measurable on (arb) and bounded on every compact subinterval of ( $\mathrm{a}, \mathrm{b}$ ) . We are interested in the eigenvalue problem $I y=\lambda_{\text {ry .. }}[18 ; 12]$. Let $g \not$ be the Hilbert space of (equivalence classes of) complex valued measurable functions $u$ defined on ( $a, b$ ) and satisfying

$$
\begin{equation*}
\int_{a}^{b}|u(x)|^{2} r(x) d x<+\infty, \tag{1.9}
\end{equation*}
$$

The inner product in $9 t$ is given by

$$
\begin{equation*}
(u, v)=\int_{a}^{b} u(x) \overline{v(x)} r(x) d x \tag{1.10}
\end{equation*}
$$

Following [18] (compare also [20] and [2]) let D consist of those u E If for which the following conditions are satisfied.
(i) $u$ and its derivatives to order $n-1$ are continuous on ( $\mathrm{a}, \mathrm{b}$ ) .
(ii) $u^{(n-z)}$ is absolutely continuous on every compact subinterval of ( $a, b$ ).
(iii) $\frac{1}{r} \operatorname{Lu} \in q \nmid$.

Let $T$ be the operator in $\%$, with domain $D=D_{T}$, defined by $T u=\frac{1}{r} L u$ for $u \in D$ 。

If $a<x_{1}<x_{2}<b$ and $u$, $v \in D$, then
(1.11) $\int_{x_{1}}^{x_{2}}(\bar{v} u-u \bar{\nabla}) d x=[u, v]\left(x_{2}\right)-[u, v]\left(x_{1}\right)$,
where $[u, \nabla](x)$ is a certain bilinear form in $u, v$, and their derivetimes to order $n-1$ [4, p. 86]. Since $v \in$ af and $\frac{1}{r} L u \varepsilon \not \subset$, it follows from the Schwarz inequality that VIL $\varepsilon L(a, b)$. Similarly $\overline{u \bar{v}} \& L(a, b)$; so that from (1.11) the limits $[u, v](a)=\lim _{x \rightarrow a}[u, v](x)$
and $[u, v](b)=\lim _{x \rightarrow b}[u, v](x)$ exist. Define $\langle u, v\rangle \equiv[u, v](b)-[u, v](a)$. Define

$$
D_{0} \equiv\left\{\begin{array}{lll}
u & \varepsilon & D \tag{1.12}
\end{array}\langle u, \nabla\rangle=0 \text { for all } v \varepsilon D\right\} .
$$

Let $T_{0}$ be the restriction of $T$ to $D_{0}$. Then [2, Theorem l] $T_{0}$ is a closed symmetric operator, $T_{0}^{*}=T$, and $T^{*}=T_{0}$.

In proving these facts Coddington introduces a function $K(x, y)$ defined for $\mathrm{a}<\mathrm{x}<\mathrm{b}$, $\mathrm{a}<\mathrm{y}<\mathrm{b}$, which he shows to have the property that if $\delta=[\mathrm{c}, \mathrm{d}]$ is a compact subinterval of $(\mathrm{a}, \mathrm{b})$ and $\nabla(x) \varepsilon L^{2}(\delta)$, then the function $w$ defined on $\delta$ by

$$
\begin{equation*}
w(x)=\int_{c}^{x} K(x, y) V(y) d y \tag{1.13}
\end{equation*}
$$

is such that $\mathrm{w}^{(\mathrm{n}-1)}$ is absolutely continuous on $\delta$, and on $\delta^{\circ}$, the interior of $\delta$, w satisfies
(1.14)
$\mathrm{Lw}=\mathrm{v}$,
in the sense that ( Lw ) ( x ) exists for almost all x and is equal to $\nabla(x)$ for almost all $x$. From an expression [2, formula 2.10] given by Coddington for the derivatives of $w$ it follows that

$$
\begin{equation*}
w^{(j)}\left(c^{+}\right)=0, \quad j=0,1, \ldots, n-1 . \tag{1.15}
\end{equation*}
$$

$K(x, y)$ has the explicit form
(1.16)

$$
K(x, y)=\sum_{i, j=1}^{n} a_{i j} s_{i}(x) \overline{s_{j}(y)},
$$

where $s_{1}, \ldots, s_{n}$ and $a_{1 j}, i, j=1, \ldots, n$, are certain numbers.

## THE EXPANSION THEOREM AND PARSEVAL EQUALITY

In this Chapter we show how vol Neumann's theory of generalized direct sums of Hilbert spaces leads in a natural way to the expansion and Parseval theorems.

Let $L$ be a formally self-adjoint differential operator on ( $a, b$ ) with nonvanishing leading coefficient $p_{0}$. We follow the notation of the last section of Chapter I. Suppose that the operator $T_{0}$ in $\mathcal{F}_{f}$ has a self-adjoint extension $H$. This condition is always satisfied if $L$ has real coefficients [19, p. 325]. Conditions for the existence of selfadjoint extensions of a closed symmetric operator are described in Chapter IV, where references are also given.

Let $E(\lambda)$ be the resolution of unity corresponding to $H$ which occurs in the spectral theorem. By (1.6) there exists a generalized direct sum $\tilde{\nexists}$ which is unitarily equivalent to $I f$ and to which $E(\lambda)$ belongs. If $u \in \mathscr{q}$, let $\tilde{u}$ be its correspondent in $\tilde{q}$. Denote by $\widetilde{E}(\lambda)$ and $\widetilde{H}$ the operators in $\tilde{\nsim}$ corresponding to $E(\lambda)$ and $H$ respectively. According to Chapter $I$, the assertion that $E(\lambda)$ belongs to of means that

$$
\begin{equation*}
\widetilde{E}(\mu) \tilde{u}=\tilde{w} \text { implies } \tilde{w}(\lambda)=e_{\mu}(\lambda) \tilde{u}(\lambda), \tag{2.1}
\end{equation*}
$$

where $e_{\mu}(\lambda)$ is the characteristic function of $(-\infty, \mu]$. By (1.4)
(2.2)

$$
(\tilde{w}, \tilde{v})=\int_{\Omega}(\tilde{w}(\lambda), \tilde{v}(\lambda)) d \sigma(\lambda) .
$$

From 2.1 and 2.2

$$
(\tilde{E}(\mu) \tilde{u}, \tilde{v})=\int_{\Lambda}(\otimes \mu(\lambda) \tilde{u}(\lambda), \tilde{v}(\lambda)) d \sigma(\lambda)
$$

(2.3)

$$
=\int_{-\infty}^{\mu}(\tilde{u}(\lambda), \tilde{v}(\lambda) d \sigma(\lambda) \xi
$$

or, in terms of the Radon-Nikodym derivative,

$$
\begin{equation*}
\frac{d_{\mu}\left(\tilde{E}(\mu) \tilde{u}_{,} \tilde{v}\right)}{d \sigma(\mu)}=(\tilde{u}(\mu), \tilde{v}(\mu)) \tag{2,4}
\end{equation*}
$$

From the spectral representation ( 1.3 ) of $H$ and (2.4) we conclude that if $\tilde{u} \varepsilon D_{\tilde{H}}$ and $\tilde{v} \varepsilon \tilde{\not q}$ then
(2.5) $\quad(\tilde{H} \tilde{u}, \tilde{v})=\int_{-\infty}^{\infty} \mu d_{\mu}(\tilde{E}(\mu) \tilde{u}, \tilde{v})=\int_{-\infty}^{\infty} \mu(\tilde{u}(\mu), \tilde{v}(\mu)) d \sigma(\mu) \quad$.

Thus

$$
\begin{equation*}
\tilde{H} \tilde{u}=\tilde{W} \text { is equivalent to } \tilde{W}(\lambda)=\lambda \tilde{u}(\lambda) \text {. } \tag{2.6}
\end{equation*}
$$

Similarly we find, using (1.2) and (2.4), that
(2.7) $\|\tilde{H} \tilde{u}\|^{2}=\int_{-\infty}^{\infty} \mu^{2} d \mu(\tilde{E}(\mu) \tilde{u}, \tilde{u})=\int_{-\infty}^{\infty} \mu^{2}\|\tilde{u}(\mu)\|^{2} d \sigma(\mu)$.

Hence $D_{\tilde{H}}$ is the set of $\tilde{u} \varepsilon \tilde{\not q}$ for which the last written integral is finite.

Let $c$ satisfy $a<c<b$, and define


Let $\delta$ be a non-degenerate compact subinterval of $(a, b)$ with one endpoint at $c$.. Let $K(x, y)$ be the function mentioned in the last section of Chapter I. Define the function $K^{*}(x, y)$ on $(a, b) \times(a, b)$ by

$$
K^{*}(x, y)=\left\{\begin{array}{l}
X(x, y) \text { if } c \leq y<x  \tag{2.9}\\
-K(x, y) \text { if } x<y \leq c \\
0 \text { for all other } x, y \text { in }(a, b)
\end{array}\right.
$$

For any $x \in \delta^{0}$ and $\nabla \varepsilon L^{2}(\delta)$ it follows that

$$
\begin{equation*}
\int_{c}^{x} K(x, y) \nabla(y) d y=\int_{\delta} K^{*}(x, y) \nabla(y) d y \tag{2.10}
\end{equation*}
$$

Thus the function $w$ defined by (1.13) may also be expressed in the form

$$
\begin{equation*}
w(x)=\int_{\sigma} K^{*}(x, y) \nabla(y) d y \tag{2.11}
\end{equation*}
$$

By (1.14) it follows that
(2.12) if $w(x)$ satisfies (2.11), where $v \in L^{2}(\delta)$, then $L w=\nabla$.

Let $D$ be the manifold defined in the last section of Chapter $I$. Starting with u $\varepsilon \quad D$ form

$$
\begin{equation*}
L u=\nabla \tag{2.13}
\end{equation*}
$$

By property (iii) in the definition of $D, \frac{V}{F} \in \mathcal{A}$; that is

$$
\begin{equation*}
\int_{a}^{b} \frac{|\nabla(x)|^{2}}{r(x)} d x<+\infty \tag{2.14}
\end{equation*}
$$

Since $r$ is bounded on every compact subinterval of $(a, b),(2.14)$ impplies $v \in L^{2}(\delta)$. Thus, if we define $w$ by (2.11) in terms of this $\nabla$, by (2.12) w satisfies $L w=\nabla ;$ and furthermore $w$ satisfies the Infill conditions ( 1.14 ). Hence if, in addition, we assume $u \quad \varepsilon D_{c}$ of (2.8), $u(x)$ and $w(x)$ satisfy the same linear differential equation (2.13) for almost all $x \in \delta$ and the same initial conditions (1.14). We conclude that $u(x)=w(x)$ for almost all $x \in \delta$. That is, using (2.11) and (2.13),
(2.15) if $u \in D_{c}$, then for almost all $x \in \delta, u(x)=\int_{\delta} K^{*}(x, y)(L u)(y) d y$.

$$
\text { Define } f_{x}(y)=f_{x}^{\delta}(y) \text { by }
$$

$$
f_{x}(y)= \begin{cases}\overline{\mathbf{x}^{m}(x, y)} & \text { if } x \in \delta \quad \text { and } y \varepsilon \delta  \tag{2.16}\\ 0 & \text { if } x \notin \delta \text { or } y \notin \delta\end{cases}
$$

Then if $\varepsilon D_{H}$, using ( , ) to denote the inner product in both
$\nRightarrow$ and $\widetilde{\nexists}$,

$$
\begin{aligned}
\int_{\sigma}(L u)(y) k^{*}(x, y) d y & =\int_{a}^{b}(L u)(y) \overline{f_{x}(y)} d y=\int_{a}^{b}(H u)(y) \overline{f_{x}(y)} r(y) d y \\
& =\left(H u, f_{x}\right)=\left(\tilde{H} \tilde{u}_{,}, \tilde{f}_{x}\right)=\int_{A} \lambda\left(\tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right) d \sigma(\lambda),
\end{aligned}
$$

the last equality following from (2.5). Hence we see from (2.15) that

$$
\text { if } u \& D_{c} \text {, then for almost all } x \in \delta \text {, }
$$

$$
\begin{equation*}
u(x)=\int_{\Omega} \lambda\left(\widetilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right) d \sigma(\lambda) \tag{2.17}
\end{equation*}
$$

We now make some estimates so that we may apply the Fubini theorem later. Let $u \in D_{H}, \nabla \varepsilon q \nmid$. Applying first the Schwarz inequality in $\tilde{\nexists}(\lambda)$, then the Schwarz inequality for integrals, then (2.7), (1.4), and the unitary equivalence of $\not \approx$ and $\widetilde{\nexists}$ we see that
(2.18)

$$
\begin{aligned}
& \int_{\delta}\left\{\int_{\Omega}\left|\lambda \cdot\left(\tilde{u}(\lambda), \widetilde{f}_{x}(\lambda)\right)\right| \cdot|v(x)| \cdot r(x) d \sigma(\lambda)\right\} d x \\
\leq & \int_{\delta}\left\{\int_{\Omega}\|\lambda \tilde{u}(\lambda)\| \cdot\left\|\tilde{f}_{x}(\lambda)\right\| d \sigma(\lambda)\right\}|v(x)| \cdot r(x) d x \\
\leq & \int_{\delta}\left\{\int_{\Omega} \lambda^{2}\|\tilde{u}(\lambda)\|^{2} d \sigma(\lambda)\right\}^{\frac{3}{2}}\left\{\int_{\Omega}\left\|\widetilde{f}_{x}(\lambda)\right\|^{2} d \sigma(\lambda)\right\}^{\frac{1}{2}}|v(x)| \cdot r(x) d x \\
= & \|\tilde{H} \tilde{u}\| \cdot \int_{\delta}\left\|f_{x}\right\| \cdot|v(x)| \cdot r(x) d x .
\end{aligned}
$$

Application of Schwarz's integral inequality to the last integral yields

$$
\begin{equation*}
\int_{\delta}\left\{\int_{\Omega}\left|\lambda\left(\tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right)\right| \cdot|\nabla(x)| \cdot r(x) d \sigma(\lambda)\right\} d x \tag{2.19}
\end{equation*}
$$

$$
\leq\|\tilde{H} \tilde{u}\|\left\{\int_{f}\left\|f_{x}\right\|^{2} r(x) d x\right\}^{\frac{1}{2}}\left\{\int_{\delta}|v(x)| r(x) d x\right\}^{\frac{1}{2}}
$$

Since $v \in \mathbb{O}$, the last written factor is finite. As for the other factor, notice first that $\left\|f_{x}\right\|^{2}=\int_{a}^{b}\left|f_{x}(y)\right|^{2} d y=\int_{\delta}|K(x, y)|^{2} d y$; so that the square of the first factor is $\int_{\delta} r(x)\left\{\int_{\delta}|K(x, y)|^{2} d y\right\} d x$ $=\int_{\delta x \delta}|K(x, y)|^{2} r(x) d x d y$, which is finite since $K(x, y)$ is piecewise continuous by (1.16). Thus the integral on the left side of (2.19) is finite.

Let $u \varepsilon D_{c}, \nabla \varepsilon D_{\delta}$, where $D_{\delta}$ is defined by

$$
\begin{equation*}
D_{\delta}=\{v \in D: v(x)=0 \text { for almost all } x \notin \delta\} \tag{2.20}
\end{equation*}
$$

Then by the unitary equivalence of $\mathscr{A}$ and $\tilde{\nVdash}$ and by (2.17)

$$
\begin{aligned}
(\tilde{u}, \tilde{v}) & =(u, v)=\int_{a}^{b} u(x) \overline{v(x)} r(x) d x=\int_{\delta} u(x) \overline{v(x)} r(x) d x \\
& =\int_{\delta}\left\{\int_{\Lambda} \lambda\left(\tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right) d \sigma(\lambda)\right\} \overline{v(x) r}(x) d x
\end{aligned}
$$

Because of the finiteness of the left side of (2.19), we may apply the Fubini theorem to conclude that

$$
\begin{equation*}
(\tilde{u}, \tilde{v})=\int_{\Lambda}\left\{\int_{\delta} \lambda\left(\tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right) \overline{v(x)} r(x) d x\right\} d \sigma(\lambda) . \tag{2.21}
\end{equation*}
$$

According to Chapter I we may introduce a measurable family $\left\{\tilde{\psi}_{m}(\lambda)\right\}$ in $\tilde{\theta}_{\mathcal{H}}$, in terms of which it is evident that if $\tilde{u}$, $\tilde{v} \in \tilde{\mathscr{H}}$, then
(2.22) $(\tilde{u}, \tilde{v})=\int_{\lambda}\left\{\sum_{m=1}^{k(\lambda)}\left(\tilde{u}(\lambda), \widetilde{\psi}_{m}(\lambda)\right)\left(\overline{\widetilde{v}(\lambda), \widetilde{Y}_{m}(\lambda)}\right\} d \sigma(\lambda)\right.$.

Thus (2.17) states that
if $u \in D_{c}$ then for almost all $x \in \delta$,
(2.23)

$$
u(x)=\int_{\Lambda}\left\{\sum_{m=1}^{k(\lambda)}\left(\lambda \tilde{u}(\lambda), \tilde{\psi}_{m}(\lambda)\right)\left(\overline{\left.\hat{f}_{x}(\lambda), \widetilde{\psi}_{m}(\lambda)\right)}\right\} d \sigma(\lambda)\right.
$$

and (2.21) states that
(2.24) $(\tilde{u}, \tilde{v})=\int_{\Omega}\left[\int_{\delta}\left\{\sum_{m=1}^{k(\lambda)}\left(\tilde{u}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) \overline{\left(\lambda v(x) r(x){\widetilde{\Phi_{x}}}_{x}(\lambda), \widetilde{\gamma}_{m}(\lambda)\right)}\right\} d x\right] d \sigma(\lambda)$.

If we may interchange summation and integration in (2.24) we may write (2.25) ( $\tilde{u}, \tilde{v})=\int_{\Omega}\left\{\sum_{m=1}^{k(\lambda)}\left(\tilde{u}(\lambda), \tilde{\psi}_{m}(\lambda)\right) \int_{\delta}\left(\overline{\left(\lambda v(x) r(x) \hat{T}_{x}(\lambda), \widetilde{\psi}_{m}(\lambda)\right.}\right) d x\right\} d \sigma(\lambda)$.

To justify the interchange we use the dominated convergence theorem. Since the interchange takes place within a $\sigma(\lambda)$ integral o it is suficlient to show dominance by an x-integrable function for almost all
$\lambda[\sigma]$. (This notation shall mean almost all $\lambda$ with respect to $\sigma_{0}$ ) Thus we estimate by the Cauchy inequality

$$
\begin{aligned}
& \sum_{m=1}^{k(\lambda)} \mid\left(\tilde{u}(\lambda), \tilde{\psi}_{m}(\lambda)\right) \cdot\left(\overline{\left(\lambda \tilde{f}_{x}(\lambda), \tilde{\psi}_{m}(\lambda)\right)}|\cdot| \nabla(x) \mid \cdot r(x)\right. \\
&(2.26)\left.\leq|v(x)| \cdot r(x)\left\{\sum_{m=1}^{k(\lambda)} \mid\left(\tilde{u}(\lambda), \tilde{\psi}_{m}(\lambda)\right)\right\}^{2}\right\}^{\frac{1}{2}}\left\{\sum_{m=1}^{k(\lambda)}\left|\left(\lambda \tilde{f}_{x}(\lambda), \widetilde{\psi}_{m}(\lambda)\right)\right|^{2}\right\}^{\frac{1}{2}} \\
&=|v(x)| \cdot r(x) \cdot \|\left(\tilde{u}(\lambda)\|\cdot|\lambda| \cdot\| \tilde{f}_{x}(\lambda) \|\right.
\end{aligned}
$$

It sufflces, therefore, to show that this last expression is an integrable function of $x$ for almost all $\lambda[\sigma]$ 。 But this expression is the integrand in the second term of (2.18), and we have already shown that the integral appearing there is finite. As a consequence of the Fubini theorem the integrand is integrable in $x$ for almost all $\lambda[\sigma]$. Thus (2.25) is validated if $u \in D_{c}$ and $v \in D_{\sigma}$.

Now $D_{c}$ is dense in \& $s$ so if $\nabla \varepsilon D_{\delta}$, the $\tilde{u}$ for which (2.25) is true are dense in $\tilde{\nrightarrow}$. Also it is clear that if $\tilde{\mathbf{w}} \varepsilon \tilde{\nmid}$, $\widetilde{w}$ determines $\tilde{w}(\lambda)$ uniquely for almost all $\lambda[\sigma]$, and $\widetilde{w}(\lambda)$ has a unique Paurier expansion in $\tilde{\mathscr{A}}(\lambda)$. Thus, comparison of $(2.25)$ and (2.22) shows that if $\nabla \in D_{\delta}$, then for almost all $\lambda[\sigma]$
(2.27) $\quad\left(\tilde{\nabla}(\lambda), \tilde{\psi}_{m}(\lambda)\right)=\int_{g}\left(\lambda v(x) r(x) \tilde{f}_{x}(\lambda), \tilde{\psi}_{m}(\lambda)\right) d x$.

Using (2.27) in the equality $\tilde{v}(\lambda)=\sum_{m^{=1}}^{k(\lambda)}\left(\tilde{v}(\lambda), \tilde{\psi}_{m}(\lambda)\right) \tilde{\psi}_{m}(\lambda)$, and then
writing $u$ instead of $v$, yields the important result that if $u$ $\mathcal{D} D_{\delta}$, then

$$
\text { for almost all } \lambda[\sigma]
$$

$$
\begin{equation*}
\tilde{u}(\lambda)=\sum_{m=1}^{k(\lambda)}\left\{\int_{\delta} u(x) r(x)\left(\lambda \tilde{\mathrm{f}}_{x}(\lambda), \tilde{\psi}_{m}(\lambda)\right) d x\right\} \tilde{\psi}_{m}(\lambda) \tag{2.28}
\end{equation*}
$$

This equation is an inverse formula to (2.23). Our next task is to extend these formulas to all $u \in \mathscr{A}$. When the extended formulas have been derived, a simple change of measures will yield the main theorem.

Notice that (2.23) may be written in the form

$$
\begin{equation*}
u(x)=\int_{\Lambda}\left(\lambda \tilde{u}(\lambda), \tilde{f}_{\mathbf{x}}(\lambda)\right) \mathrm{d} \sigma(\lambda), \tag{2.29}
\end{equation*}
$$

valid for almost all $x \in \delta$ when $u \in D_{c}$. Also (2.28) may be written symbolically in the form

$$
\begin{equation*}
\tilde{u}(\lambda)=\lambda \int_{G} u(x) r(x) \tilde{f}_{x}(\lambda) d x \tag{2.30}
\end{equation*}
$$

The symmetry of $(2.29)$ and $(2.30)$ is quite evident if we introduce the expression $\tilde{\Gamma}(x, \lambda)=\lambda \tilde{f}_{x}(\lambda)$ and write (2.29) and (2.30) symbolically as inner products in the forms $u(x)=(\tilde{u}, \tilde{\Gamma}(x, j)$ ) and $\tilde{u}(\lambda)=(\bar{u}, \Gamma(, \lambda))$. of course, in general $\tilde{\Gamma}(x,) \notin \tilde{\psi}$; so these formulas have only heuristic value.

If $u \in \not \approx$ which vanishes almost everywhere outside $\delta$, there
exists a sequence $\left\{u_{n}\right\}$, with $u_{n} \& D_{c} \cap D_{\delta}$, for which $u_{n} \longrightarrow$ u in of . Since $\left\|u_{n}-u_{m}\right\|=\left\|\tilde{u}_{n}-\tilde{u}_{m}\right\|,\left\{\tilde{u}_{n}\right\}$ is a Cauchy sequence in $\tilde{\#}$, converging say to $\tilde{v}$. But since $\|\widetilde{v}-\widetilde{u}\| \leq\left\|\widetilde{v}-\tilde{u}_{n}\right\|+\left\|\tilde{u}_{n}-\tilde{u}\right\|$ $=\left\|\tilde{v}-\tilde{u}_{n}\right\|+\left\|u_{n}-u\right\|$, which approaches 0 as $n \longrightarrow \infty$, we see that $\tilde{v}=\widetilde{u}$; that is $\widetilde{u}_{n} \longrightarrow \widetilde{u}$.

Since $u_{n} \varepsilon D_{\delta},(2,28)$ holds for each $u_{n}$ \& that is, for almost all $\lambda[\sigma]$ and each $n=1,2, \ldots$,
(2.31) $\quad \widetilde{u}_{n}(\lambda)=\sum_{m=2}^{k(\lambda)}\left\{f_{f} \lambda u_{n}(x) r(x)\left(\tilde{f}_{x}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) d x\right\} \tilde{\psi}_{m}(\lambda)$.

Since $\tilde{u}_{n} \longrightarrow \tilde{u}$, as remarked in Chapter 1 there exists a subsequence $\tilde{u}_{\mathrm{n}_{\mathrm{k}}}$ such that $\tilde{u}_{\mathrm{n}_{\mathrm{k}}}(\lambda) \longrightarrow \tilde{u}(\lambda)$ for almost all $\lambda[\sigma]$. We may, and shall, suppose this subsequence chosen from the beginning so that
(2.32) $\quad \tilde{u}_{n}(\lambda) \rightarrow \tilde{u}(\lambda) \quad$ if $\lambda$ belongs to a certain set $\sum$ whose complement is of $\sigma$-measure zero

Thus if $\lambda \varepsilon \sum$ every Fourier coefficient of $\tilde{u}_{n}(\lambda)$ approaches the corresponding Fourier coefficient of $\tilde{u}(\lambda)$; that is, by (2.31),

$$
\begin{equation*}
\int_{\delta} \lambda \dot{u}_{n}(x) r(x)\left(\tilde{f}_{x}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) d x, \quad m=1,2, \ldots, k(\lambda), \tag{2.33}
\end{equation*}
$$

approaches the $m^{\text {th }}$ Fourier coefficient of $u(\lambda)$ with respect to the basis $\left\{\tilde{\psi}_{j}(\lambda)\right\}$. Thus when we show that the integral in (2.33) apbroaches

$$
\begin{equation*}
\int_{\delta} \lambda u(x) r(x)\left(\tilde{f}_{x}(\lambda), \tilde{\psi}_{m}(\lambda)\right) d x, \quad m=1,2, \ldots, k(\lambda), \tag{2.3ii}
\end{equation*}
$$

we will know that (2.34) is the $\mathrm{m}^{\text {th }}$ Fourier coefficient of $\tilde{u}(\lambda)$; that is that
(2.35) (2.28) holds for every u $\varepsilon$ which vanishes almost everywhere outside $\delta$,
not merely for u $\varepsilon D_{\delta}$.

It remains to show that the integral (2.33) approaches the integrail (2.34) as $n \longrightarrow \infty$. The square of the modulus of the difference of these integrals is

$$
\begin{equation*}
\left|\delta_{\delta}\left\{u_{n}(x)-u(x)\right\} \lambda r(x)\left(\tilde{f}_{x}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) d x\right|^{2} \tag{2.36}
\end{equation*}
$$

Applying the Schwarz integral inequality and then the Schwarz inequality in $\tilde{g}(\lambda)$ we see that $(2.36)$ does not exceed

$$
\begin{aligned}
& \quad|\lambda|^{2}\left\{\int_{\delta}\left|u_{n}(x)-u(x)\right|^{2} d\right\}\left\{\int_{\delta}\left|\left(r(x) \widetilde{f}_{x}(\lambda), \tilde{\psi}_{m}(\lambda)\right)\right|^{2} d x\right\} \\
& \quad \leq|\lambda|^{2}\left\|u_{n}-u\right\|^{2} \int_{\delta}\{r(x)\}^{2}\left\|\widetilde{f}_{x}(\lambda)\right\|^{2} d x
\end{aligned}
$$

The last written integral is finite by the argument following (2.19), wherein $r$ is now replaced by $r^{2}$; and $\left\|u_{n}-u\right\| \rightarrow 0 .(2.35)$ is therefore proved,

Recall that, according to (2.16), the $\tilde{f}_{x}(\lambda)=\tilde{f}_{x}^{\delta}(\lambda)$ which oc-
curs in (2.28) depends on $\delta$. We wish now to find $\tilde{\mathrm{f}}_{\mathrm{x}}(\lambda)$ which is independent of any particular compact subinterval, and for which (2.28) holds, at least under the restrictions which we have thus far placed on $u$. Recall that we know (2.28) to be valid for every $u \in \mathscr{g}$ vanishing outside $\delta$ and almost all $\lambda[\sigma]$. Let $\delta_{1}, \delta_{2}$, and $\delta_{3}$ $=\delta_{1} \cap \delta_{2}$ be non-degenerate compact subintervals of ( $a, b$ ). Let $u \varepsilon$ af and vanish almost everywhere outside $\delta_{3}$. Since $u$ also vanishes almost everywhere outside $\delta_{1}$ and $\delta_{2},(2.28)$ holds when $\delta$ is replaced by $\delta_{1}$ or by $\delta_{2}$ provided $\tilde{f}_{x}(\lambda)$ is replaced by $\tilde{f}_{x}^{\delta_{1}}(\lambda)$ or $\tilde{f}_{x}^{\delta_{2}}(\lambda)$ respectively a. Since equality of two elements of $\widetilde{q}^{(\lambda)}$ implies equality of their Fourier coefficients, we find for al most all $\lambda[\sigma]$

$$
\begin{equation*}
\int_{\delta_{1}} \lambda u(x) r(x)\left(\tilde{f}_{x}(\lambda), \tilde{\psi}_{m}(\lambda)\right) d x=\int_{\delta_{2}} \lambda u(x) r(x)\left(\tilde{f}_{x} \delta_{2}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) d x \tag{2.38}
\end{equation*}
$$

Since $u$ vanishes almost everywhere outside $\delta_{3},(2.38)$ is equivalent to
(2.39) $\int_{\mathcal{S}_{3}} \lambda u(x) r(x)\left(\tilde{\gamma}_{x}^{\delta_{1}}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) d x=\int_{\mathcal{S}_{3}} \lambda u(x) r(x)\left(\tilde{f}_{x}^{\delta}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) d x$.

The validity of (2.39) for almost all $\lambda[\sigma]$ for each member of a countable set of $u$ which is dense in the space of all $u$ which vanish almost everywhere outside $\delta_{3}$ implies that for almost all $\lambda[\sigma]$ and almost all $x \& \delta_{3}$
(2.40) $\quad\left(\tilde{f}_{x}^{\delta_{1}}(\lambda), \tilde{\psi}_{m}(\lambda)\right)=\left(\tilde{f}_{x}^{\delta_{2}}(\lambda), \widetilde{\psi}_{m}(\lambda)\right), \quad m=1,2, \ldots, k(\lambda)$.

Since $\left\{\tilde{\Psi}_{j}(\lambda)\right\}$ is a basis in $\tilde{F}(\lambda)$, we conclude that
(2.41) $\quad \lambda \tilde{f}_{x}^{\delta_{1}}(\lambda)=\lambda \hat{f}_{x}^{\delta_{2}}(\lambda)$ for almost all $\lambda[\sigma]$ and almost all $x \in \delta_{3}$.

Thus there exists $\tilde{f}_{x}(\lambda)$ defined for $a<x<b$ such that if $\delta$ is a compact subinterval of $[a, b]$ and $x \in \delta$, then $\lambda \tilde{\mathrm{I}}_{x}^{\delta}(\lambda)$ $=\lambda \tilde{f}_{x}(\lambda)$ for almost all $\lambda[\sigma]$. We refrain from cancelling $\lambda$ in this equality since $\sigma$ may have a jump at $\lambda=0$ 。 However, since the product $\lambda \tilde{I}_{X}(\lambda)$ occurs in (2.28), we conclude that (2.35) is true if the $\tilde{f}_{x}(\lambda)$ occurring in $(2.28)$ is now interpreted as the extended function.

In general if $u$ is an arbitrary element of $9 \not$, the integral In (2.23) does not converge. However, we may still prove that if $u \in \mathscr{Y}$, and if, for a compact interval $\triangle \subset \Lambda$,

$$
u_{\Delta}(x) \equiv \int_{\Delta}\left\{\sum_{m=1}^{k(\lambda)}\left(\lambda \tilde{u}(\lambda), \tilde{\psi}_{m}(\lambda)\right) \overline{\left.\bar{f}_{x}(\lambda), \tilde{\psi}_{m}(\lambda)\right)}\right\} d \sigma(\lambda)
$$

(2.42)

$$
=\int_{\Delta}\left(\lambda \tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right) \operatorname{d} \sigma(\lambda)
$$

then
(2.43) $u_{\Delta} \longrightarrow u$ in $A$ as $\Delta$ expands to $(-\infty, \infty)$.

To begin the proof let $w$ be an element of $\nRightarrow$ which vanishes almost everywhere outside a compact subinterval $\delta$ of (a, b) . By the unitary equivalence of $\mathscr{q}$ and $\tilde{\mathscr{A}}$

$$
\begin{equation*}
\int_{a}^{b} u(x) \overline{w(x)} r(x) d x=\int_{\Lambda}(\tilde{u}(\lambda), \tilde{w}(\lambda)) d \sigma(\lambda) \tag{2.44}
\end{equation*}
$$

On the other hand, using (2.42),

$$
\begin{aligned}
& \int_{a}^{b} u_{\Delta}(x) \overline{w(x) r}(x) d x=\int_{\delta} u_{\Delta}(x) \overline{w(x) r}(x) d x \\
= & \int_{\delta} \overline{w(x) r}(x) \int_{\Delta}\left\{\sum_{m=1}^{k(\lambda)}\left(\lambda \tilde{u}(\lambda), \widetilde{\psi}_{m}(\lambda)\right)\left(\overline{\tilde{f}_{x}(\lambda), \widetilde{\psi}_{m}(\lambda)}\right)\right\} d \sigma(\lambda) d x \\
= & \int_{\Delta}\left\{\sum_{m^{m}=1}^{k(\lambda)}\left[\left(\tilde{u}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) \int_{\delta}\left(\overline{\left(\lambda w(x) r(x) \widetilde{f}_{x}(\lambda), \widetilde{\psi_{m}}(\lambda)\right.}\right) d x\right]\right\} d \sigma(\lambda) ;
\end{aligned}
$$

where the interchange of order of integration is justifled by (2.19) and the comments following that equation, and the interchange of order of of summation and integration by (2.26) and the comments which follow it. Applying (2.28) now to the integrand in the last written integral we conclude that
(2.45) $\quad \int_{a}^{b} u_{\Delta}(x) \overline{w(x) r}(x) d x=\int_{\Delta}(\llbracket(\lambda), \tilde{H}(\lambda)) d \sigma(\lambda)$

Subtracting (2.45) from (2.44) results in
(2.46) $\quad \int_{a}^{b}\left\{u(x)-u_{\Delta}(x)\right\} \overline{w(x)} r(x) d x=\int_{\Delta^{\prime}}(\tilde{u}(\lambda), \tilde{w}(\lambda)) d \sigma(\lambda)$,
where $\Delta^{\prime}=\Lambda-\Delta$.
Hence, by the Schwartz inequality and unitary equivalence of and $\tilde{\nexists}$,

$$
\begin{aligned}
& \left|\int_{a}^{b}\left\{u(x)-u_{\Delta}(x)\right\} \cdot \overline{w(x)_{r}}(x) d x\right|^{2} \\
& \leq \int_{\Delta^{\prime}}\|\tilde{w}(\lambda)\|^{2} d \sigma(\lambda) \int_{\Delta^{\prime}}\|\tilde{u}(\lambda)\|^{2} d \sigma(\lambda) \\
& \leq\|\tilde{w}\|^{2} \int_{\Delta^{\prime}}\|\tilde{u}(\lambda)\|^{2} d \sigma(\lambda)=\|w\|^{2} \int_{\Delta^{\prime}}\|\tilde{u}(\lambda)\|^{2} d \sigma(\lambda)
\end{aligned}
$$

If we now let $w(x) \equiv \chi_{\delta}(x)\left\{u(x)-u_{\Delta}(x)\right\}$, it follows that $\|w\|^{4} \leq\|w\|^{2} \int_{\Delta}\|\tilde{u}(\lambda)\|^{2} d \sigma(\lambda)$, or

$$
\int_{\delta}\left|u(x)-u_{\Delta}(x)\right|^{2} d x=\|w\|^{2} \leq \int_{\Delta}\|\tilde{u}(\lambda)\|^{2} d \sigma(\lambda) .
$$

The last written integral does not depend on $\delta$; so we may let $\delta$ expand to $(\mathrm{a}, \mathrm{b})$ and obtain

$$
\left\|u-u_{\Delta}\right\|^{2}=\left\{^{b} u(x)-\left.u_{\Delta}(x)\right|^{2} d x \leq \int_{\Delta}\|\tilde{u}(\lambda)\|^{2} d \sigma(\lambda)\right.
$$

Since $\tilde{u} \varepsilon \tilde{q}$ we conclude that $\left\|u-u_{\Delta}\right\| \longrightarrow 0$ as $\Delta$ expands to
$(-\infty, \infty)$. Hence (2.43) is proved.
We now extend $(2.28)$ to all $u \varepsilon$ in the following way. Define $u_{\delta}(x) \equiv \chi_{\delta}(x) u(x)$. By (2.35), for almost all $\lambda[\sigma]$
(2.47)

$$
\tilde{u}_{\delta}(\lambda)=\sum_{m=1}^{k(\lambda)}\left\{\int_{\delta} \lambda u(x) r(x)\left(\tilde{f}_{x}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) d x\right\} \tilde{\psi}_{m}(\lambda)
$$

Let $\delta^{\prime}$ be the complement of $\delta$ in $(a, b)$. Then

$$
\left\|\tilde{u}-\tilde{u}_{\delta}\right\|^{2}=\left\|u-u_{\delta}\right\|^{2}=\int_{\delta^{\prime}}|u(x)|^{2} d x
$$

so that $\tilde{\mathrm{u}}_{\delta} \rightarrow \tilde{\mathrm{u}}$ in $\tilde{\mathscr{Q f}}$ as $\delta$ expands to $(a, b)$.
We summarize what we have proved in the following lemma.
2.48 Lemma. If $u \in \mathbb{A},(2.47)$ defines an element $\mathbb{u}_{\delta}$ in $\tilde{\&}$ which converges in $\tilde{\not} \tilde{\psi}$ to $\tilde{u}$ as $\delta$ expands to $(a, b)$, and $\|u\|$ $=\|\tilde{u}\|$. If $u_{\Delta}(x)$ is defined by (2.42) in terms of this $\tilde{u}$, then $u_{\Delta}$ converges in $\notin$ to $u$ as $\Delta$ expands to $(-\infty, \infty)$. For each $\tilde{u} \varepsilon \tilde{\not q}$ there exists a unique $u$ $\mathcal{A}$, the limit of $u_{\Delta}$ defined by (2.42), having the properties just described.

We show next that for almost all $\lambda[\sigma], k(\lambda) \leq n$, the order of $L$. In fact we shall prove that for almost all $\lambda[\sigma]$, each of the functions
(2.49) $\quad \varphi_{m}(x)=\varphi_{m}(x, \lambda) \equiv\left(\overline{\tilde{f}_{X}^{\delta}(\lambda), \ddot{\psi}_{m}(\lambda)}\right), \quad m=1,2, \ldots, k(\lambda)$, satisfies $L \varphi_{m}=\lambda r \varphi_{m}$ for almost all $x \in \delta$, and that for almost
all $\lambda[\sigma], \varphi_{2}(x), \ldots, \varphi_{k(\lambda)}(x)$ are linearly independent. According to (2.35), with $u()$ replaced by $f_{x}^{\delta}()$, for almost all $\lambda[\sigma]$

$$
\widetilde{\mathfrak{r}}_{x}^{\delta}(\lambda)=\sum_{m=1}^{k(\lambda)}\left\{\int_{\delta} f_{x}^{\delta}(y) r(y)\left(\lambda \tilde{\mathrm{f}}_{y}^{\delta}(\lambda), \widetilde{\psi}_{m}(\lambda)\right) d y\right\} \widetilde{\psi}_{m}(\lambda)
$$

or

$$
\left(\tilde{f}_{x}^{\delta}(\lambda), \tilde{\psi}_{m}(\lambda)\right)=\int_{\delta} f_{x}^{\delta}(y)\left(\tilde{f}_{y}^{\delta}(\lambda), \tilde{\psi}_{m}(\lambda)\right) \lambda r(y) d y
$$

that is, by (2.49) and (2.16)

$$
\begin{aligned}
\overline{\varphi_{m}(x)} & =\int_{\delta} f_{x}^{\delta}(y)\left(\tilde{f}_{y}^{\delta}(\lambda), \tilde{\psi}_{m}(\lambda)\right) \lambda r(y) d y=\int_{\delta} f_{x}^{\delta}(y) \overline{\varphi_{m}(y)} \lambda r(y) d y \\
& =\overline{\int_{\delta} E^{*}(x, y) \varphi_{m}(y) \lambda r(y) d y} .
\end{aligned}
$$

Taking conjugates and applying (2.12) with $v=\lambda r P_{m}$ and $w=\varphi_{m}$, we see that

$$
\begin{equation*}
L \varphi_{m}=\lambda r \varphi_{m} \quad m=1,2, \ldots, k(\lambda), \tag{2.50}
\end{equation*}
$$

since by (2.49) $|\nabla(x)|^{2}=\left|r(x) \varphi_{m}(x)\right|^{2} \leq\{r(x)\}^{2}\left\|f_{x}^{\delta}\right\|^{2}$, and the latter function is integrable by the statements following (2.19). To prove the linear independence for almost all $\lambda[\sigma]$ of $\varphi_{1}(x, \lambda), \ldots, \varphi_{k(\lambda)}(x, \lambda)$ it suffices, in view of the $\sigma$-measurabi-
lity of $\Delta_{l}$ of $(1.5)$, to show that $\varphi_{2}(x, \lambda), \ldots, \varphi_{l}(x, \lambda)$ are linearly independent on each compact non-degenerate interval $\delta$ for almost all $\lambda[\sigma]$ in $\Delta_{l}, l=1,2, \ldots, \infty$. We wish to show that for almost all $\lambda[\sigma]$ in $\Delta_{l}$

$$
\begin{equation*}
\sum_{m=1}^{\ell} c_{m}(\lambda) \varphi_{m}(x, \lambda)=0 \tag{2.51}
\end{equation*}
$$

implies $c_{m}(\lambda)=0, m=1, \ldots, \ell$. Suppose first that $\ell$ is finite; We construct a $\sigma$-measurable solution vector $C(\lambda)$ of (2.51) which is not null for each $\lambda$ for which (2.51) has a nontrivial solution. Once this construction is completed, the remainder of the proof is easy: Since

$$
\begin{equation*}
\left\|\sum_{m=1}^{l} c_{m}(\lambda) \varphi_{m}(, \lambda)\right\|^{2}=\sum_{i, j=2}^{l} a_{i j} c_{i}(\lambda) \overline{c_{j}(\lambda)}, \tag{2,52}
\end{equation*}
$$

where $\left(a_{1 j}\right)=\left(a_{1 j}(\lambda)\right)$ is the Grand an matrix whose elements are

$$
\begin{equation*}
a_{i j}=\left(\varphi_{i}, \varphi_{j}\right) \tag{2.53}
\end{equation*}
$$

the inner product being formed in $L^{2}(\delta)$, ( $a_{1 j}$ ) is positive semidefinite; so that, by $(2.52),(2.51)$ is equivalent to the system of equaltrons

$$
\begin{equation*}
\sum_{j=1}^{\ell} a_{1 j}(\lambda) c_{j}(\lambda)=0, \quad 1=1, \ldots \ldots, \quad l \tag{2.54}
\end{equation*}
$$

By (al) in the definition in Chapter I of a measurable family, (2.49), (2.53), and the Fubini theorem, each $a_{i j}(\lambda)$ is $\sigma$-measurable; so that the rank $\rho(\lambda)$ of $\left(a_{1 j}(\lambda)\right)$ is also $\sigma$-measurable. In fact, if we define

$$
\begin{equation*}
E_{r}=\left\{\lambda \varepsilon \Delta_{l}: \rho(\lambda) \geq r\right\}, \tag{2.55}
\end{equation*}
$$

then $E_{r}=\phi$ when $r>l ; E_{r}=\Delta_{l}$ when $r \leq 0 ;$ and $r_{r}=\left\{\lambda \in \Delta_{l}\right.$ : some $r \times r$ minor of $\left(a_{1 j}(\lambda)\right)$ is not zero $\}$ when $1 \leq r \leq \ell$. Thus $\rho(\lambda)$ is $\sigma$-measurable, and hence, for each $r=0,1, \ldots, l$, the set

$$
\begin{equation*}
F_{r}=\left\{\lambda \varepsilon \Delta_{l}: \rho(\lambda)=r\right\} \tag{2.56}
\end{equation*}
$$

is $\sigma$-measurable.
$\mathrm{F}_{0}, \ldots, \mathrm{~F}_{l}$ are disjoint and

$$
\begin{equation*}
\bigcup_{r=0}^{\ell} F_{r}=\Delta_{l} \tag{2.57}
\end{equation*}
$$

Suppose $\lambda \varepsilon \Delta_{\mathscr{L}}$, and is such that (2.54) has a non-trivial solution. Then $\lambda \varepsilon \mathrm{F}_{\mathrm{r}}$, where $\mathrm{r} \leq \ell-1$. Choose an $r+1$ by $r+1$ submatrix $a$ of $\left(a_{1 j}(\lambda)\right)$. Consider a fixed $i$ satisfying $I \leq i \leq \ell$. Define an $\ell$-vector $D(\lambda)$ so that the $j^{\text {th }}$ component of $D$ is 0 if $a_{\text {If }}$ is not an element of $a$, but the $j^{t h}$ component is the cofactor of $a_{1 j}$ in $a$ when $a_{1 j}$ is an element of $a$. Consider all such $l$-vectors
$D(\lambda)$ which can be obtained in this way by letting $i$ vary from 1 to $l$ and $a$ vary over all $r+1$ by $r+1$ submatrices of $a_{1 j}(\lambda)$. List these $\ell$-vectors in some order, say $D^{\mathcal{l}}(\lambda), \ldots, D^{p r}(\lambda)$. At least one $D^{i}(\lambda)$ is not null since $\rho(\lambda)=r$. Thus if we define

$$
\begin{equation*}
G_{i}^{r}=\left\{\lambda \varepsilon \quad F_{r}: D^{i}(\lambda) \neq 0\right\}, i=1, \ldots, p_{r} \tag{2.58}
\end{equation*}
$$

then each $G_{i}^{r}$ is $\sigma$-measurable and

$$
\begin{equation*}
\bigcup_{i=1}^{P_{r}} G_{i}^{r}=F_{r} \text {. } \tag{2.59}
\end{equation*}
$$

Define a solution vector $c(\lambda)$ of (2.54) in the following way:
(a) If $\quad \lambda \in F_{r}, r=0, \ldots, \ell-1$,

$$
\text { let } c(\lambda)=\left\{\begin{array}{ll}
D^{1}(\lambda) & \text { if } \lambda \varepsilon \\
D^{i}(\lambda) & \text { if } \lambda \varepsilon \\
G_{1}^{r} \\
D_{i}^{r}
\end{array}\left(\bigcup_{j=1}^{1-1} G_{j}^{r}\right), i=2, \operatorname{cop}, p_{r}\right.
$$

According to (2.59), (a) defines $C(\lambda)$ on all of $F_{r}$.
(b) If $\lambda \in F_{l}$, let $c(\lambda)=0$.

According to (2.57) (a) and (b) define $C(\lambda)$ on all of $\Delta_{e}$.
(c) If $\lambda . \notin \Delta_{l}$, let $c(\lambda)=0$.

Clearly, since all sets mentioned in (a), (b), and (c) are $\sigma \ldots$ measurable, $C(\lambda)$ is $\sigma$ measurable. $C(\lambda)$ is a solution vector of
(2.54), that is, of (2.51); and $C(\lambda) \neq 0$ for each $\lambda$ for which (2.51) has a nontrivial solution. We shall now prove that $c(\lambda)=0$ for almost all $\lambda[\sigma]$, and that $\Delta_{\infty}$ is of $\sigma$-measure zero. When these two facts have been proved, the desideratum mentioned in connection with (2.51) will be attained.

To prove that $c(\lambda)=0$ for almost all $\lambda[\sigma]$, define

where $|C(\lambda)|$ means the Euclidean length of $C(\lambda)$. $B(\lambda)$ is $\sigma-$ measurable. We wish to show that $B(\lambda)=0$ for almost all $\lambda[\sigma]$ : By the definition in Chapter I of an N-function

$$
\int_{\Lambda}|B(\lambda)|^{2} d \sigma(\lambda) \leq \int_{\Lambda} d \sigma(\lambda)<+\infty
$$

that is, if we let $b_{i}(\lambda), i=1, \ldots, l$, be the components of $B(\lambda)$,

$$
\begin{equation*}
\int_{\Lambda} \sum_{i=1}^{k(\lambda)}\left|b_{i}(\lambda)\right|^{2} \operatorname{do}(\lambda)<\infty \tag{2.61}
\end{equation*}
$$

the justification for summing to $: k(\lambda)$ being the fact that $B(\lambda)=0$ if $\lambda \neq \Delta_{\ell}$. Thus, according to Chapter $I, \widetilde{b}(\lambda) \equiv \sum_{i=1}^{k(\lambda)} b_{i}(\lambda) \widetilde{\psi}_{i}(\lambda)$ determines an element $\tilde{b} \in \tilde{\nexists}$. By $(2.51),(2.60)$, and (2.49),
$0=\sum_{i=1}^{k(\lambda)} b_{i}(\lambda) \Phi_{i}(x, \lambda)=\sum_{i=1}^{k(\lambda)} b_{i}(\lambda)\left(\overline{\widetilde{f}_{x}}(\lambda), \widetilde{Y_{m}}(\lambda)\right)$. Thus
$\left.\tilde{\sigma}(\lambda), \tilde{f}_{x}(\lambda)\right)=0$, and so by (2.42) $b_{\Delta}(x)=0$. Hence by (2.43), $\mathrm{b}=0$ in $g t$, which implies $\tilde{\mathrm{b}}=0$ in $\tilde{\mathscr{H}}$, which implies $\tilde{\mathrm{b}}(\lambda)=0$ for almost all $\lambda[\sigma]$. Thus $b_{1}(\lambda)=0$ for almost all $\lambda[\sigma]$, $i=1, \ldots, k(\lambda)$. That is, $B(\lambda)=0$ for almost all $\lambda$, so that, by (2.60), $c(\lambda)=0$ for almost all $\lambda$.

It remains to show that $\Delta_{\infty}$ is of $\sigma$-measure zero. The argument is quite similar to the one just completed. Let $\lambda \varepsilon \Delta_{\infty}$. Since by (2.50), the $\varphi_{m}\left(x_{0} \lambda\right)$ are, for almost all $\lambda:[\sigma]$, solutions of an ordinary linear differential equation of degree $n$, there exist for almost all $\lambda \varepsilon \Delta_{\infty}[\sigma], c_{1}(\lambda), \ldots, c_{n+1}(\lambda)$, not all zero such that

$$
\begin{equation*}
\sum_{i=1}^{n+1} c_{i}(\lambda) \varphi_{i}(x, \lambda)=0 . \tag{2.62}
\end{equation*}
$$

The previous argument shows that (2.62) implies
(2.63) $0=c_{1}(\lambda)=c_{2}(\lambda)=\ldots=c_{n+1}(\lambda)$ for almost all $\lambda \varepsilon \Delta_{\infty}[\sigma]$.

We must conclude that $\Delta_{\infty}$ has o-measure zero. Thus the assertion made in connection with (2.49) is proved.

We now derive the fundamental theorem. Let $\rho(\lambda)=\left(\rho_{j k}(\lambda)\right)$, $j, k=1, \ldots, n$, be an Hermitian matrix function of $\lambda$ defined on $\Lambda$, and non-decreasing in the sense that $\nu>\mu$ implies that $\rho(\nu)-\rho(\mu)$
is positive semi-deflnite. Let $\Gamma$ denote the family of n-vector fundtions of $\lambda, \omega(\lambda)=\left(\omega_{1}(\lambda), \ldots, \omega_{n}(\lambda)\right)$ which are p-moasurable in the sense that $\omega_{j}(\lambda)$ is measurable with respect to $\rho_{j 1}$ and $\rho_{i j}, i=1, \ldots, n$ ! Introduce an inner product in $\Gamma$ according to the formula

$$
(\omega, \chi)=\int_{\Lambda} \sum_{j, k=1}^{n} \omega_{j}(\lambda) \overline{\chi_{k}(\lambda)} \mathrm{d} \rho_{j k}(\lambda)
$$

Let $\Omega$ be the set of elements $\omega \varepsilon \Gamma$ for which $\|\omega\|=(\omega, \omega)^{\frac{1}{2}}$ is finite, where as usual we identify elements of $\Gamma$ the norm of whose difference vanishes. The main theorem may be stated as follows [11; 2].
2.64 Theorem. Let $s_{j}(x, \lambda), j=1, \ldots, n$, be a system of linearly independent solutions of $L y=\lambda_{\text {ry }}$ : Then there exists an Hermitian, non-decreasing spectral matrix $\rho(\lambda)$ and the associated Hilbert space $\Omega$ of n-vectors $\omega$ such that if $u \in g /$ and we define.

$$
\begin{equation*}
\omega_{j}^{\delta}(\lambda)=\int_{\delta} \overline{s_{j}(x, \lambda)} u(x) r(x) d x \tag{2.65}
\end{equation*}
$$

then the vector $\omega^{\delta}=\left(\omega_{2, \ldots,}^{\delta} \omega_{n}^{\delta}\right) \varepsilon \Omega$, and $\omega^{\delta}$ converges In the norm of $\Omega$ as $\delta$ expands to $(a, b)$, say

$$
\begin{equation*}
\omega^{\delta} \longrightarrow \omega \quad \text { in } \Omega . \tag{2.66}
\end{equation*}
$$

If $\omega=\left(\omega_{1, \ldots,} \omega_{n}\right), u(x)$ may be recovered according to the formula
(2.67)

$$
u(x)=\int_{\Omega} \sum_{j, k=1}^{n} s_{k}(x, \lambda) \omega_{j}(\lambda) d \rho_{j k}(\lambda)
$$

there the integral converges in mean in 4 . The Parseval relation is also valid,

$$
\begin{equation*}
\|w\|=\|u\| \tag{2.68}
\end{equation*}
$$

Reciprocally, if $\omega \in \Omega$ the integral (2.67) exists in mean, the $u$ which is defined thereby belongs to if, and in terms of $u, \omega$ may be recovered by (2.65), (2.66). Moreover, if $E(\lambda)$ is the resolution of unity corresponding to $H$, the self adjoint extension of $T_{0}$ of (1.12), then for almost all $x$

$$
\text { (2.69) } \quad(E(\Delta) u)(x)=\delta_{\Delta} \sum_{j, k=1}^{n} s_{k}(x, \lambda) w_{j}(\lambda) d \rho_{j k}(\lambda)
$$

where we have used $E(\Delta)$ to mean $E(\nu)-E(\mu)$ if $\Delta=(\mu, \nu)$; and if $u \in D_{H}$, then for almost all $x$,

$$
\text { (2.70) } \quad(H u)(x)=\int_{\Omega} \sum_{j, k=2}^{n} s_{k}(x, \lambda) \omega_{j}(\lambda) \lambda d \rho_{j k}(\lambda),
$$

where the integral converges in mean in of . Thus $H$ has the spec-
treal (diagonal) form in $\Omega$.
Proof. According to (2.50), for almost all $\lambda[\sigma]$
$\left(\bar{f}_{\mathrm{x}}(\lambda),{\overrightarrow{F_{m}}}_{\mathrm{m}}(\lambda)\right)$ is a solution of $\mathrm{Ly}=\lambda_{\text {ry }}$; so that for almost all $\lambda[\sigma]$ we may write

$$
\begin{equation*}
\left(\overline{\hat{f}_{x}(\lambda), \widetilde{\gamma_{m}}(\lambda)}\right)=\sum_{j=1}^{n} c_{m j}(\lambda) s_{j}\left(x_{j} \lambda\right), \quad m=1, \ldots, k(\lambda) \tag{2.71}
\end{equation*}
$$

Differentiation of the $r^{\text {th }}$ one of these equations $n-1$ times with respect to $x$ leads, for fixed $x$, to a system of $n$ linear equations for the $c_{r j}(\lambda), j=1, \ldots, n$, whose coefficient matrix has for determinant the Wronskian of $s_{1}, \ldots, s_{n}$ which is independent of $\lambda$ and not zero. Thus the $c_{r j}(\lambda)$ are polynomials in the $x$-derivatives of $\left(\overline{\left.\mathcal{P}_{x}(\lambda), \tilde{\psi}_{m}(\lambda)\right)}\right.$ and $s_{1}, \ldots, s_{n}$ of order not exceeding $n-1$. Thus by standard theorems [4, Chapter 1, Theorem 8.4 and following remarks] on the analyticity of solutions with respect to a parameter which occurs analytically,

$$
\begin{align*}
& c_{m j}(\lambda) \text { is an entire function of } \lambda \text { for each } m=1, \ldots, k(\lambda),  \tag{2.72}\\
& j=1, \ldots, n \text {. }
\end{align*}
$$

Substitute (2.71) in (2.47) to obtain

$$
\begin{equation*}
\tilde{u}_{\delta}(\lambda)=\sum_{m=1}^{k(\lambda)}\left\{\sum_{j=1}^{n} \lambda \overline{c_{m j}(\lambda)} \delta_{\delta} u(x) r(x) \overline{s_{j}(x, \lambda)} d x\right\} \tilde{\psi}_{m}(\lambda), \tag{2.65}
\end{equation*}
$$

(2.73)

$$
\tilde{u}_{j}(\lambda)=\sum_{m=1}^{k(\lambda)}\left\{\sum_{j=1}^{n} \lambda \overline{c_{m j}(\lambda)} \omega_{j}^{\delta}(\lambda)\right\} \tilde{\psi}_{m}(\lambda)
$$

for almost all $\lambda[\sigma]$ 。
Define
(2.74) $\quad \rho_{j k}(\lambda)=\int_{0}^{\lambda+} \mu^{2} \sum_{m=1}^{k(\mu)} \overline{c_{m j}(\mu)} c_{m k}(\mu) d \sigma(\mu)$.

The existence of this integral is assured by (2.72). Clearly ( $\mathcal{j k k}(\lambda)$ ) is Hermitian. That it is non-decreasing follows from the equalities

$$
\begin{aligned}
& \sum_{j, k=1}^{n}\left\{\rho_{j k}(\nu)-\rho_{j k}(\mu)\right\} E_{j} t_{k}=\sum_{j, k=1}^{n} \bar{t}_{j} t_{k} \int_{\mu}^{\nu^{+} \lambda^{2} \sum_{m=1}^{+k(\lambda)} \bar{c}_{m j}(\lambda) c_{m k}(\lambda) d \sigma(\lambda)} \\
= & \int_{\mu}^{\nu+\lambda} \lambda^{2} \sum_{m=1}^{k(\lambda)}\left\{\left(\sum_{k=1}^{n} c_{m k}(\lambda) t_{k}\right)\left(\sum_{j=1}^{n} c_{m j}(\lambda) t_{j}\right)\right\} d \sigma(\lambda) \geq 0
\end{aligned}
$$

Using (2.73) and (2.74) we now may write

$$
\text { (2.75) } \begin{aligned}
&\left\|\widetilde{u}_{s}\right\|^{2}=\int_{\Lambda}\left\|\tilde{u}_{\delta}(\lambda)\right\|^{2} d \sigma(\lambda) \\
&=\int_{\Lambda}\left\{\sum_{m=1}^{k(\lambda)} \lambda^{2} \sum_{j=1}^{n} \frac{c_{m j}(\lambda)}{\omega_{j}^{\delta}(\lambda)} \sum_{k=1}^{n} c_{m k}(\lambda) \overline{\omega_{k}^{\delta}(\lambda)}\right\} d \sigma(\lambda) \\
&=\int_{\Lambda}\left\{\sum_{j, k=1}^{n} \omega_{j}^{\delta}(\lambda) \overline{\omega_{k}^{\delta}(\lambda)} \sum_{m=1}^{k(\lambda)} \lambda^{2} \overline{\left.c_{m j}(\lambda) c_{m k}(\lambda)\right\} d \sigma(\lambda)=}\right.
\end{aligned}
$$

$$
=\int_{\Lambda} \sum_{j, k=1}^{n} \omega_{j}^{\delta}(\lambda) \overline{w_{k}^{\delta}(\lambda)} d \rho_{j k}(\lambda)
$$

The finiteness of the last written integral shows $\omega^{\delta} \varepsilon \Omega$. Moreover it follows from (2.64) that

$$
\begin{equation*}
\left\|\tilde{u}_{\delta}\right\|=\left\|\omega^{\delta}\right\| \tag{2.76}
\end{equation*}
$$

By (2.48) $\tilde{u}_{\delta} \longrightarrow \tilde{u}$ in $\tilde{A_{\gamma}}$ as $\delta$ expands to $(a, b)$; and now that we have the Parseval relation $(2.76)$ for elements of the form $\tilde{u}_{\delta}$, the argument just above (2.31) shows that $\omega^{\delta}$ converges in $\Omega$, say to $\omega$, and hence, applying (2.76) again,

$$
\begin{equation*}
\|\omega\|=\|\tilde{u}\|=\|u\| . \tag{2.77}
\end{equation*}
$$

By the third sentence following (1.4) and what we have just proved we may allow $\delta$ to expand to $(a, b)$ through a suitable sequence of compact intervals, thus seeing from (2.73) that for almost all. $\lambda[\sigma]$, and hence, by (2.74), for almost all $\lambda\left[\rho_{j k}\right]$, $j_{g} k=1, \ldots, n$, that

$$
\begin{equation*}
\widetilde{u}(\lambda)=\sum_{m=1}^{k(\lambda)}\left\{\sum_{j=1}^{n} \lambda \overline{c_{m j}(\lambda)} \omega_{j}(\lambda)\right\} \tilde{\psi}_{m}(\lambda) \tag{2.78}
\end{equation*}
$$

We now find from (2.71) and (2.78) that
(2.79)

$$
\begin{aligned}
& \left(\lambda \tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right)=\sum_{m=1}^{k(\lambda)}\left\{\sum_{j=1}^{n} \lambda^{2} \overline{c_{m j}(\lambda)} \omega_{j}(\lambda)\right\}\left\{\sum_{i=1}^{n} c_{m 1}(\lambda) s_{i}(x, \lambda)\right\} \\
& =\sum_{i, j=1}^{n} s_{1}(x, \lambda) \omega_{j}(\lambda) \sum_{m^{m} 1}^{k(\lambda)} \lambda^{2} \overline{c_{m j}(\lambda) c_{m i}(\lambda) .}
\end{aligned}
$$

Thus, from (2.42) and (2.74) we find that

$$
\begin{aligned}
u_{\Delta}(x) & =\int_{\Delta}\left(\lambda \tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right) d \sigma(\lambda) \\
& =\int_{\Delta}\left\{\sum_{i, j=1}^{n} s_{i}(x, \lambda) \omega_{j}(\lambda) \sum_{m=1}^{k(\lambda)} \lambda^{2} \overline{c_{m j}(\lambda) c_{m i}}(\lambda)\right\} d \sigma(\lambda) \\
& =\int_{\Delta} \sum_{1, j=1}^{n} s_{i}(x, \lambda) \omega_{j}(\lambda) d \rho_{j 1}(\lambda)
\end{aligned}
$$

According to (2.48) $u_{\Delta} \longrightarrow u$ in $9 \nmid$ as $\Delta$ expands to ( $a, b$ ), and the assertion connected with $(2.67)$ is proved.

According to (2.77) $\mathscr{\sim}$ is mapped isometrically onto a subspace $\Omega \prime$ of $\Omega$, and (2.78) gives the explicit mapping if $\omega \in \Omega$, . Consider now an arbitrary $\omega \in \Omega$. Define $u$ in terms of this $\omega$ by (2.78). Then the chain of equalities (2.75), read in reverse and omfting the $\delta$ 's, shows that $\tilde{u} \varepsilon \tilde{\nsim}$, and moreover that the map from $\Omega$ onto $\tilde{\mathscr{H}}$ so defined is an isometry. Thus there exists an isometry of $\Omega$ onto $\tilde{\nsim}$ which is an extension of an isometry of $\Omega$ ' onto $\tilde{\mathscr{H}}$. We conclude that $\Omega=\Omega$, and (2.78) provides the expli-
cit unitary map of $\Omega$ onto $\widetilde{4}$. Since $(2.78)$ was originally proved to hold for an arbitrary $\tilde{u} \& \widetilde{\not \partial}$, and since $\tilde{u}$ cannot correspond to two different elements of $\Omega$, we see that $u$ bears the relation to $\omega$ which is asserted in the theorem.

To prove (2.69) apply (2.42) to $E(\Delta) u$, remembering (2.1)。 The result is

$$
\begin{equation*}
(E(\Delta) \mathfrak{u})_{\Delta^{\prime}}(x)=\int_{\Delta^{\prime}}\left(\lambda \chi_{\Delta}(\lambda) \tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right) d \sigma(\lambda) \tag{2.80}
\end{equation*}
$$

By (2.48) the left side of (2.80) tends in $2 \boldsymbol{z}$ to $(E(\Delta) u)(x)$ as $\Delta^{\prime} \longrightarrow(-\infty, \infty)$, but it is clear that when $\Delta^{\prime} \supset \Delta$ the right side of $(2.80)$ is $\int_{\Delta}\left(\lambda \tilde{u}(\lambda), \tilde{f_{X}}(\lambda)\right) d \sigma(\lambda)$. Thus by (2.79) and (2.74)

$$
\begin{aligned}
&(E(\Delta) u)(x)=\int_{\Delta}\left(\lambda \tilde{u}(\lambda), \tilde{f}_{x}(\lambda)\right) d \sigma(\lambda) \\
& \text { (2.81) } \quad=\int_{\Delta}\left\{\sum_{i, j=1}^{n} s_{i}(x, \lambda) \omega_{j}(\lambda) \sum_{m^{=1}}^{k(\lambda)} \lambda^{2} \overline{c_{m j}(\lambda)} c_{m L}(\lambda)\right\} d \sigma(\lambda) \\
&= \int_{\Delta} \sum_{i, j=1}^{n} s_{i}(x, \lambda) \omega_{j}(\lambda) d \rho_{f i}(\lambda)
\end{aligned}
$$

This equality proves (2.69). To prove (2.70) we notice that by (2.42) and $(2.6)$

$$
(H u)_{\Delta}(x)=\int_{\Delta}\left(\lambda \cdot \lambda \widetilde{u}(\lambda), \tilde{f}_{X}(\lambda)\right) d \sigma(\lambda),
$$

and, just as in (2.81), we conclude that

$$
(\mathrm{Hu})_{\Delta}(x)=\int_{\Delta} \sum_{i, j=1}^{\mathrm{n}} s_{i}(x, \lambda) \omega_{j}(\lambda) \lambda d \rho_{j i}(\lambda) .
$$

An application of (2.48) proves (2.70) and completes the proof of the theorem.

The spectrum $s(H)$ of a self-adjoint operator $H$ in an arbitreary Hilbert space may be defined as the set of points of non-constancy of the resolution of the identity $E(\lambda)$ of $H$. The points of $s(H)$ at which $E(\lambda)$ is continuous constitute the continuous spectrum of $H \&$ the remaining points of $s(H)$ constitute the point spectrum. The point spectrum consists of the eigenvalues of H [19, pp. 356, 357].

The spectrum of a self-adjoint extension $H$ of a differential operator is usually defined [4, p. 252; 21, p. 58\% 7\% 23] as the set of points of non-constancy of the spectral matrix $\rho(\lambda)$, when $p$ is uniquely determined by $H$. (Sufficient conditions for uniqueness of $P$ are given in [2, Theorem 73 4, Chapter 10, section 3].) The continuous spectrum is then deflned to be those points of the spectrum at which $\rho$ is continuous and the point spectrum to be the remaining points.

It might be expected that the separate deflnitions would agree, at least under fairly general conditions on $L$, but we have seen no proof of this fact in the literature. Stone indicates [20, p. 530] that the problem had not been investigated at that time. While we have not been able to prove the uniqueness of $\rho$, we can prove that the spectrum, continuous spectrum, and point spectrum defined in terms of the spectral
matrix $\rho$ constructed in the proof of Theorem 2.64, agree with the corresponding concepts defined in terms of $H$ as an abstract operator, at least for all points except $\lambda=0$ 。
(2.82) Corollary to Theorem 2.64. The real number $\lambda_{0} \neq 0$ is
(i) a point of constancy,
(ii) a point of continuous increase,
(iii) a point of discontinuity
of $E(\lambda)$ if and only if it satisfies the same condition with respect to $p(\lambda)$.

Proof: By the construction of $\widetilde{\not q}$ given at the beginning of this chapter and the paragraph preceding Lemma 1.6, $\sigma(\lambda)$ is equivalent to $E(\lambda)$. Define

$$
\hat{\sigma}(\lambda)= \begin{cases}\sigma(\lambda), & \text { if } \lambda<0 \\ \sigma(\lambda)-\left\{\sigma\left(0^{+}\right)-\sigma\left(0^{-}\right)\right\} & \text {if } \lambda \geq 0 .\end{cases}
$$

Then it suffices to prove that $\hat{\sigma}$ and $\rho$ are equivalent; that is that each is absolutely continuous with respect to the other. The absolute continuity of each $\rho_{j k}, j, k=1, \ldots, n$, with respect to $\hat{\sigma}$ is immediate from (2.74). On the other hand the functions appearing on the left of the $k(\lambda)$ equations (2.71) are linearly independent for almost all $\lambda[\sigma]$; so that in particular for almost all $\lambda[\sigma]$ not every coefficient $c_{21}(\lambda), \ldots, c_{1 n}(\lambda)$ is zero. Thus every $\lambda$-set $\Gamma$ of positive $\hat{\sigma}$-measure, and hence of positive $\sigma$-measure, contains a sub-
set of positive $\sigma$-measure on which one, at least, of these functions, say $c_{1 i}$ is not zero. Application of (2.74) with $j=k=1$ Fields

$$
\rho_{i 1}(\Gamma)=\int_{\Gamma} \lambda^{2} \sum_{m^{m}=1}^{k(\lambda)}\left|c_{m i}(\lambda)\right|^{2} d \sigma(\lambda)
$$

Since the non-negative integrand is positive on a set of positive $\sigma$ measure, $\rho_{11}(\Gamma)>0$. Thus $\hat{\sigma}$ is absolutely continuous with respact to $\rho$. The corollary is thereby proved.

Coddington [2, Theorem 3] has characterized the self-adjoint extensions of $T_{0}$ (Chapter I). His method uses the facts that $\mathcal{F}$ is a function space and $T_{0}$ a differential operator. The theorem in questin may be proved quite abstractly for closed symmetric operators in an arbitrary Hilbert space, using nothing deeper than the simplest facts about finite dimensional spaces.

Let $T_{0}$ be a symmetric operator in a Hilbert space of with domain $D_{0}$ and with adjoint $T=T_{0}^{*}$. Let $D \equiv D_{T}$. If $u_{,} \nabla \in D$, define $\{u, \nabla\} \equiv(T u, \nabla)-(u, T v)$. Since $\{\nabla, u\}=-\{u, \nabla\}$, $\{v, u\}=0$ if and only if $\{u, \nabla\}=0$. We are interested in conditins which characterize the self-adjointness of an extension $H$ of $T_{0}$. Let $\Delta \equiv D_{H}$, and $\Delta^{*} \equiv D_{H^{*}}$. Suppose that $T_{0}$ is closed so that $T^{*}=T_{0}$ (Chapter I). Since all self-adjoint extensions of $T_{0}$ are contained in $T$ we need (and shall) consider only those $H$ satisfying $\mathrm{T}_{0} \subseteq \mathrm{H} \subseteq \mathrm{T}$. Taking adjoints shows that $\mathrm{T}_{0} \subseteq \mathbb{R}^{*} \subseteq \mathrm{~T}$, since $T^{*}=T_{0}$. Thus $H$ is self-adjoint if and only if $\Delta=\Delta^{*}$. Now by definition of adjoint it follows that

$$
\begin{aligned}
\Delta^{*} & =\left\{u \varepsilon D_{:}(H v, u)=(v, T u) \text { for all } \nabla \in \Delta\right\} \\
& =\left\{u \varepsilon D_{:}(T v, u)=(v, T u) \text { for all } \nabla \varepsilon \Delta\right\} \text {. }
\end{aligned}
$$

Thus

$$
\begin{equation*}
\Delta^{*}=\{u \varepsilon D:\{\nabla, u\}=0 \text { for all } v \varepsilon \Delta\} . \tag{3.1}
\end{equation*}
$$

Let us suppose $\operatorname{dim} \mathrm{D} / \mathrm{D}_{0}$ to be finite (a condition which is satisfied in the case of differential operators). (3.1) shows that $\Delta^{*}$ is obtained from $D$ by imposing conditions on $u \in D$ of the form $\{\nabla, u\}=0$ for $\nabla \varepsilon \Delta$. Such conditions, because of the way in which they arise in connection with differential operators [2, p. 194 and p. 198], will be called boundary conditions. A finite set of such boundary conditions on elements u $\varepsilon D$, say $\left\{\nabla_{i}, u\right\}=0$, $1=1, \ldots, k$, will be called dependent with respect to $D$ if there exist complex numbers $c_{1}, \ldots, c_{k}$, not all zero, such that $\sum_{i=1}^{k} c_{i}\left\{v_{i}, u\right\}=0$ for all $u \in D$ 。 Otherwise the boundary conditions will be called independent. In general not all the boundary conditins occurring in the characterization (3.1) of $\Delta^{*}$ will be independent. In fact, we prove the following lemme:
3.2 Lemma. The maximum number of boundary conditions of the form $\{v, u\}=0$, with $v \in \Delta$, which are independent with respect to $D$ and which suffice to characterize $\Delta^{*}$ as in (3.1) is equal to $\operatorname{dim} \mathrm{m} / \Delta^{*} \quad$ (which is finite since $\operatorname{dim} \mathrm{D} / \mathrm{D}_{0}$ is finite). Proof. Let $\operatorname{dim} D / \Delta^{*}=k$. Suppose that there exist $\nabla_{1}, \ldots, \nabla_{m} \& \triangle$ such that the boundary conditions

$$
\begin{equation*}
\left\{\nabla_{j}, u\right\}=0, \quad j=1, \ldots \ldots, m, \tag{3.3}
\end{equation*}
$$

## 44

are independent with respect to $D$, and that $i<k$. Let $W_{1}, \ldots, w_{k}$ be In $D$ and linearly independent modulo $\Delta^{*}$; so that $\Delta^{*}$ and $w_{1}, \ldots, w_{k}$ together span $D$. There exists a nontrivial solution $c_{1}, \ldots, c_{m}$ of the equations

$$
\begin{equation*}
\sum_{j=1}^{m} c_{j}\left\{v_{j}, w_{i}\right\}=0, \quad 1=1, \ldots, k_{q} \tag{3.4}
\end{equation*}
$$

Moreover, by (3.1), every element w $\varepsilon \Delta^{*}$ satisfies

$$
\begin{equation*}
\sum_{j=2}^{m} c_{j}\left\{v_{j}, w\right\}=0 \tag{3.5}
\end{equation*}
$$

From (3.4) and (3.5) it follows that every $u \in D$ satisfies

$$
\sum_{j=2}^{m} c_{j}\left\{v_{j}, u\right\}=0_{\xi}
$$

that is, the boundary conditions are dependent with respect to $D$. This is a contradictions so that we must conclude $m \leq k$.

Now let $m$ denote the maximum number of independent boundary conditions of the form (3.3) such that $\Delta^{*}$ may be represented in the form

$$
\begin{equation*}
\Delta^{*}=\left\{u \varepsilon D:\left\{u, v_{j}\right\}=0, v_{j} \varepsilon \Delta, j=1, \ldots, m\right\} . \tag{3.6}
\end{equation*}
$$

Suppose $m<k$. Let $w_{1}, \ldots, w_{k} \in D$ be linearly independent modulo
$\Delta^{*}$. There exists a nontrivial solution $c_{1}, \ldots, c_{k}$ of the equations

$$
\begin{equation*}
\sum_{i=1}^{k} c_{i}\left\{w_{i}, v_{j}\right\}=0, \quad j=1, \ldots, m ; \tag{3.7}
\end{equation*}
$$

so that
(3.8) $\quad\left\{\sum_{i=1}^{k} c_{i} w_{i}, \nabla_{j}\right\}=0, \quad j=1, \ldots, m$.

By (3.6) we conclude that $\sum_{i=1}^{k} c_{i} w_{i} \varepsilon \Delta^{*}$, contradicting the independence of $w 1, \ldots, w_{k}$ modulo $\Delta^{*}$. We therefore have $k=m$, and the lemma is proved.
3.9 Lemma. Let $\nabla_{1}, \ldots, \nabla_{n} \in \Delta$. Then $\nabla_{1}, \ldots, \nabla_{n}$ are 11nearly independent modulo $D_{0}$ if and only if the boundary conditions $\left\{\nabla_{j}, u\right\}=0, j=1, \ldots, n$, are independent with respect to $D$ : Proof. If $w \in D$, application of (3.1) to $D$ in place of $\triangle$ shows that
(3.10) w $\varepsilon D^{*}=D_{0}$ if and only if $\{w, u\}=0$ for all $u \in D$. This fact, applied to $w=\sum_{j=1}^{n} c_{j} \nabla_{j}$, proves the lemma.

Lemmas 3.2 and 3.9 imply that

$$
\begin{equation*}
\operatorname{dim} \Delta / D_{0}=\operatorname{dim} D / \Delta^{*} \tag{3.11}
\end{equation*}
$$

3.12 Definition. Let $a_{1}, \ldots, a_{k} \in D$. If the boundary condithins $\left\{u_{,} a_{i}\right\}=0, i=1, \ldots, k$, on elements $u \in D$ are independent with respect to $D$ and if $\{a, a\}\}=0,1, j=1, \ldots, k$, the boundary conditions will be called self-adjoint [2, p. 198].
3.13 Theorem. Let $T_{0}$ be a closed symmetric operator in of With adjoint $T \equiv T_{0}^{*}$ (See Chapter $I_{0}$ ) Let $D \equiv D_{T}$ and $D_{0} \equiv D_{T_{0}}$ 。 Suppose that $\operatorname{dim}^{D} / D_{0}$ is finite. Let $H$ be an operator satisfying $T_{0} \subseteq H \subseteq T ;$ let $\Delta \equiv D_{H}$ and $\Delta^{*} \equiv D_{H^{*}}$. Then $H$ is selfadjoint if and only if $\operatorname{dim} D / D_{0}=2 k$ and there exist $a_{1}, \ldots, a_{k} \varepsilon D$ such that the boundary conditions $\left\{u, a_{j}\right\}=0$ are self-adjoint, $j=1, \ldots, k$, and

$$
\begin{equation*}
\Delta=\left\{u \in D:\left\{u, a_{j}\right\}=0, j=1, \ldots, k\right\} \tag{3.14}
\end{equation*}
$$

Proof. Necessity: Assume $H=H^{*}$; so that

$$
\begin{equation*}
\Delta=\Delta^{*} \tag{3.15}
\end{equation*}
$$

Let $\operatorname{dim} \Delta / D_{0} \equiv k$. By (3.11) and (3.15) dim ${ }^{D} / D_{0}=\operatorname{dim} D / \Delta^{*}+\operatorname{dim} \Delta^{*} / D_{0}$ $=\operatorname{dim} \Delta_{D_{0}}+\operatorname{dim} \Delta_{D_{0}}=2 k$. Let $a_{1}, \ldots, a_{k} \varepsilon \Delta$ and be linearly indiependent modulo. $D_{0}$. If $u, v \in \Delta$, then by (3.1) and (3.15), $\{u, v\}=0$. In particular $\left\{a_{1}, a_{j}\right\}=0, i, j,=1, \ldots, k$. By Lemma 3.9 the boondeary conditions $\{u, a\}=0, j=1, \ldots, k$, are independent with respect to $D$; hence they are self-adjoint. Finally, it follows from (3.10) that $u \in D$ implies $\{u, \nabla\}=0$ for all $\nabla \varepsilon D_{0}$. We see therefore, using
(3.1) and the fact that $D_{0}$ and $\alpha_{1}, \ldots, a_{k}$ span $\triangle$, that

$$
\begin{aligned}
\Delta & =\Delta^{*}=\{u \varepsilon D:\{v, u\}=0, \text { all } v \varepsilon \Delta\}= \\
& =\{u \varepsilon D:\{u, v\}=0, \text { all } v \varepsilon \Delta\} \\
& =\left\{u \varepsilon D:\left\{u, a_{j}\right\}=0, j=1, \ldots, k\right\} .
\end{aligned}
$$

Sufficiency Suppose that $\operatorname{dim}{ }^{D} / D_{0}=2 k$ and that $\Delta$ is defined by $k$ self-adjoint boundary conditions as in (3.14). By Lemma 3.9, $a_{I}, \ldots, a_{k}$ are linearly independent modulo $D_{0}$. Let $\widetilde{\Delta}$ be the linear manifold spanned by $D_{0}$ and $\alpha_{2}, \ldots, \alpha_{k}$. Then

$$
\begin{equation*}
\operatorname{dim} \dot{\widetilde{\Delta}} / p_{0}=k \tag{3.16}
\end{equation*}
$$

By (3.14) and the self-adjointness condition, $a_{j} \varepsilon \Delta, j=1, \ldots, k$. Thus $\widetilde{\Delta} \subset \triangle$. We shall show that

$$
\begin{equation*}
\widetilde{\Delta}=\Delta \tag{3.17}
\end{equation*}
$$

It suffices, in View of (3.16), to prove dim $\Delta / D_{0}=k$. By the definitimon (3.14) of $\Delta$ and the independence of the $k$ boundary conditions occurring in that definition, it follows, exactly as in the proof of Lemma 3.2, that $\operatorname{dim} D / \Delta=k$. Using this fact we are able to write $2 k=\operatorname{dim} D / D_{0}=\operatorname{dim} D / \Delta+\operatorname{dim} \Delta / D_{0}=k+\operatorname{dim} \Delta / D_{0}$; from which we conelude that

$$
\begin{equation*}
\operatorname{dim} \Delta / D_{0}=k . \tag{3.18}
\end{equation*}
$$

Thus (3.17) is proved. From (3.16) and the definition of $\widehat{\Delta}$ it follows that each $u \in D$ can be written in the form $u^{\prime}=u_{0}+\sum_{1=2}^{k} b_{1} a_{1}$, where
$u_{0} \varepsilon D_{0}$ and $b_{2,}, \ldots, b_{k}$ are scalars. If $\nabla \in \Delta$ has the corresponding representation $\nabla=\nabla_{0}+\sum_{j=2}^{k} c_{j} a_{j}$, we find that

$$
\begin{aligned}
\left\{\begin{array}{r}
v \\
u
\end{array}\right\} & =\left\{v_{0}, u_{0}\right\}+\sum_{j=1}^{k} c_{j}\left\{x_{j}, u_{0}\right\}+\sum_{i=2}^{k} \bar{b}_{i}\left\{\nabla_{0}, a_{i}\right\} \\
& +\sum_{i, j=2}^{k} c_{j} b_{i}\left\{a_{j}, a_{i}\right\} .
\end{aligned}
$$

By (3.10) any brace with $u_{0}$ or $\nabla_{0}$ inside is zeros and by the selfadjointness property, the last sum vanishes. Thus for each pair of elemments $u, v \in, \Delta,\{u, v\}=0$. Hence if $u \varepsilon \Delta, u$ also satisfies the condition expressed in (3.1) that it be in $\Delta^{*} 8$ that is, $\dot{\Delta} \subset \Delta^{*}$. On the other hand, by (3.11) and (3.18) we see that $d 1 m D / \Delta^{*}$ $\pi \mathrm{dim} \Delta \mathrm{D}_{0}=\mathrm{k} 3$ so that $2 \mathrm{k}=\mathrm{dim} \mathrm{D}_{\mathrm{D}} \mathrm{D}_{0}=\mathrm{dim} \mathrm{D} / \Delta^{*}+\mathrm{dim} \Delta^{*} / \Delta+\operatorname{dim} \Delta / D_{0}$ $=k+\operatorname{dim} \Delta^{*} / \Delta+k$. Thus $\Delta^{*}=\Delta$. Since $H$ and $H^{*}$ have a common extension $T$, this equality implies $H^{*}=H$. The theorem is thereby proved.

SPECTRA OF SEIF-ADJOINT EXTENSIONS OF A SYNMETRIC OPERATOR

## Von Neumam's Theory of Symmetric Extensions

Proofs of statements made in this section may be found in [20, Chapter IX], [16, Chapter VI], [1, Sections 67 and 78-80], and [19, Section 123]. As in Chapter I let $A$ be a closed, symmetric operator in a Hilbert space \& . If $R_{-}$and $R_{+}$denote the respective ranges of $A-1$ and $A+1$, then $R_{-}$and $R_{+}$are closed subspaces of $q$. Since the eigenvalues of a symmetric operator are real, $A+1$ maps $D_{A}$ in a one to one manner onto $R_{+}$. Thus $(A+1)^{-1}$ exists. The operator $\nabla=(A-1)(A+1)^{-1}$, the Cayley transform of $A$, is an isometry with domain $R_{+}$and range $R_{\infty}$. $\nabla$ determines $A$ uniquely according to the formula $A u=1(I+\nabla)(I-\nabla)^{-1} u$ for $u \varepsilon D_{A}$. Moreover, there is a one to one correspondence betwieen the isometric extensions $\tilde{\nabla}$ of $\nabla$ and the symmetric extensions $\tilde{A}$ of $A$, which is such that $\widetilde{V}$ corresponds to $\tilde{A}$ if and only if $\widetilde{\nabla}$ is the Cayley transtorm of $\tilde{A}$. $\tilde{A}$ is self-adjoint, moreover, if and only if $\tilde{V}$ is unitary, that is, if and only if $D_{\tilde{V}}=q_{\neq}$ and the range $R \tilde{V}=4$. From these facts it follows that in order to determine the self-adjoint extensions of $A$, it is sufflcient merely to dotermine the unitary extensions of $\nabla$. But every unitary extension of $\nabla$ can clearly be obtained by mapping the orthogonal complement $R_{+} \perp$ of the domain $R_{+}$of $\nabla$ isometrically onto the orthogonal complement $R_{-} \perp$ of the range $R_{-}$of $\nabla$. If $\nabla^{\prime}$ is an operator effecting this map, then a unitary extension $\tilde{\nabla}$ of $\nabla$ is obtained by defining $\tilde{\nabla}$ to agree with $\nabla$
on $R_{+}$and to agree with $\nabla^{\prime}$ on $R_{+}{ }^{\perp}$. Of course, a necessary and sufficient condition for the existence of such a $\nabla^{\prime}$ is that $m=\operatorname{dim} R_{+}^{\perp}\left[6\right.$, Section 16] and $n=d i m I_{-} \perp$ be equal, not neces sarily finite, cardinal numbers. $m$ and $n$ are known as the defect numbbert of $A$. The ordered pair ( $m, n$ ) is known as the defect index of A . Notice that $m=n=0$ is a necessary and sufficient condition for A to be self-adjoint.

We assume henceforth that $m=n$. Don Neumann has given an explicit expression for the domain $D_{\mathbb{A}}$ of the selfmadjoint extension $\tilde{A}$ of $A$ whose Cayley transform is the $\tilde{V}$ described above. First, $D_{A *}$ can be written as a direct sum

$$
\begin{equation*}
D_{A^{*}}=D_{A} \oplus R_{+} \perp \oplus R_{-}^{\perp} . \tag{4.1}
\end{equation*}
$$

Moreover, $R_{+}^{\perp}$ is the eigenspace of $A^{*}$ corresponding to the eigenvalue 1 and $R_{\infty} \perp$ the eigenspace of $A^{*}$ corresponding to the eigenvalue $-i$. Furthermore, if $u \in D_{A^{*}}$ is represented according to the decomposition (4.1) in the form

$$
\begin{equation*}
u=u_{0}+u_{+}+u_{\infty}, \tag{4.2}
\end{equation*}
$$

then [20, p. 344]

$$
\begin{equation*}
\operatorname{Im}\left(A^{*} u_{,} u\right)=\left\|u_{+}\right\|^{2}-\left\|u_{-}\right\|^{2} \tag{4.3}
\end{equation*}
$$
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If $\tilde{A}$ is a self-adjoint extension of $A$, then $[I, p .242$ ]
(4.4)

$$
D_{\tilde{A}}=D_{A} \oplus\left(I-V^{\imath}\right) R_{+} \perp
$$

where $\nabla^{\prime}$ is the isometry occurring in the description of $\tilde{\nabla}$.

The Spectrum of A Self-Adjoint Operator
Let $H$ be a self-adjoint operator in a Hilbert space of o The resolvent set of $H$ [19, Section 132] consists of those complex numbers $\ell$ such that $(H-l)^{-1}$ is defined and bounded on of . The complement in the complex plame of the resolvent set is the spectrum $s(H)$ of $H$. This deflinition agrees with the one given in Chapter II [20, Theorem 5.11]. $s(H)$ is a non-empty subset of the real axis and contains all the eigenvalues of $H$ [19, Section 132]. The limit spectrum, or essential spectrum, of $H$ consists of all points in the derived set $s(H)^{\prime} \quad( \pm \infty$ being included when appropriate), as well as the eigenvalues of $H$ of infinite multiplicity. Such eigenvalues cannot occur with differential operators,

## Spectra Of Self-Adjoint Extensions

Weyl showed [23] for the second order real differential operator mentioned in the introduction, defined on a halfaxis, and in the limit point case, that the essential spectrum is independent of the particular selfeadjoint extension of the operator. Recently, Heinz [8] showed that the independence of the essential spectrum of a self-adjoint extension of a closed symmetric operator $A$ with respect to the particular self-adjoint
extension is actually a property shared by all A having equal and firite defect numbers. Heinz derives his result by use of the spectral representation of self-adjoint operators.

Hartman and Wintner [7] have complemented Weyl's result by proving that, in the case considered by Weyl, every real number not in the essential spectrum of $L$ is an eigenvalue of some self-adjoint extension of L. Their argument uses differential equations. See also [3], where a different proof is given.

Actually the theorem of Hartman and Wintner is true in the situation considered by Heinz. We prove the following theorem.
4.5 Theorems Let A be a closed symmetric operator with equal defect numbers $m=n>0$. Let $\lambda$ be a real number not in the essential spectrum of some self-adjoint extension $B$ of $A$. Then there exdsts a self-adjoint extension $\tilde{A}$ of $A$ such that $\lambda$ is an eigenvalue of finite multiplicity of $\tilde{A}$.

Proof. If $\lambda \varepsilon s(B)$, we may take $\tilde{A}=B$, since the only points of (B) which are not in the essential spectrum are eigenvalues of finite multiplicity of B [19, Section 133]. Suppose then that $\lambda$ \& $s(B)$, so that $(B-\lambda)^{-1}$ is defined and bounded on all of it. Since $m \neq 0$ there exists a non-zero element $\nabla \in R_{+} \perp$, which therefore satisfles

$$
\begin{equation*}
A^{*} \nabla=i v . \tag{4.6}
\end{equation*}
$$

Clearly $(B-\lambda)^{-1}(1-\lambda) v \neq 0$, and 1 is not an eigenvalue of $B$; so
that $u$, defined by
(4.7)

$$
u=(B-1)(B-\lambda)^{-1}(i-\lambda) v,
$$

is not zero. Since $(B-\lambda)^{-1}$ is a right $[19, p$. 295] (though not in general a left) inverse of $B-\lambda,(B-\lambda)(B-\lambda)^{-1}=v ;$ from which

$$
\begin{equation*}
B(B-\lambda)^{-1} \nabla=\lambda(B-\lambda)^{-1} \nabla+\nabla . \tag{4.8}
\end{equation*}
$$

Subtracting $1(B-\lambda)^{-1} \sigma$ from both sides of $(4.8)$ leads to

$$
(B-1)(B-\lambda)^{-1} v=(\lambda-1)(B-\lambda)^{-1} v+v,
$$

or

$$
\begin{equation*}
v-(B-1)(B-\lambda)^{-1} v=(1-\lambda)(B-\lambda)^{-1} v . \tag{4.9}
\end{equation*}
$$

Since the right side of (4.9) belongs to $D_{B}$, the left side does also, and

$$
\text { (4.10) }(B-1)\left\{v-(B-1)(B-\lambda)^{-1} v\right\}=(B-1)(B-\lambda)^{-1}(1-\lambda) v=u \text {, }
$$

where we have used (4.7). Again using (4.7) in the term in braces in (4.10), one obtains

$$
\begin{equation*}
(B-1)\left\{\dot{v}+(\lambda-1)^{-1} u\right\}=u . \tag{4.11}
\end{equation*}
$$

Since in general $\nabla \not \& D_{B}$, we may not distribute $B-1$ in the braces: However, since $B \subseteq A^{*}$, (4.11) implies
(4.12)

$$
\left(A^{*}-1\right)\left\{v+(\lambda-1)^{-1} u\right\}=u
$$

Thus $v+(\lambda-1)^{-I_{Q}} \in D_{A^{*}}$. Since $v \in R_{+} \perp \subset D_{A^{*}}$ o we find that $u$ \& $D_{A^{*}}$; (4.12) and (4.6) then imply

$$
\left(A^{*}-1\right)(\lambda-1)^{-1} u=u
$$

Thus

$$
\left(A^{*}-1\right) u=(\lambda-1) u,
$$

or finally
(4.13)

$$
A^{*} u=\lambda u
$$

This equation implies first that $\left(A^{*} u, u\right)=\lambda(u, u)$ is real; so that by (4.3)
(4.74)
$\left\|u_{+}\right\|=\left\|u_{-}\right\|$.

Since $m=n$ there exist isometries of $R_{+} \perp$ onto $R_{-} \perp ;$ and
according to ( $4 . \mathcal{l}_{4}$ ), we may choose one, say $\nabla^{\prime}$, such that $V^{\prime} u_{+}=-u_{\infty}$. Thus $u$, as expressed in (4.2), has the obvious representation

$$
u=u_{0}+\left(I-V^{\prime}\right) u_{+},
$$

with $u_{0} \varepsilon D_{A}$. By virtue of (4.4), this equation implies u $\varepsilon D_{\tilde{A}}$. Since $\tilde{A} \subseteq A^{*},(4.13)$ then shows that $\tilde{A} u=\lambda u$. The theorem is thereby proved.
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