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Abstract

This dissertation discusses the research and development for a coupled neutron trans-

port/isotopic depletion capability for use in high-preformance computing applications.

Accurate neutronics modeling and simulation for “real” reactor problems has been a

long sought after goal in the computational community. A complementary “stretch

goal” to this is the ability to perform full-core depletion analysis and spent fuel isotopic

characterization. This dissertation thus presents the research and development of a

coupled Monte Carlo transport/isotopic depletion implementation with the Exnihilo

framework geared for high-performance computing architectures to enable neutronics

analysis for full-core reactor problems.

An in-depth case study of the current state of Monte Carlo neutron transport

with respect to source sampling, source convergence, uncertainty underprediction

and biases associated with localized tallies in Monte Carlo eigenvalue calculations

was performed using MCNPand KENO. This analysis is utilized in the design and

development of the statistical algorithms for Exnihilo’s Monte Carlo framework,

Shift. To this end, a methodology has been developed in order to perform tally

statistics in domain decomposed environments. This methodology has been shown

to produce accurate tally uncertainty estimates in domain-decomposed environments

without a significant increase in the memory requirements, processor-to-processor

communications, or computational biases.

With the addition of parallel, domain-decomposed tally uncertainty estimation

processes, a depletion package was developed for the Exnihilo code suite to utilize the

v



depletion capabilities of the Oak Ridge Isotope GENeration code. This interface was

designed to be transport agnostic, meaning that it can be used by any of the reactor

analysis packages within Exnihilo such as Denovo or Shift. Extensive validation and

testing of the ORIGEN interface and coupling with the Shift Monte Carlo transport

code is performed within this dissertation, and results are presented for the calculated

eigenvalues, material powers, and nuclide concentrations for the depleted materials.

These results are then compared to ORIGEN and TRITON depletion calculations, and

analysis shows that the Exnihilo transport-depletion capability is in good agreement

with these codes.
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Chapter 1

Introduction

Chapter 1 provides a brief background of the research documented in this dissertation.

The following sections describe the organization of this document, the overall

objectives of this research, and the motivation behind the research presented within

this manuscript.

1.1 Organization of Dissertation

The first chapter, Chapter 1, is an introductory chapter which describes the objectives

and motivation for this research. Chapter 2 is devoted to introducing the reader to

the subjects relevant to the research described herein. This includes presenting a brief

background of radiation transport theory with a specific emphasis on Monte Carlo

methods, the computational issues associated with full-core reactor analysis, and a

brief overview of isotopic depletion analysis.

Chapter 3, presents the research methodologies used in this research in order to

reach the goals set forth for this dissertation. A thorough description of methods

regarding uncertainty analysis as it applies to localized tally estimation in Monte

Carlo eigenvalue problems is described. This is followed by a discussion of Monte

Carlo parallel decomposition strategies and the implications of the various strategies

on the mechanics for estimating tally statistics. Description of the computational
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code and tools used throughout this dissertation are presented in Chapter 4 and

description of the various benchmark models are available in Appendix A.

Chapter 5 presents the detailed analysis of Monte Carlo eigenvalue calculations

and the issues that lead to biases and underprediction in the uncertainty for localized

tallies. This is followed by Chapter 6 which presents the research and development

of algorithms for calculating tally statistics in domain-decomposed Monte Carlo

calculations. This includes results using Shift and a comparison of how the previously

presented issues are affected by the mechanics within Shift.

Chapter 7 discusses the development and integration of depletion capabilities into

the Exnihilo framework. Finally, the culmination of the research and development

efforts presented in Chapters 5 through 7 provide a verification and validation

demonstration of the developed capabilities in Chapter 8 by using the Shift Monte

Carlo transport code coupled with ORIGEN depletion capabilities.

This document is concluded, in Chapter 9, with an assessment of the progress

towards the initial goals set out by this research and the path moving forward as full-

core reactor analysis of “real” reactors moves from the older simplified approaches

towards the more modern and rigorous approaches as the one illustrated in this

dissertation.

1.2 Objective

The overall goal of this research is the enablement of Monte Carlo-based neutronics

for “real” reactor analysis, whereby the term “real” refers to what a core designer

would require in the industry to accomplish the design, licensing, and operational

management of a new core or fuel cycle.

The primary issues which prevent modern reactor analysis tools from performing

such analyses are:

1. the prohibitive computation time associated with the level of detail of a real

reactor model,
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2. the prohibitive memory requirements associated with the number of tallies

required to perform full-core analyses,

3. the ability to generate results with high enough precision and accuracy for

nuclear reactor design, safety, and operational applications,

4. the ability to efficiently utilize massively parallel systems. Figure 1.1 illustrates

an important leap forward with deterministic transport calculations toward a

similar goal we present here for stochastic methods.

There are various hybrid methods, source acceleration strategies, and variance

reduction methods which enhance Monte Carlo calculations in both efficiency and ef-

fectiveness; however the underlying structural design of Monte Carlo codes needs to be

reworked in order to fully take advantage of massively parallel architectures. Although

modern Monte Carlo codes such as MCNP [2] and KENO [3] are already parallel, their

parallel strategy involves replicating the problem geometry on all processors, dividing

the number of histories up between the processors, and synchronizing after every cycle

in a criticality calculation. However, when the number of available processors is near

the order of the number of histories per cycle, much efficiency will be lost by the need

to frequently communicate information between the processors. Furthermore, for

larger models with hundreds of thousands of material regions, the memory required

to store all of this information on each processor far exceed the available memory per

core for most Linux clusters. Therefore massively parallel systems cannot be taken

advantage of properly using only domain replication strategies.

Domain-decomposition is a parallel strategy that has received much research

and development over recent years. However, in domain-decomposed environments

where the problem geometry and tallies are divided between multiple processors, the

traditional calculation of the sample variance presents communication issues that can

severely limit the scalability of the parallel algorithm. Calculating tally statistics in

Monte Carlo eigenvalue calculations typically involves calculating the sample variance

based on particle histories.
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Figure 1.1: Power profile for a generic Westinghouse PWR (PWR-900) [1]
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To address these issues, this research involves building the necessary infrastructure

to provide coupled transport-depletion capabilities for full-core analysis on massively

parallel systems using the Shift hybrid radiation transport code. Accomplishing

these goals requires a multistep research and development process which included

the following tasks:

1. Investigating the sources of bias and underprediction in the flux and its

associated uncertainty in modern Monte Carlo calculations. Since the flux is the

fundamental quantity of interest in a depletion calculation, ensuring its accuracy

is of the utmost importance. This research will be used in the development of

methodologies and algorithms for estimating the flux and statistical uncertainty

in Shift. Specific focus will be on pin cell and assembly models with axial burnup

distributions to evaluate models similar to develop guidelines and concepts to

aid in future development of Shift’s statistical algorithms.

2. Developing the algorithms for accurately calculating statistical uncertainties in

Shift. This will include developing additional algorithms using the knowledge

gained in previous studies to eliminate sources of bias and underprediction in

tally results and provide the necessary diagnostics to make a valid assessment

of the estimated results.

3. Development and implementation of a methodology capable of efficiently

calculating tally statistics in domain-decomposed environments; a task which

has not yet been performed in any known production-level Monte Carlo

code. This will include researching documented methods for calculating

statistical uncertainties and assessing their applicability to domain-decomposed

Monte Carlo environments. Investigation of possible alternatives will also be

conducted, which will require rigorous testing and verification if chosen as a

prime implementation in Shift’s statistical analysis.
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4. Research and development of an interface to efficiently integrate ORIGEN [4]

depletion capabilities into the Exnihilo framework to perform depletion and

isotopic tracking analyses following a transport calculation.

5. Testing and validation of all of the above implementations. This includes

testing the ability of Shift to efficiently utilize the ORIGEN depletion module

for performing coupled transport-depletion calculations using Shift.

Accomplishing these tasks first involves developing the algorithms to accurately

calculate localized tally uncertainties in parallel environments both efficiently and

effectively. Research will be conducted to identify the common issues associated with

current Monte Carlo statistical algorithms in order to aid in the development process

of new algorithms. Furthermore, the developed algorithms must be geared towards

functioning in parallel Monte Carlo simulations which can utilize either a domain-

replicated, domain-decomposed, or a multi-set overlapping domain scheme, noting

that calculating tally variances in domain decomposed Monte Carlo is a feat that

has not yet been implemented in any available Monte Carlo code. In this regard, a

new yet simple methodology has been developed in order to perform tally statistics

in domain decomposed environments which requires rigorous testing to ensure its

robustness. These algorithms will be coded in the Shift hybrid radiation transport

package, which is programmed in C++.

As advancements are made in the world of computational simulation, most notably

high-performance computing, the radiation transport community is getting closer to

being able to reach the goals for full-core reactor modeling and simulation. The

combination of the objectives presented will enable a full-core depletion calculation

to be performed by Shift on a massively parallel system such as the Cray XK7 (Titan)

machine at the National Center for Computational Sciences [5]. A Monte Carlo

simulation of this magnitude is something that has been the goal of computational

transport for many decades, and Shift is the ideal platform to carry out such a task.
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1.3 Motivation

Nuclear power is a viable and well-established technology for clean energy production

on a large-scale, and the nuclear power industry has been performing research and

development for some time on nuclear systems which are much improved with

respect to cost, safety, and sustainability. However, the pace at which these new

technologies can be developed and deployed into viable options and our ability to

advance the state-of-the-art for such systems is limited by inherent approximations in

our aging computational tools and current approach. There is a definite need for and

programmatic opportunities associated with drastic, not incremental, improvements

in our Modeling and Simulation (M&S) capabilities. The inability to do significant

experimental testing and/or prototyping places increased reliance on M&S. However,

current computational tools are ill-suited for predictive, efficient M&S, especially with

regard to the design of new and novel energy systems.

Under the support of the University of Tennessee’s Science Alliance’s Joint

Directed Research and Development (JDRD) Fund as well as Oak Ridge National

Laboratory (ORNL), a study of the Monte Carlo method for eigenvalue problems was

conducted. The specific focal points of this study were on the issues associated with

underprediction of localized tally uncertainties in Monte Carlo eigenvalue calculations

and on uncertainty estimation in domain-decomposed Monte Carlo environments for

massively parallel systems. By developing a thorough understanding of the current

issues related to uncertainty underprediction in modern Monte Carlo computational

codes, the development of new uncertainty estimation algorithms tailored for domain

decomposed Monte Carlo calculations can utilize this knowledge to mitigate and/or

eliminate these issues while simultaneously developing new methodologies.

Following this research, under appointment to the U.S. Department of Energy

(DOE) Nuclear Nonproliferation International Safeguards (NNIS) Graduate Fellow-

ship Program sponsored by the National Nuclear Security Administration (NNSA)’s
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Office of Nonproliferation and International Security, depletion capabilities for full-

core Monte Carlo calculations were developed. The ability to decompose the geometry

among multiple processors circumvents the prohibitive memory requirements associ-

ated with tallying in hundreds of thousands of pin cells and hundreds of axial regions

per pin cell, thus making full-core depletion calculations more readily available to the

radiation transport community.
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Chapter 2

Literature Review

This section contains a review of pertinent literature. Topics include:

1. fundamental issues in Monte Carlo eigenvalue calculations,

2. parallel decomposition strategies in Monte Carlo and tallying in the various

decomposed environments,

3. integration of isotopic depletion capabilities, and

4. full-core computational analysis.

2.1 Fundamental Monte Carlo Practice

Modeling and simulation using Monte Carlo methods is the gold standard for nuclear

reactor criticality applications, allowing complex geometries to be represented in

multidimensional space with minimal approximations. However, obtaining good

statistics for localized tallies in eigenvalue calculations takes a large amount of

computation time, and several issues exist that may lead to errors in both the

average value and the associated uncertainties generated by Monte Carlo algorithms.

Developing an understanding of these issues and knowing how to identify and
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eliminate their effects are not only vital to the proper use of Monte Carlo methods,

but vital to the development process of Monte Carlo algorithms.

With respect to general Monte Carlo practice, many issues have been identified

in the literature which have no general solutions [6], [7], [8]. For example, it is well-

known that statistical estimates obtained from Monte Carlo criticality simulations can

be adversely affected by cycle-to-cycle correlations in the fission source, which can

lead to estimates of statistical uncertainties that are lower than the true uncertainty

by a factor of 5 or more [2]. However, several other more fundamental issues such

as adequate source sampling over the fissionable regions and convergence of the

fission source distribution can have a significant impact on the uncertainties for the

calculated eigenvalue and localized tally means, and these issues may be mistaken

for effects resulting from cycle-to-cycle correlations. In worst-case scenarios, the

uncertainty may be underpredicted by a factor of 40 or more [7]. The issue of inter-

cycle correlations typically presents itself in cases where the dominance ratio is near

unity, and no alternate specification of Monte Carlo parameters can correct this issue.

The other issues which relate to source sampling and convergence can be dealt with

by ensuring that the number of initial cycles skipped and the number of histories

per cycle are chosen correctly, and this responsibility remains up to the user, not the

developer.

When assessing the validity of a Monte Carlo eigenvalue simulation, the primary

concern for the practitioner should be the convergence of the fission source. By

observing keff and the Shannon entropy [9] as a function of cycle, one can generally

identify the point at which the fission source has reached a stationary distribution.

Depending on the geometry and physics associated with a given model, a large number

of histories per cycle may be required to obtain convergence. By paying close attention

to these diagnostics one can more easily identify the convergence of the fission source

distribution. Furthermore, these diagnostics may aid in ensuring that source regions

are adequately sampled, as this is not something that Monte Carlo codes deal with

automatically, and statistical checks are not guaranteed to catch these types of issues.
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Most production-level Monte Carlo codes print out edits to help identify when

the source is actually converged. A much more challenging issue is the impact of

cycle-to-cycle correlations on statistical estimates as the effects of these correlations

are more difficult to expose and correct for using typical Monte Carlo techniques and

can lead to underprediction in the uncertainty that can be as high as a factor of 5 or

more [2] in select cases, primarily in cases where the dominance ratio is close to 1 [10].

Most codes provide no information about the effects of cycle-to-cycle correlations on

localized tally results, and there are no generic recommendations on how to deal

with this issue using only Monte Carlo∗. Previous results have shown that premature

initiation of active cycles can lead to a high correlation between cycles [11]. By

ensuring that a stationary distribution has been reached before beginning the active

cycles, one can at least rule out this source of correlation. Unfortunately, this is not

the only reason cycle-to-cycle correlations may be present.

Since Monte Carlo methods are widely used in criticality safety applications

and are increasingly being used for benchmarking reactor analyses, an in-depth

understanding of the effects of these issues must be developed in order to support

the practical development and usage of Monte Carlo software packages.

2.2 Parallel Computing

In practice, there are substantial limitations on Monte Carlo performance, primarily

due to the size and complexity of a full-core reactor model and the slow convergence

of the eigenvalue calculation and tallies [10]. Since the mid-1950s, computational

technology has seen an average improvement of over 80% in computing power

on a yearly basis [12]. Due to the computationally-intensive nature of Monte

Carlo, the development and advancement of Monte Carlo computational methods

have proceeded synchronously with the advances in computational hardware over

∗Methods that utilize deterministic calculations are available but are only in the development
phase in most Monte Carlo codes.
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the course of history. As advancements are made in the world of computational

simulation, most notably high-performance computing, the radiation transport

community is becoming closer to being able to reach the goals for full-core reactor

modeling and simulation, and embedded in this research initiative is the ability to

utilize the parallel processing capabilities of today’s largest machines in an efficient

and effective manner.

The two primary limitations of Monte Carlo calculations are the computational

time to obtain statistical uncertainties below a desired threshold, and the amount of

memory available to store space- and energy-dependent results.

The first limitation has been overcome to some degree by dividing the number

of histories between multiple processors. Furthermore, results have shown that,

for full-core Monte Carlo Light Water Reactor (LWR) models, the communication

costs represent a small fraction of the total run time [13]. Other issues associated

with Monte Carlo calculations which are not strictly dependent on computational

time or memory include convergence issues associated with keff , the fission source

distribution, and tally results, as well the biases, underprediction of statistical

uncertainties, and inter-cycle correlations. Some, but not all of these issues can

be mitigated by simulating more particle histories, making parallel Monte Carlo even

more supportive for obtaining accurate, valid results in a reasonable time frame [8].

Thus the major limitation on modern Monte Carlo algorithms for performing

full-core analyses is the amount of available memory [8]. This is an especially

concerning issue as current research and development is extending focus on utilizing

Field-Programmable Gate Arrays (FPGAs) and Graphics Processing Units (GPUs)

in addition to multi-core processors due to the fact that GPUs have been showing a

sharper increase in computational performance in comparison to Central Processing

Units (CPUs) over the past decade. Figure 2.1 illustrates the increase in computa-

tional performance for both CPU and GPU from 2003 to 2008.

The reason that GPU-based computing has just recently become a prominent

research endeavor in the scientific community is because GPU architectures operate
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Figure 2.1: GPU vs. PCU performance over time [14]

significantly different than CPU architectures, and vice versa. The CPU is designed

for sequential calculations, where the data caches are large, thus reducing overhead

from reading and writing data. The GPU on the other hand is designed for

parallel calculations where the data caches are small but much faster with respect to

transferring data between Random Access Memory (RAM) and the processor∗ [18].

The issues with employing GPUs in Monte Carlo algorithms are:

1. they have a much lower amount of available memory†,

2. lack of error-checking/correction within the memory,

3. optimization efforts can lead to code that is difficult to read,

∗As of 2013, the highest data transfer rates for GPUs are 264 Gigabyte (GB)/s (AMD Radeon
7970) [15] and 288.4 GB/s (NVIDIA GeForce GTX TITAN) [16] while the data transfer rate for
CPUs is approximately 25.6 GB/s (Intel Core i7) [17].
†The maximum amount of memory available as of 2013 is 6 GB [16] for 896 cores, which equates

to just under 7 Megabyte (MB)/core)
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4. can be largely affected by branch statements which Monte Carlo algorithms

utilize quite often [18].

Therefore it has taken some time for the computational community to research and

develop new methods and algorithms which are capable of efficiently utilizing GPU

architectures.

It is expected by 2020 that there will be processor units with over one million CPU-

cores, and as Forest Brown stated in 2011, “none of the scientific and engineering

software in use today can be scaled to such extreme processor counts” [19]. Thus

popular focus areas in Monte Carlo development include various decomposition

strategies such as spatial decomposition and data decomposition.

Methods have been developed for Monte Carlo condensed matter simulations using

domain decomposition [20], however this methodology requires that the domains

be spaced greater than the maximum particle interaction range, which for Monte

Carlo neutron transport calculations corresponds to the maximum track length.

Unfortunately for reactor physics, the maximum track length cannot truly be

calculated.

2.3 Modular Depletion

Similar to neutron transport codes, many codes which perform isotopic depletion or

contain isotopic depletion capabilities exist in the computational community. Given

the goals of this research, it is undesirable to build a new depletion code from scratch

due to the intense validation efforts that would be required. Therefore it would

be best to make use of an existing code and simply provide a coupling interface to

communicate data to and from the depletion code. Some of the more documented

depletion/depletion-capable codes include PEPIN2 [21], BISON-C [22], DEPLETOR

[23], CINDER90 [24], MONTEBURNS [25], SARAF [26], Serpent [27], TRITON [28],

and ORIGEN [4], and these codes are often used in conjunction with a transport or
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Table 2.1: Survey of various isotopic depletion software packages used in neutronics
analysis.

Depletion Module Used With

PEPIN2 APOLLO2/DARWIN [21]
DEPLETOR PARCS∗ code [23]
CINDER90 MCNP/MCNPX [25], [24], [29]
SARAF MCNP4C/BGCore [26]
Serpent embedded within Serpent [27]

ORIGEN-S standalone, SCALE (TRITON), Monteburns [4], [28], [30] [25]
BISON-C standalone [22]

diffusion code for neutronics analysis. Table 2.1 lists each of these depletion modules

and the codes they are most-often associated with.

The issue with simply coupling to one of these depletion codes is that they require

a large amount of data such as multigroup cross sections, decay constants and fission

yield data from multiple libraries such as the Evaluated Nuclear Data File (ENDF)

[31] and Joint Evaluated Fission and Fusion (JEFF) [32] libraries, isotopic data such

as atomic masses and concentrations, and neutron flux spectrum data. Furthermore

many of these codes are either tightly coupled to another code, fully embedded within

another code, or can only be coupled via file Input/Output (I/O). In order to evaluate

which code would be a best fit for the research being conducted in this dissertation,

the modularity of the code must be assessed as well amount of file I/O since reading

and writing from a file is highly unfavorable in massively parallel environments.

In the case of DEPLETOR for example, it is built to read PARCS-based input files

to perform cross-section processing and group collapsing for depletion. CINDER90

was recently integrated into MCNPX [29] using a file I/O-type interface illustrated

in Figure 2.2. Both MONTEBURNS and TRITON utilize file I/O to couple transport

to ORIGEN†. The flow diagrams for these processes are illustrated in Figures 2.3 and

2.4.

†MONTEBURNS recently coupled to CINDER90 as well [26]
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Figure 2.2: Flow diagram for an MCNPX/CINDER90 calculation.

None of the codes evaluated appear to be in a generalized “modular” format which

would allow for easy integration into an existing transport code. However, there

have been several modular versions of the ORIGEN code developed over the years,

most recently for use in the Advanced Multi-Physics (AMP) nuclear fuel performance

code [33] as well as the Nodal Eigenvalue, Steady-State, Transient, Le Core Evaluator

(NESTLE) advanced nodal diffusion code [34]∗. The drawback of the integration of

these standalone variants of ORIGEN in these cases is that the source code itself is

simply packaged and built within the respective codes and is therefore not version-

controlled or kept up to date with ongoing ORIGEN development.

The modular version of ORIGEN presented in Figure 2.5 was developed such that

the input and output variable can be accessed using functions, therefore decrease the

∗AMP does not use this modular format anymore and instead uses the modular version of ORIGEN
distributed with SCALE.
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Figure 2.3: Flow diagram for a MONTEBURNS calculation.

amount of file I/O. There are also functions available for problem initialization and

to execute ORIGEN.

Fortunately, the ORIGEN code within SCALE has been recently restructured in

the latest version of SCALE (6.2+) [30] to provide a single modular version accessible

via C++ or Fortran Application Programming Interfaces (APIs) to allow for seamless

integration with other codes. The modular APIs have most but not all of the features

and capabilities required to perform fully-coupled transport-depletion calculation.

The only remaining development to give the APIs full mutable access to all of the

nuclide data contained in the ORIGEN library is to provide the capability to modify

the fission yield data on-the-fly. Additional development is also required in order to

provide access to the raw JEFF neutron activation data [32], which contains cross
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Figure 2.4: Flow diagram for a TRITON calculation.

section data for threshold reactions such as (n, p) and (n, α). However, it is not the

responsibility of the ORIGEN package to provide this data, so this development will

likely need to take place elsewhere. Modification of both the fission yields and JEFF

cross sections were previously performed by the COUPLE [36] module which is used

by the TRITON [28] control sequence in SCALE to perform coupled transport and

depletion calculations.

2.4 Full-Core Computational Analysis

The ultimate goal of computational reactor analysis tools has always been to be able

to predict and evaluate the values of key quantities associated with nuclear reactor

design, safety, and operation. In the case of reactor operation, this equates to real-

time core monitoring and simulation. The demands of radiation transport methods for
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Figure 2.5: Layout of the modular ORIGEN functions used in the version integrated
in the AMP and NESTLE codes [35].

complete reactor analysis requires tens of thousands of steady-state three-dimensional

core calculations, hundreds of transient core calculations, thousands of operational

support calculations, and continuous real-time core monitoring calculations. At an

invited lecture at the M&C 2003 conference in Gatlinburg, Kord Smith [37] estimated

that it will not be until the year 2030 that such full core computations can be done in

under an hour on a single CPU∗. Bill Martin also presented a similar analysis at an

invited lecture at the M&C 2007 conference in Monterey which estimated that a full-

core calculation with 40 000 fuel pins, 100 axial regions, and statistical uncertainties

∗This estimate was based on Moore’s law.
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less than 1% will not be able to be accomplished in under one hour until the year

2019 [38].

To help measure the progress of the computational radiation transport community

as they reach towards this goal, Hoogenbroom and Martin [6] have proposed a full-

core benchmark model containing 241 17× 17 assemblies for a total of approximately

70 000 individual pin cells. A full-core Monte Carlo analysis with depletion would

recommend approximately 3 radial regions (fuel, cladding, and moderator) per pin

cell and 100 axial regions, the total number of material regions totals over 20 million.

Although not all of these regions are fuel regions, a complete depletion calculation

still requires the number of tally cells to be on the order of 4 million.

Obtaining good statistics for the transport portion of the problem would involve

the number of histories per cycle being on the order of 107–109 or more. This

suggests that the number of parallel processes would need to be on the order of

103–106. The issue here is that, for a parallel Monte Carlo calculation in which 108

histories per generation are simulated, the initial broadcast of the source locations

involves communicating approximately 2.8 Terabyte (TB) of data∗. Furthermore

consider that, based on a simple estimation presented by Romano and Forget [39],

a depletion calculation in which each material contains 20 isotopes that need to be

tracked requires approximately 500 bytes per region. Therefore the amount of memory

required to store the material and tally data for the fuel regions only requires on the

order of tens to hundreds of GB of memory. Adding in the geometry and cross

section data, and considering that most high-performance systems have distributed

memory environments where the memory is shared between 8 or more processors,

each computational node would require at least 80 GB of memory.

The bottom line is that the uncertainties suggested by reactor modeling and

simulation largely stem from the multitude of assumptions and approximations used

in transport calculations, the uncertainties associated with nuclear data, and the

∗This estimate assumes that each source location is composed of three double-precision floating
point numbers (8 bytes each) to store the physical coordinates and one integer identifier (4 bytes).
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statistical uncertainties resulting from stochastic processes such as Monte Carlo

calculations. Obtaining these results with the desired level of precision and accuracy

sufficient for reactor design and safety analyses is only now becoming a practical

research initiative as the computational resources are becoming available. As

advancements are made in the world of computational simulation, most notably high-

performance computing, the radiation transport community is becoming closer and

closer to being able to reach the goals for full-core reactor modeling and simulation

and embedded in this research initiative is the ability to utilize the parallel processing

capabilities of today’s largest machines in an efficient and effective manner.
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Chapter 3

Background

This chapter presents a brief discussion of the theory associated with radiation

transport (primarily the Monte Carlo method) and time-dependent depletion analysis.

Of particular importance to this work is the discussion of Monte Carlo transport and

its precision with respect to statistical uncertainties for localized tallies in eigenvalue

calculations as well as the impact of different parallel decomposition strategies on

traditional Monte Carlo methods and algorithms.

This discussion is not intended to be a complete discussion, but rather a brief

review to familiarize the reader with the basic theory examined within. For a more

comprehensive discussion, consult one of the many related textbooks available on the

subjects [40] [41] [42].

3.1 Radiation Transport Theorey

Solving radiation transport problems in nuclear engineering applications typically

involves solving some form of the neutral particle Boltzmann transport equation.

In its most basic form, this equation is a conservation of particles where particle

inventory is kept using some form of the neutron density distribution throughout

the core, N(~r, E, t)d3rdE, which represents the expected number of neutrons in

d3r about ~r, energies in dE about E, at time t [40]. Most radiation transport
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computational calculations however are steady-state and use what is called the

angular flux, ψ(~r, E, Ω̂), which represents the neutron density at position, ~r, energy,

E, and direction, Ω̂, within the phase space (d~r, dE, dΩ̂). The time-independent

general form of the neutral particle Boltzmann transport equation, relevant for

neutron and photon transport through a material, is given by

~∇ · Ω̂ψ(~r, E, Ω̂ + σt(~r, E)ψ(~r, E, Ω̂) =

χ(E)

4π

∫ ∞
0

dE ′
∫ 4π

0

Ω̂′ν(E ′)σf (~r, E
′ → E, Ω̂′ → Ω̂)ψ(~r, E ′, Ω̂′)

+

∫ ∞
0

dE ′
∫ 4π

0

dΩ̂′σs(~r, E
′ → E, Ω̂′ → Ω̂)ψ(~r, E ′, Ω̂′)

+Q(~r, E, Ω̂) (3.1)

where

ψ
angular flux at ~r per unit volume, in direction Ω̂ per unit solid angle, and at

energy E per unit energy

σt total macroscopic cross section for interaction at ~r and energy E

χ
average number of fission neutrons emitted from fission reactions induced by

neutrons with energy E ′

ν
average number of fission neutrons emitted from fission reactions induced by

neutrons with energy E ′

σs
scattering cross section at ~r from energy E ′ and direction Ω̂ to energy E and

direction Ω̂

In Equation 3.1 the mechanisms for neutron loss are on the left-hand side of the

equation and the mechanisms for neutron production are on the right-hand side of

the equation [43]. The neutron loss terms account for the streaming rate of loss from

the phase space,

~∇ · Ω̂ψ(~r, E, Ω̂) (3.2)
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and the rate of loss from nuclear interactions within the material(s),

σt(~r, E)ψ(~r, E, Ω̂) (3.3)

The neutron production terms account for the rate of neutron production from fission

reactions,

χ(E)

4π

∫ ∞
0

dE ′
∫ 4π

0

Ω̂′ν(E ′)σf (~r, E
′ → E, Ω̂′ → Ω̂)ψ(~r, E ′, Ω̂′) (3.4)

the rate of neutrons emerging from scattering reactions,

∫ ∞
0

dE ′
∫ 4π

0

dΩ̂′σs(~r, E
′ → E, Ω̂′ → Ω̂)ψ(~r, E ′, Ω̂′) (3.5)

and an external source term (if present),

Q(~r, E, Ω̂) (3.6)

Reactor analysts are concerned with a number of key quantities such as neutron

flux, energy deposition, and other reaction rate quantities as well as the detailed

isotopic inventory of various reactor materials over time. Knowledge of the neutron

distribution, or more importantly the reaction rate distribution, is important in many

aspects of nuclear engineering. Several uses of the neutron distribution in nuclear

reactor design include energy deposition in a material, the time-dependent rate of

change of nuclide densities (often referred to as burnup), and in calculating keff .

The two categories in which modern computer codes solve the transport equation

are deterministic and stochastic. Deterministic methods in general involve the use

of several approximations and discretization of the independent variables (space,

energy, and direction) along with the application of one or more numerical methods

to solve the neutral particle Boltzmann transport equation (Equation 3.1) for

the average particle behavior. Deterministic solution methods include Discrete
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Ordinates (SN), the integral transport method, Method of Characteristics (MOC),

and diffusion theory. The most general comparison between these two methodologies

is that deterministic solutions provide exact solutions to approximate models whereas

stochastic methods give approximate solutions to exact models.

3.1.1 Deterministic Methods

The deterministic detail for full-core reactor modeling requires approximately 10 000

spatial nodes, 30 000 energy points, 200 directions, and 300 time steps. This

puts the total number of unknowns for such a calculation on the order of 1013,

which is a difficult problem to solve even using the most advanced computational

tools and methods. Furthermore, the demands of radiation transport methods

for complete reactor analysis require on the order of 10 000 steady-state three-

dimensional core calculations, 100s of transient core calculations, 1000s of operational

support calculations, and continuous real-time core monitoring calculations [37]. To

lessen this undertaking, modern computational processes typically utilize various

assumptions and approximations in order to generate results in a timely manner.

Unfortunately, reactors operate within the uncertainties estimated by computational

simulations, and these approximations make it difficult to accept results from such

simulations for safety reasons. This makes deterministic full-core neutron transport

analysis quite the enormous task at present, and current computational hardware

cannot support these demands for real-time core monitoring.

3.1.2 Stochastic Methods

Stochastic methods for neutron transport include the Monte Carlo method which

involves simulating particle transport by randomly sampling the many mathematical

distributions or probability density functions that define neutron transport and more

specifically, neutron interactions with a material. Results are then attained by record-

ing important information from the individual, independent particle simulations to

25



provide mean values for the average particle behavior. For large-scale applications, the

Monte Carlo method is considered the “gold standard”, especially in nuclear reactor

and criticality calculations, because it is able to represent complex geometries in

multi-dimensional space using continuous-energy data with minimal approximations

in comparison to deterministic methods. A more in-depth discussion of Monte Carlo

methods is provided in the following section.

3.2 Monte Carlo

To circumvent the restrictions of deterministic methods, Monte Carlo methods are

the preferred means for performing 3-dimensional neutron transport analysis. Monte

Carlo methods offer several advantages over deterministic methods for full-core high-

performance computing applications, namely in being able to avoid complicated

meshing for complex geometries and multi-group cross section generation and

processing. Furthermore, the Monte Carlo method is much more flexible when it

comes to parallelization and adapting the algorithms to High-Performance Computing

(HPC) architectures [44]. However, several challenges remain before Monte Carlo

methods can be practically applied to full-core computational analysis.

Since the introduction of Monte Carlo methods into the nuclear engineering

community in the 1940s at Los Alamos National Laboratory (LANL) [45], they

have quickly become the “gold standard” for nuclear reactor criticality applications.

The ability to represent complex geometries in multi-dimensional space without

the numerous assumptions typically implemented in three-dimensional deterministic

calculations gives Monte Carlo methods the fidelity to be used for criticality safety,

radiation shielding, and other safety-related aspects of nuclear engineering.

Being a stochastic process, the Monte Carlo method is quite different than

deterministic solution methods. Unlike deterministic methods which numerically

solve the transport equation to obtain the flux, Monte Carlo methods do not solve the

transport equation. Instead, Monte Carlo involves a type of numerical experiment
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whose expected value corresponds to a desired measure value such as the neutron flux

in a particular geometric region or within a given material. The general assumptions

made for a Monte Carlo neutron transport simulation are [8]

• static homogeneous media

• time-independent particle behavior

• Markovian (events only depend on current particle state) [46]

• particles do not interact with one another

• no relativistic effects

• particles travel in straight lines

In this experiment, particles follow what is often referred to as a “random walk”

process. First a particle is born within the designated source region with an initial

position, direction, and energy, which is sampled from an applicable Probability

Density Function (PDF). Then the distance to the first interaction is determined

using the total cross section in the material and the particle is transported to

that location. Next the type of interaction the particle has at the collision site is

determined as well as the resulting particle state variables (if the particle is still

alive) by sampling from PDFs which are based on nuclear data (i.e. cross sections).

The process must also note that certain interactions such as (n, γ) and (n, 2n) result

in the creation of new particles which also have to be tracked as they take their own

“random walk”. This process continues until the particle either leaves the phase space

of interest or it is absorbed, after which the progeny born from the interactions of

the initial source particle must be tracked in order to finish the particle’s complete

history within the system. Figure 3.1 provides a breakdown of the physical cross

sections used to determine particle interaction.

As a particle is being transported within the phase space, any information of

interest is tallied as contributions for the particle history. According to the law of
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Figure 3.1: Cross section hierarchy for particle interactions [3].

large numbers [47],

f =

∫ b

a

f(x)π(x)dx = lim
N→∞

∑N
i=1 f(xi)

N
(3.7)

where xi are chosen using a PDF, π(x). Thus by simulating an appropriately large

number of particles an estimation of the average particle behavior can be obtained.

The Central Limit Theorem (CLT) then states that the sum of a sufficiently large

number of identically distributed independent random variables is itself normally

distributed. The law of large numbers along with the CLT provides the relationship

between the result of a continuous integration and the result of a discrete sampling,

and these two theorems construct the foundation of the Monte Carlo calculation.
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Thus, the average particle behavior can be inferred using the individual tallied

contributions made by the independent particle simulations to determine the quantity

of interest within the physical system [47].

This simple example is what is referred to as analog Monte Carlo. There

is also non-analog Monte Carlo, which is what most modern Monte Carlo codes

implement. The discussion of non-analog Monte Carlo will be presented in more

detail in Section 3.2.2.

The way in which Monte Carlo methods solve criticality problems is by simulating

M batches (generations) of N neutron histories. The starting locations of the initial

histories occur within the fissionable regions according to one or more PDFs typically

specified by the user. As the histories are transported, the locations where a fission

reaction would take place are stored in a buffer (bank). Following the completion of

the first batch of neutrons, the starting locations for the next batch of N neutron

histories are sampled from the banked fission site locations from the previous batch.

This is done to prevent the neutron population from increasing exponentially or

vanishing, however this also introduces a bias into the simulation because each banked

location is not guaranteed to be used once and only once. In practice however, a large

enough number of histories per generation will leads to a negligible bias in keff .

3.2.1 Source Convergence

Of particular importance when using this method of banking fission sites is the

convergence of the Fission Source Distribution (FSD). The most general method

in which the FSD is initialized is by evenly sampling from the fissionable regions

within a given model according to their number density of fission cross section. The

actual distribution of neutrons however is unlikely flat or directly proportional to the

fission cross section for all fissionable regions, and thus fission sites will need to be

sampled from some regions more than others. With each subsequent batch of neutrons

beyond the first, the fission source distribution will be refined and begin approaching
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a stationary distribution, at which point the source is said to be converged. It is at

this point in the calculation where any important information which will be used to

estimate the final results should be tallied.

The primary concern for a Monte Carlo practitioner when assessing the legitimacy

of a Monte Carlo calculation is first and foremost the convergence of the fission source.

Two parameters are typically used to assess the convergence of the fission source:

keff , and some other quantity or metric specific to source convergence [9], such as the

Shannon Entropy or other diagnostic approaches discussed later in this section. By

monitoring these two parameters, one can generally identify the point at which the

fission source has reached a stationary distribution. Depending on the geometry and

physics associated with a given model, the number of histories per cycle, the number

of initial cycles skipped, and/or the total number of cycles may need to be much

higher than what most Monte Carlo calculations require to obtain convergence. For

example, in cases where the dominance ratio is near unity, the FSD converges slowly

and may take hundreds of cycles to reach convergence, and even then it is much more

difficult to determine whether or not convergence has been achieved [48].

Consequently, monitoring the convergence of the FSD not only helps ensure that

the correct eigenvalue is converged upon, but it is also of particular importance to the

statistical analysis of the tally estimates. Therefore, as repeatedly inferred, one must

be sure that the FSD is converged prior to beginning tally accumulation. Although

the exact cycle in which convergence is achieved is difficult to identify in advance, since

this requires knowing the fundamental-mode of the FSD, convergence can typically

be identified by observing plots of keff as a function of cycle. However, it should be

noted that the convergence of keff does not guarantee that the FSD is also converged

because keff is an integral quantity and thus it converges much faster than the fission

source distribution [9]. Furthermore, plots of single-cycle keff , cumulative keff , or

multi-dimensional plots of the source distribution versus cycle are sometimes difficult

to interpret. Therefore one should also examine an additional parameter that focuses

specifically on the convergence of the FSD as a function of cycle.
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A series of papers by Taro Ueki and Forrest Brown discussed the stationarity

and convergence of the fission source iteration process and the ability to characterize

these phenomena using the Shannon entropy, Hsrc [49]. The Shannon entropy is a

quantity derived from information theory to characterize the uncertainty associated

with a random variable and has become a popular diagnostic tool in Monte Carlo

calculations for measuring the convergence of the FSD for each cycle. The Shannon

entropy of fission is computed by superimposing a three-dimensional mesh with Ns

equal-sized mesh regions over the fissionable regions of a model, tallying the fraction

of fission sites in each mesh region for a given cycle (Pj), and then evaluating

Hsrc = −
Ns∑
j=1

Pj · log2(Pj) =
# of source particles in bin j

# of source particles in all bins
(3.8)

Other diagnostic measures include the Fission Matrix Method (FMM) [50], which

was recently shown to accelerate source convergence [51], the Coarse Mesh Projection

Method (CMPM), and the Noise Propagation Matrix Method (NPMM) [52]. In

addition, multiple convergence acceleration methods have been developed to deal

with the issues of source convergence in cases where the dominance ratio is near

unity. Cases that are loosely coupled converge slowly and may take hundreds of

cycles to reach convergence, and even then it is exceptionally difficult to determine

whether or not convergence has been achieved. Figure 3.2 illustrates how the Coarse

Mesh Finite Difference (CMFD) accelerates convergence and enables one to obtain a

more accurate FSD [48].

The superhistory powering method [53] was designed to eliminate some of the

correlation between histories. Figure 3.3 illustrates the application of the forward-

weighted Consistent Adjoint Driven Importance Sampling (CADIS) method to aid

in source convergence and to increase the precision of the flux tally results. In this

example, not only have all of the relative uncertainties been reduced to 1.0–5.0%, but

the total run time was also decreased by a factor of 7.1 [54]. Multiple variations of

these methods have been developed and each has its ideal application and limitations.
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Figure 3.2: Shannon Entropy as a function of cycle both with and without CMFD
acceleration (one million histories/cycle) [48].

Other important issues in the Monte Carlo methodology include the biases

and uncertainty underprediction issues for both the eigenvalue and localized tally

estimated. The biases present in a Monte Carlo eigenvalue calculation are:

1. a bias in keff , and

2. a bias in the reported variances.

The bias for keff is of the order M−1 and the bias of the variance is of the order

(NM)−1 where M is the number of cycles while N is the number of neutron histories

per cycle [53].
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(a) without FW-CADIS (b) with FW-CADIS

Figure 3.3: Relative uncertainties computed using MCNP with (a) and without(b)
FW-CADIS [54].

The bias in keff from inter-cycle correlations is given as

1 + [
2ρk

(1− ρk)
] (3.9)

where ρk is the dominance ratio of the kth eigenvalue mode. Using MacMillian’s

expression [55], the true standard deviation is given by (for large N)

σ2
R,M ≈

1

M
[σ2
R + 2

K∑
k=1

αk
(1− ρk)

] (3.10)

3.2.2 Tallies

The feature within a Monte Carlo simulation from which results are often inferred

is commonly called a tally. Tallies are used to compute the expected value for

a particular result that represents a physical or mathematical quantity within the

system. Tallies can be flux-based, event-based, or emergent-based, however in most
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cases the tallies sought after are ultimately based on reaction rates which stem from

the neutron distribution (flux).

Because Monte Carlo is a stochastic process, any result obtained from a Monte

Carlo calculation must be accompanied by the statistical uncertainty associated with

the estimated result. The behavior of both the mean value and its associated

uncertainty, with respect to the number of particle simulations, represents an

important analysis parameter which provides a measurement of the quality of the

results. In addition, by observing these values as a function of the number of particle

simulations, one can gain insight into whether or not the results are statistically well-

behaved. This is of particular importance to the user because results that are not

well-behaved may not reflect the true uncertainty, and thus the estimated mean value

and uncertainty could be erroneous.

Using basic statistical methods, the expected value or mean is calculated as

x̄ =

∫ b

a

xp(x)dx (3.11)

where p(x) represents the probability density function for x in the range (a, b), such

that ∫ ∞
0

p(x)dx = 1 (3.12)

However, Equation 3.11 represents the calculation of the true mean, x̄, for a

continuous distribution, p(x). Because Monte Carlo is looking at a discrete

distribution, Equation 3.11 takes the form

x̄ =
M∑
i=1

pixi (3.13)

where pi ≥ 0, for all i, and
M∑
i=1

pi = 1 (3.14)
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The same holds true for the estimate of the expected squared error. For a

continuous distribution

σ2(x) =

∫ b

a

p(x)(x− x̄)2dx (3.15)

while for a discrete distribution

σ2(x) =
M∑
i=1

pi(xi − x̄)2 (3.16)

Furthermore in a Monte Carlo simulation, the complete distribution is not known

since only point-wise samples of the distribution are being taken. Therefore the results

being estimated by the simulation are the sample mean and the sample variance of

the mean, which are computed by

x̂N =
N∑
i=1

xi
N

(3.17)

and

σ2(x̂N) =
σ2(x)

N
(3.18)

and because the actual variance, σ2(x), is not known, the estimate of the sample

variance is used

σ2(x̂N) ∼= S2(x̂N) =
S2(xi)

N
(3.19)

where

§2(x̂N) =
N∑
i=1

(xi − x̂N)2

N − 1
(3.20)

This gives rise to the inherent drawback of Monte Carlo: each additional digit of

accuracy requires that the problem be run with 100 times as many histories, or

S(x̂N) ∝ 1

N
(3.21)
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To provide an example of how tallies become results, a simple tally works in the

following manner:

1. During the course of history i, when a particular event of interest occurs as a

particle takes a step, j, through the physical system, a score consisting of a

contribution, cij, multiplied by the particle weight, wij, is calculated.

2. These contributions are then accumulated in a tally bin, xi, for that history.

3. At the end of the history, the first and second moments are accumulated

4. Steps 1–3 are then repeated for N histories

5. The Monte Carlo estimate of the tally mean is then computed using Equa-

tion 3.17 and the Monte Carlo estimate of the tally variance is computed using

the following form of Equation 3.20

S2(x̂N) =
N

N − 1
(
N∑
i=1

x2
i

N
− (

N∑
i=1

xi
N

)2) (3.22)

Note that in this simple explanation, the simulation is referred to as an analog

simulation because the probabilities used in the decision-making process, as a particle

is being transported, are explicitly derived from the exact physics (i.e. the transport

model is analogous to the naturally occurring transport). Modern Monte Carlo

computer codes implement what is called non-analog Monte Carlo, as the exact

physical probabilities are modified to increase the efficiency of the simulation. Giving

the particles a much better chance of contributing to a requested result or tally

increases the sample size used for calculating tally statistics and this helps lower the

variance more than in the analog case where fewer scores are made. To adjust for the

modification however, the particles must carry a correction factor, which is defined as

the particle’s weight, in order to ensure that an unbiased result can be obtained from

the simulation. The neutron balance for analog Monte Carlo is an exact balance of

absorption, leakage, and production terms, whereas in non-analog (weighted) Monte

Carlo the neutron balance is made on an on-average basis or an average balance of
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these terms. In many cases the various non-analog implementations are referred to

as variance reduction techniques. By insisting that particles behave in such a way

that they have a much better chance of contributing to the requested tallies, a larger

sample size is available, which helps lower the variance for that particular tally result.

3.3 Full-Core Neutronics Analysis

Accurate modeling for full-core neutron transport has been a long sought after goal in

reactor simulation. Complimentary to this is the ability to perform full-core depletion

analysis and spent fuel isotopic characterization. Modern full-core reactor analysis

calculations are typically performed using diffusion codes such as PARCS [23] and

NESTLE [34] which utilize homogenized nuclear data over large spatial zones and

a few-group cross section library [56]. This results in a simplified model, which

is exceptionally far from the level of detail required to represent a “real” reactor.

However, as computational capabilities advance, it is becoming possible to perform

large scale calculations using deterministic and/or Monte Carlo formulations, which

offer much higher precision in their statement and representation of the problem to

be solved as well as the accuracy of the results.

When neutron transport and isotopic depletion calculations are coupled to one

another, they are often grouped together to form what is called neutronics analysis.

In a multi-physics reaction simulation, the neutronics portion can be expressed quite

simply and is illustrated in Figure 3.4. A coupled transport-depletion (neutronics)

calculation, which represents what can be termed a quasi-static neutronics calculation,

can be divided into three categories:

Cross Section Processing Process ENDF data to create a set of problem-dependent

macroscopic cross sections for the neutron transport calculation. Processing op-

erations include performing resonance reconstruction, temperature-dependent
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Doppler broadening, calculating energy-angle distributions of secondary par-

ticles, processing S(α, β) data for thermal moderators, and performing multi-

group averaging of cross section data to create problem-dependent microscopic

cross sections.

Neutron Transport Solving the transport equation to determine the space-energy

distribution of neutrons in the reactor. The neutron transport calculation will

also determine the region-averaged powers and fluxes for use in the depletion

calculation.

Isotopic Depletion Track changes in isotopic concentrations in the relevant reactor

materials over time. Isotopic tracking is required in order to determine the

amount of fissionable material and the buildup or burnout of neutron poisons

and burnable absorbers in the reactor over time, as both of these aspects

significantly affect the available reactivity within the reaction.

In the continuous-energy formulation, no cross section processing is required as cross

sections are directly sampled from continuous-energy spectra during the transport

calculation. In some cases reactor kinetics calculations are also considered a part of

the neutronics analysis as they determine important control parameters and predict

the dynamic response of the reactor for select scenarios such as design-basis accidents

[43].

Figure 3.4: Input/output for neutronics [57]
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Thus the requirements for Monte Carlo neutronics analysis are to be able to

significantly decrease tally uncertainties and computational time, deal with the

convergence issues associated with LWR problems where the dominance ratios

near unity, and overcome the difficulties associated with the massive data storage

requirements needed to perform full-core transport and depletion calculations. For

example, a Monte Carlo calculation with isotopic depletion analyses for a three-

dimensional full-core Pressurized Water Reactor (PWR) would require obtaining local

pin powers for approximately 193 assemblies with 264 fuel rods per assembly, and

with each pin having 4 radial bins, 4 azimuthal bins, 24 axial bins, and hundreds of

energy groups. This results in approximately 4 billion tally cells [58]. This means the

number of tally bins would be somewhere on the order of 109, which is equivalent to

storing GBs of data. Adding in depletion and tracking for approximately 100 different

isotopes per tally region brings the memory requirements into the 10s–100s of GBs

range solely for storing tally data. This is significantly more memory than the capacity

of today’s CPUs. Furthermore, considering that modern processor hardware is moving

towards GPUs which have a lower amount of available memory per processor [59],

having this many tallies per processor is not only impractical, but increasing memory

requirements is contrary to the direction the hardware is going.

3.3.1 Parallel Monte Carlo Strategies

In order to efficiently utilize HPC architectures, the parallelization of Monte Carlo

algorithms must extend beyond simply dividing the number of particle histories

between the processors. Evaluation of parallel algorithms must take into consideration

[60]:

1. execution time,

2. memory requirements,

3. communication cost, and
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4. implementation cost.

To optimize execution time, one must minimize the time processors spend in an idle

state while waiting for information to be sent or received from one or more processors.

The objective is therefore to avoid synchronization points and prefer asynchronous

communication to synchronous communication wherever possible. To deal with

memory constraints one must carefully select what information will be stored globally

and passed between processors and what information will be distributed to all

processors. Lowering communication costs simply involves minimizing the number

of communications performed over the course of a calculation. The physical locations

of the processors also plays a role as communication to processors located on the

same physical rack is faster than communicating information to processors located

on a separate rack. Finally, the implementation cost is something that is specific

to the type of application and how robust the programmer wishes to make the

implementation. All of these issues ultimately determine the efficiency of the parallel

algorithm and how well it scales as the number of processors increases.

The concerns for parallel Monte Carlo with respect to computational speed and

algorithmic replication include:

1. having enough independent random number streams to ensure that each history

is indeed independent,

2. ensuring that the load is balanced between the processors,

3. the number of global rendezvous points is minimized, and

4. the algorithms scale well with increasing processor counts.

For computations which have both parallel (vector/fast) and serial (scalar/slow)

components, the slow components will dominate the execution time and they must be

performed sequentially (Amdahl’s Law) [61]. The speedup of any given computation

can be described by
1

rs + rp
n

(3.23)
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where rs and rp are the fractions of the program that are serial and parallel,

respectively, and n is the number of processors.

The concerns regarding computational memory restrictions for parallel Monte

Carlo lie in the fact that most computational clusters utilize shared memory,

and concurrent components communicate by altering data in shared memory.

This typically requires memory locations to be locked and unlocked to prevent

multiple processors from attempting to access the memory location simultaneously or

contaminating it by changing the data stored at that location before another processor

has finished with the data [62]. Using a message passing interface such as the Message

Passing Interface (MPI) [63] is generally a much easier and more robust solution. As

development of parallel algorithms progresses, the need to develop algorithms which

reduce the memory footprint, given the trend of HPC architectures, is becoming more

and more evident. The data that consumes the majority of the memory in Monte

Carlo calculations are the cross section libraries (several cross sections for 200-400

isotopes, approximately 50 temperature intervals, and 200 000 energy points [44])

and the tally data.

The vast majority of parallel Monte Carlo algorithms are history-based because

of the lack of complications in algorithmic development and load balancing. For

fixed-source Monte Carlo, only one rendezvous point is necessary at the end of the

calculation to gather the results, while for eigenvalue problems a rendezvous point is

necessary at the end of every neutron generation in order to preserve normality. This

places the restriction on the size of the problem and data because the entire problem

must fit on each processor. Obtaining the detailed system-wide solution for large

problems with many material regions becomes problematic using domain replication

because every processor must allocate storage space for every tally bin in the entire

problem. For full-core LWR problems requiring hundreds of millions of tally regions

in order to adequately model isotopic depletion and the temperature distribution (for

coupling with thermal hydraulics packages), the memory requirements far exceed that
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of a single processor. Therefore domain replication by itself is not possible regardless

of the processor count.

In practice, there are substantial limitations on Monte Carlo performance,

primarily due to the size and complexity of a full-core reactor model and the slow

convergence of the eigenvalue calculation and tallies [38]. It is only within the

past few years that other parallel strategies have been investigated such as domain

decomposition and data decomposition. However, as advancements are made in the

world of computational simulation, most notably high-performance computing, the

radiation transport community is becoming closer to being able to reach the goals

for full-core reactor modeling and simulation. Embedded in this research initiative is

the ability to utilize the parallel processing capabilities of leadership class computing

architectures in an efficient and effective manner.

Domain-Replication

Although Monte Carlo methods are able to provide the detail required for full-core

reactor analysis, the time it would take to perform a full-core calculation on a single

processor with this level of detail and less than 1% statistical uncertainties would take

approximately 5000 hours on a 2.0 Gigahertz (GHz) processor [37]. Furthermore, it

would require an enormous amount of memory relative to the amount of memory

typically available to a single processor. Fortunately, the speed at which Monte

Carlo calculations are executed can be significantly enhanced by utilizing multiple

processors.

Monte Carlo simulations are inherently parallel since the transport process is based

on generating independent random samples of individual particle histories and the

Markov assumption [46] is applied to the Monte Carlo method in general. Parallel

Monte Carlo computations are typically performed by replicating the entire problem

geometry, tallies, and other global data on all processors. Then the number of histories

is divided evenly between the processors and each processor transports one particle

at a time. In a fixed-source calculation, only a single rendezvous point is necessary
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and it takes place at the end of the calculation to compile the results. For eigenvalue

problems, synchronization is necessary after every cycle in a criticality calculation

in order to preserve normalization. The communication overhead, however, can be

made negligible relative to the transport simulation itself if a large enough batch

size is used, and this enables parallel, domain-replicated Monte Carlo to scale almost

linearly (i.e. the cost of a simulation is reduced approximately by a factor of X when

using X processors)∗ [64]. Results have shown that, for full-core Monte Carlo LWR

models, the communication costs represent a small fraction of the total run time [13].

Domain-Decomposition

Obtaining detailed, system-wide tally estimates for a large three-dimensional problem

such as a full reactor core becomes problematic using domain replication, because

every processor must allocate storage space for every tally bin. For full-core LWR

problems involving hundreds of millions, or even billions, of material and tally regions

due to fuel irradiation, temperature distributions, and the need to couple with

multiple physics packages, the memory requirements exceed that of a single processor,

and hence domain replication is not possible. In such cases, domain decomposition can

be implemented, which involves dividing the spatial domain among a set of processors

so that each processor can allocate storage only for the tally cells located on its

domain† . Although this process does not scale as well as domain-replicated Monte

Carlo, the ability to have significantly more material and tally regions than what can

be accommodated on a single processor provides an alternative for accurately solving

large problems.

Combinations of domain replication and decomposition are also possible to

increase the speed and reduce the memory requirements for a given calculation.

∗In general applications, the number of histories per cycle is typically not large enough to render
the cost of communication insignificant, although it is still far less than the cost of the Monte Carlo
calculation itself.
†This concept can be extended to decompose the material and cross section information. However

for continuous-energy reactor core analysis it is likely that each domain will require data for all
nuclides in the problem since each domain is likely to contain fuel material.
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Figure 3.5: Domain-replication versus domain-decomposition.

Figure 3.5 provides an example of domain-replicated and domain-decomposed Monte

Carlo. In domain decomposition, each processor core has a subset of the global

data. Each processor then simulates particles from the source and particles entering

from neighboring domains. For scalability, it is essential to use asynchronous parallel

processes and non-blocking communication to minimize the amount of CPU wait

time. An algorithm is then implemented to handle the decision making on where to

pull the next particle from. Using this strategy there is within-cycle communication,

but it is asynchronous so no processor has to wait to send or receive messages during

the cycle. A global sync among all processors is still performed at the end of each

cycle.

One of the primary disadvantages of domain decomposed Monte Carlo is that

the workload may not be evenly distributed over the domains, and the stochastic

nature of Monte Carlo transport makes it difficult if not impossible to gain a priori

knowledge of how the workload will be distributed during a given simulation. Several

suggestions on how to gain some idea of the work distribution have been made such

as performing a fast preliminary calculation as a check or a mean free path estimation

using the scattering cross section data in each domain [65], but these methods will
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not be able to guarantee an even workload distribution for every conceivable problem

geometry. Another disadvantage is that statistical estimates for path-length tallies

cannot be performed in the traditional fashion. The issue being that processors need

to know when a history has completed in order to calculate the sum of the squared

contributions used in calculating the standard deviation. Typically, Monte Carlo

codes employ statistical estimation techniques which involve following each particle

from the moment it is born until it is “killed”. In domain-decomposed environments,

this methodology would add a significant amount of idle time among processors and

drastically decrease the parallel efficiency of the calculation. So once a particle leaves

a domain, that domain cannot finish the history until it knows when the particle has

died. This would thus require processors to send signals indicating particle death to

the other processors so that they can finalize a given history. The is an example of

the kind of synchronous communication that needs to be avoided in order for domain

decomposition to be efficient. The only known technique used in cases that suffer

from this inconvenience is batch statistics. In some cases, the code will assign a batch

identifier to each particle and obtain the statistical uncertainty using the different

particle batches [66]. An important aspect of developing scalable and robust domain

decomposed algorithms is that asynchronous communication must be used wherever

possible, to ensure that the amount of communication work among processors is

relatively balanced [67].

3.3.2 Isotopic Depletion

The purpose of performing depletion calculations, from a commercial reactor

standpoint, is to monitor how the core composition changes over the life of the

reactor. The spatial variation of the isotopic compositions ultimately affects the

flux distribution throughout the core, which determines the reactivity increases and

decreases observed both in short-term and long-term reactor operation. As the reactor

fuel burns up, fissile material is both created and destroyed. Similarly, absorbing
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materials are also depleted while new high-absorption isotopes are born as fission

products, and these fission products poisons build up over time. Therefore to ensure

optimal and safe operation of a reactor, frequent adjustment of the control elements

must be made in order to maintain criticality. Depletion calculations are also useful for

overall fuel cycle analysis and aid in determining optimal fuel reloading strategies to

minimize fuel cycle costs. However complete fuel cycle analysis also requires coupling

with thermal hydraulics components for time-dependent analysis of the reactor core.

In order to perform a depletion calculation one must first gather the information

to solve the Bateman equations for each material composition [68].

AnN0

n∑
i=1

cie
−λit (3.24)

Thus for each material region one needs to know the isotopes present and the cross

sections for any reaction rates which results in the formation or destruction of any

isotope. From Equation 3.24 one can see that depletion calculations introduce a time-

dependence when added to a neutron transport calculation. Fortunately, changes in

core compositions are relatively slow (i.e. on the order of hours, days, or months),

and thus time-dependent neutronics analysis can be performed using a sequence of

steady-state transport calculations followed by a depletion calculation. Note however

that this treatment is not suitable for nuclear reactor kinetics analysis.

The mathematical formulation for depletion and isotopic tracking involves a

system of linear, coupled, first-order Ordinary Differential Equations (ODEs) with

constant coefficients of the form [40]

dN̄(t)

dt
+ ¯̄AN̄(t) = 0 (3.25)

where N̄(t) represents the nuclide number densities and ¯̄A represents the transition

matrix containing all of the formation, destruction, and decay coefficients as well as
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the neutron flux. The solution to Equation 3.25 is of the form

N̄(t) = N̄(0)e−
¯̄At (3.26)

Thus a simple interpretation of Equation 3.25 for a given nuclide is

dNi

dt
= FormationRate - DestructionRate - DecayRate (3.27)

In a nuclear reactor environment, formation of new isotopes comes primarily from

fission and neutron capture. Likewise, destruction of isotopes comes from fission and

neutron absorption. The decay rate simply involves tracking a nuclide until it decays

to a stable isotope, therefore encompassing destruction and formation simultaneously.

A more in-depth equation for modeling depletion and isotopic tracking is provided in

Equation 3.28 [42]

dnj
dt

=
∑
i

γjΣfφ+ (λij + σijφ)ni − (λj + σjaφ)nj (3.28)

where

ni atom density of nuclide i

γj fraction of fission events that produces fission product species j

λij radioactive disintegration rate of isotope i into isotope j

σij transmutation cross section for the production of isotope j by neutron capture in isotope j

φ neutron flux

The individual terms in Equation 3.28 represent
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γjΣfφ the production of nj from fission events of ni

λijni the production of nj from the radioactive decay of ni

σijφnj the production of nj from neutron absorption reactions of ni

λjnj the destruction of nj from radioactive decay

σjaφnj the destruction of nj from neutron absorption reactions

Note that the neutron flux is assumed to remain constant over the time interval for

which the equation is solved.

φ(t) = φ0|ti ≤ t ≤ ti+1 (3.29)

This is often referred to as the constant flux approximation. The alternative

approximation is termed the constant power approximation and assumes

P (t) = waN(t)σaφ(t) = P0 | ti ≤ t ≤ ti+1 (3.30)

where wa is the energy released per absorption reaction. These two approximations

behave quite differently over long periods of time, however they are typically in good

agreement over shorter time steps [40]. The accuracy of the solution (in general) is

therefore dependent upon the length of the chosen time interval, such that

(λi + σiaφ)∆t� 1 (3.31)

where

∆t = ti+1 − ti (3.32)

for all isotopes [42].
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Chapter 4

Computational Codes and

Development

The research and development presented in this manuscript involves the use of several

computer codes. This chapter provides a brief description of each computer code used

to perform the research, development, and benchmarking analyses presented in the

chapters to follow.

4.1 MCNP

The Monte Carlo N-Particle transport code (MCNP) is a general-purpose, three-

dimensional, continuous-energy Monte Carlo code developed at LANL [2]. MCNP

is capable of coupled neutron, photon, and electron transport, and can be used in

a variety of applications including radiation protection and dosimetry, nuclear oil

well logging, medical physics, criticality safety, fission and fusion reactor design, and

decontamination/decommissioning.

MCNP uses point-wise continuous-energy cross-section data from the ENDF [31].

This enables MCNP to account for any reaction type in which data is available.

This data is used to generate probability distributions, which are sampled using the
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Monte Carlo package within MCNP to solve the transport equation for user-specified

parameters. The generalized-geometry implementation represents three-dimensional

configurations as geometric cells that are bounded by first- and second-degree surfaces

and forth-degree elliptical tori. The flexibility in MCNP’s capability to represent a

wide variety of source and tally specifications alongside the multitude of variance

reduction techniques available to improve calculation efficiency makes MCNP an

extremely versatile and powerful tool.

4.2 SCALE

The SCALE nuclear analysis system is a multi-purpose computational suite of

codes developed at ORNL and co-sponsored by the Nuclear Regulatory Commission

(NRC) and the DOE. SCALE has applications in criticality safety, reactor physics,

radiation shielding, spent nuclear fuel and high-level waste characterization, and

sensitivity/uncertainty analyses [30]. The modular code system uses automated

sequences to perform cross section processing, radiation transport (using either the

deterministic or Monte Carlo approach), isotopic depletion, transmutation and decay,

and various other reactor analysis operations. SCALE also features an easy-to-use

graphical user interface and a multitude of options to aid in model development and

visualization of results.

The majority of sequences within SCALE can be executed using SCALE’s functional

driver module to couple the relevant packages associated with a particular sequence.

Alternatively, most packages can be executed as stand-alone calculations as well. The

sequences used in this research include KENO, ORIGEN, ARP, AmpxLib, and SCEMPP.

The following subsections provide a brief overview of each of these sequences.
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4.2.1 KENO

The KENO sequence is a Monte Carlo criticality program developed for use specifically

within the SCALE system [3]. KENO-VI is an extension of the KENO-V.a module which

uses the SCALE Generalized Geometry Package (SGGP) for increased flexibility in the

code’s ability to represent a wider array of geometric shapes. The SGGP implemented

in KENO-VI is capable of modeling any shape that can be constructed by a

quadratic equation, and although the SGGP increases the versatility of the geometric

representations available, it does significantly increase the run time compared to

KENO-V.a.

The primary function of KENO is to estimate keff for a three-dimensional system.

Unlike MCNP, this Monte Carlo module focuses on neutron transport and is therefore

restricted to nuclear reactor and criticality safety applications. KENO can be operated

using either continuous energy or multi-group cross section treatment. By being a

part of the SCALE code suite, KENO has access to SCALE’s Standard Composition

Library [69] which provides a flexible and convenient means of generating standardized

compositions as well as custom material compositions, compounds, alloys, and

mixtures. KENO offers several initial source specification options, however the default

of sampling using the fission cross section within each region is typically adequate

for criticality safety application. Although KENO does not offer tally specification

options, several flags are available to print out relevant information such as energy-

and spatially-dependent fluxes, reaction rates, and leakage rates as well as information

on the mean neutron lifetime, generation time, average fission energy, mean-free-path

data and cross section information for multigroup calculations.

4.2.2 ORIGEN

The Oak Ridge Isotope GENeration (ORIGEN) code is a general-purpose point-

depletion and decay code for calculating the isotopic, decay heat, and radiation source

terms for a given compositional model [4]. ORIGEN is one of the most robust and
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well-validated depletion codes available. ORIGEN calculates time-dependent isotopic

concentrations, activities, and radiation source terms for the complete list of nuclides

produced via irradiation, transmutation, activation, fission, and decay in nuclear

reactor environments. The nuclear data libraries within ORIGEN contain nuclear

data for a total of 2226 nuclides and the decay data is currently based on ENDF/B-

VII.0 [31] cross sections. The version of ORIGEN that is maintained and supported

by ORNL is the version that is integrated into the SCALE nuclear analysis system.

ORIGEN calculates the time-dependent rate of change of isotopic concentrations,

activities, and radiation source terms for the complete list of nuclides produced in

nuclear reactor environments [4]. ORIGEN uses several mathematical methods and

numerical approximations to solve the depletion equation

dNj

dt
=
∑
k

(
γkσ̄f,kφ̄Nk + σ̄c,kφ̄Nk + λkNk︸ ︷︷ ︸

production

)
−
(
σ̄f,jφ̄Nj + σ̄c,jφ̄Nj︸ ︷︷ ︸

destruction

)
− λjNj︸ ︷︷ ︸

decay

= AN

(4.1)

The individual terms in Equation 4.1 represent

γkσ̄f,kφ̄Nk production of Nj from fission of nuclide Nk

σ̄c,kφ̄Nk transmutation into Nj resulting from neutron capture by nuclide Nk

λkNk production of Nj resulting from radioactive decay of nuclide Nk

σ̄f,jφ̄Nj destruction of Nj from fission

σ̄c,jφ̄Nj destruction of Nj from all reactions other than fission

λjNj radioactive decay of Nj

When operating in stand-alone mode, ORIGEN simply requires specification of

the average specific power or flux, the isotopic concentrations of all nuclides in

the material, and the length of time the material will be depleted. In addition,

the distributed library file containing the problem-independent multigroup cross

sections by isotope which most closely matches the specific reactor assembly

52



Figure 4.1: Flow diagram for a stand-alone ORIGEN calculation.

configuration. ORIGEN then collects the decay and yield data along with the JEFF

cross section data to construct the transition matrix, which solves the depletion

equation (Equation 3.25) in matrix form to produce depleted nuclide concentrations.

The general flow of data for a standalone ORIGEN calculation is provided in Figure 4.1

When ORIGEN is coupled to a transport calculation, the process is slightly more

complex. The decay data, yield data, and problem-independent multigroup cross

sections by isotope are combined to form a problem-independent 1-group ORIGEN

library. Then the problem-dependent microscopic cross section data for each isotope

(ENDF) is obtained directly from either the cross section processing module while the

problem-dependent fluxes are obtained from the transport solver. These values are
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Figure 4.2: Flow diagram for a transport-coupled ORIGEN depletion calculation.

combined to create the problem-dependent 1-group ORIGEN library. The problem-

independent and problem-dependent libraries are then combined to create a single

binary library which is used to populate the transition matrix. The transport

calculation also provides ORIGEN with localized pin powers for each material. The

same user input used in a stand-alone ORIGEN calculation (time step size, average

specific power or flux, and nuclide concentrations) is required for transport-coupled

ORIGEN calculations, and all of these elements come together to provide the data

necessary to solve the depletion equation for new nuclide concentrations. A flow

diagram for a how ORIGEN works when coupled to a neutron transport calculation

is provided in Figure 4.2 .
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4.2.3 ARP

The Automated Rapid Processing module in SCALE provides the ability to generate

problem-dependent ORIGEN cross section libraries for ORIGEN depletion calculations

[70]. The primary purpose of the ARP module is to provide the necessary cross section

and decay data which ORIGEN needs perform point depletion and decay calculations

for nuclear fuel and other radioactive material. It can also be used in sequence

with ORIGEN to provide interpolated libraries for a stand-alone ORIGEN calculation.

The ARP module utilizes an interpolation scheme that interpolates between the pre-

generated ORIGEN libraries distributed with SCALE. The interpolation parameters

include fuel enrichment, burnup, and other operating conditions for a variety

of different Uranium Dioxide (UO2) and Mixed Oxide (MOX) reactor assembly

configurations. The list of assembly configurations made available by the pre-

generated libraries includes:

BWR 7×7, 8×8–4, 8×8–1, 9×9–8, 9×9–9, 10×10–9, 10×10–8, SVEA–64 and

SVEA–100

PWR 14×14, 15×15, 16×16, 17×17

CANDU 28– and 37–element bundle designs

Magnox graphite reaction

Advanced Gas-Cooled Reactor (AGR)

VVER 440 and 1000

RBMK

MOX BWR 8×8–2, 9×9–1, 9×9–9, 10×10–9

MOX PWR 14×14, 15×15, 16×16, 17×17, 18×18

Refer to Reference [70] for detailed descriptions of the different assembly configura-

tions and to view the available interpolation parameters for each configuration.
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4.2.4 TRITON

The Transport Rigor Implemented with Time-dependent Operation for Neutronic

depletion (TRITON) code is a multipurpose control module within SCALE for

performing coupled transport, depletion, and sensitivity and uncertainty analyses [28].

TRITON is capable of performing transport calculations in one and two dimensions

using the XSDRNPM [71] and NEWT [72] transport codes. Alternatively, TRITON can

also utilize the KENO Monte Carlo code for three-dimensional calculations. Coupled

transport-depletion calculations use one of these neutron transport codes in tandem

with the ORIGEN depletion module. In version 6.1 of the SCALE code suite, the

TSUNAMI-2D sequence was integrated into TRITON to provide automated cross

section processing, calculations of sensitivity coefficients, and the uncertainty in keff

and other responses due to the cross section covariance data.

4.2.5 AmpxLib

The AmpxLib package [73] is a resource package within SCALE that processes ENDF

cross section data to generate multigroup cross section libraries that can be used

by any of the multigroup transport modules within SCALE [74]. Before the AMPX

cross section processing system [75] was developed, the only means of processing

ENDF data was the NJOY code system [76]. Following the development of the AMPX

package, SCALE adopted the AMPX system as the means to create, pass, and store

multigroup cross section information.

4.2.6 SCEMPP

Continuous-energy cross section capabilities have recently been added to SCALE 6 for

performing Monte Carlo calculations using the KENO sequence. This capability has

been extended to apply to sensitivity and depletion analyses. A modular API was also

created, the SCALE Continuous-Energy Modular Physics Package API (SCEMPP), to

provide modular access via C++ and Fortran APIs, to SCALE’s continuous-energy
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cross section data [74]. SCEMPP provides a collision physics engine for performing

neutron and photon transport in a material. Unfortunately, this feature is still

in the development/testing phase, and thus there are no additional references or

documentation to expand this discussion further.

4.3 Exnihilo

The Exnihilo∗ transport suite is a collection of packages developed for massively-

parallel deterministic, Monte Carlo, and coupled neutronics applications. The pack-

age architecture within Exnihilo is designed such that each of its individual packages

provides well-defined capabilities; thus following the object-oriented programming

paradigm. The package model for Exnihilo is illustrated in Figure 4.3 [78]. The major

components of the Exnihilo code suite include:

Nemesis general infrastructure, design-by-contract (DBC) [79], parallel communica-

tion (MPI) resources, and testing harnesses

Transcore general components that are used for building particle transport and

multiphysics applications (databases, quadratures, fields, etc)

Denovo deterministic transport package for fixed-source and eigenvalue problems

for regular-grid SN and SPN calculations as well as 2D MOC calculations on

combinatorial geometries

Shift hybrid or stand-alone Monte Carlo framework for fixed-source and eigenvalue

calculations

Insilico reaction analysis packages for performing neutronics analysis by coupling

cross-section processing, isotopic depletion, and/or thermal-hydraulics capabil-

ities with one of Exnihilo’s particle transport codes (i.e. Denovo or Shift)

∗a Latin phrase meaning “out of nothing” [77]
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Figure 4.3: Exnihilo package diagram.

The primary transport components, Denovo and Shift, as well as the neutronics

package, Insilico, will be discussed in the following sections.

4.3.1 Denovo

The baseline code within Exnihilo is Denovo–a massively parallel deterministic

radiation transport code enabling solutions to enormous nuclear energy applications.

The modular design of the Denovo package allows easy integration of additional

codes/features in order to take advantage of the parallel capabilities, third-party
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library interfaces, and a powerful Python front-end. Denovo was developed for two

reasons:

• to function as the deterministic solver for SCALE’s MAVRIC sequence [80], and

• to replace TORT [81] as the chief three-dimensional deterministic radiation

transport code at ORNL.

This transport code utilizes state-of-the-art transport methods and nonstationary

Krylov methods to solve the within-group equations for fixed-source and eigenvalue

problems on massively parallel systems. Denovo is equipped with multiple spatial

differencing schemes, modern high-performance solvers, and a Python front-end which

makes Denovo an extremely powerful tool that can work efficiently and effectively on

high-performance platforms with hundreds of thousands of processors [1].

4.3.2 Shift

The Shift computational package is a new hybrid (deterministic/Monte Carlo)

radiation transport framework under development at ORNL. This computational

package enhances the radiation transport capabilities within Exnihilo to be applicable

to large, complex real-world problems such as reactor simulation, radiation analyses

from a nuclear detonation, facility safety and safeguards, and fusion applications.

As a hybrid package, Shift requires both a deterministic and a Monte Carlo

package, and while a deterministic package is already available within Exnihilo (i.e.

Denovo), a Monte Carlo transport package (source specification, tally specification,

and particle tracking) was developed as an exclusive component of Shift. The

advantage of Exnihilo developing its own Monte Carlo transport package is that it

enables smooth communication between the deterministic and Monte Carlo codes

while simultaneously granting Shift access to the pre-existing parallel mechanics and

algorithms previously developed for the Denovo framework. Since Shift is initially

being developed exclusively for nuclear reactor analysis in HPC applications, it was
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developed to use domain decomposed and/or domain replicated parallel solution

techniques [82]. This implementation is designed to help with both the computational

time and memory restrictions that plague large Monte Carlo problems. The overall

design of Shift is aimed towards providing detailed system-wide solutions for fission

reactor eigenvalue problems on massively parallel systems such as the Cray XK7

(Titan) machine at the National Center for Computational Sciences (NCCS). [5].

In addition to a transport algorithm, a Monte Carlo code requires a geometry

package to define the model and a physics package to link cross section and material

information to the problem space. Since there are already multiple powerful and

well-validated geometry and physics packages available, Shift is designed such that it

allows any physics or geometry package to be connected to the code. This categorizes

Shift as more of a Monte Carlo framework than a Monte Caro code. The geometry

packages currently implemented within Shift include KGTLIB (see Section 4.3.4),

LAVA (see Section 4.3.4), and an Reactor Tool Kit (RTK) package that is primarily

used for internal testing and simple pin cell and array reactor models. The physics

packages currently implemented include the SCEMPP continuous-energy package and

an internal multigroup physics package based on AMPX working-formatted libraries.

The LAVA continuous-energy physics package is currently under development. One of

the primary advantages of the Shift framework is that it is both geometry and physics

agnostic, meaning that the particle transport processes are the same regardless of

which geometry or physics package is being used.

At its current stage of development, Shift’s Monte Carlo transport routine has

the capacity to perform parallel eigenvalue and fixed-source transport problems

using a Python input file or a text-based input file for HPC applications. Shift’s

parallel capabilities support multiple parallel decompositions including full domain

replication, full domain decomposition, domain decomposition with overlapping

domains, and Multiple-Set-Overlapping Decomposition (MSOD) decomposition [65].

The variety of parallel capabilities offered enables Shift to be applicable to a wide
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variety of problems ranging from simple pin cell problems to complex full-core

geometries.

4.3.3 Insilico

The Insilico package is Exnihilo’s neutronics package which couples multiple core

analysis tools for a more in-depth analysis of a nuclear reactor core. Neutronics

analysis in the quasi-static case, where the neutron density and/or power is assumed

to be constant over a given time step, can be divided into three steps:

Cross Section Processing Processing of cross section data for all compositions

present in the model (multigroup formulation only).

Neutron Transport Solution of the transport equation (Equation 3.1) to determine

the space-energy distribution of the neutron flux.

Isotopic Depletion Solution of the Bateman equations (Equation 3.28 for each

depletable material using the region-averaged average power or flux for a given

time interval [83].

Cross section processing within Insilico is performed through an interface to SCALE’s

cross section processing modules [84]. Insilico also has a depletion package which

integrates ORIGEN [4] depletion capabilities into the Exnihilo framework and a

Python front-end capable of performing standalone and coupled transport-depletion

calculations. Lastly, ongoing development efforts within Insilico include building an

automatic coupling between Shift and the COMSOL thermohydraulics package [85]

to streamline the transfer of fission heat generation rates into COMSOL-based

Computational Fluid Dynamics (CFD) and thermomechanics models. The depletion

package, Python front-end, and coupling of the depletion package with the Shift Monte

Carlo package make up a large part of the research and development efforts described

in this manuscript.
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4.3.4 Third Party Libraries (TPLs)

Exnihilo uses a variety of third-party libraries. However, many of these libraries are

not relevant to this research. The following sub-sections very briefly discuss the few

that are.

KGTLIB

The KENO Geometry Tracking Library provides a C to Fortran API which provides

C/C++ access to the tracking functionality used by the three-dimensional Monte Carlo

transport modules KENO and Monaco in SCALE [86]. KGTLIB was developed at

ORNL for use within the Exnihilo code suite; however it can also be used by other

C/C++ radiation transport applications. A vital feature of KGTLIB lies in its ability

to be used in parallel C/C++ applications with limited I/O operations.

KGTLIB works by first processing a standard SCALE input file to produce a binary

data file that contains all of the geometric information. Then the library grants

external access to the geometry information in the binary file so that it can be read

into memory and used by a C/C++ radiation transport application. It is beneficial in

this case to separate the input processing of the SCALE input file from the geometry

tracking algorithms native to KENO to reduce the size and complexity of KGTLIB

and to allow KGTLIB to be used in parallel since having multiple processes reading a

file from disk is both inefficient and error-prone.

LAVA

LAVA is a software library that provides access to some of the functionality within

the MCNP Monte Carlo transport code via a modular API [87]. Currently the LAVA

API enables access to the combinatorial geometry, source definition, and collision

physics used by MCNP. The combinatoriesl geometry information provided by the

LAVA API includes material and cell identifiers as well as particle tracking (distance

to boundary/surface/cell). Access to the source definition enables full support for
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the SDEF card in MCNP input files. Finally, the collision physics provides access

to MCNP’s continuous-energy neutron physics and multigroup neutron cross section

generation capabilities.

Similar to KGTLIB, LAVA consists of a C to Fortran API that is built alongside

a set of lightly-patched MCNP Fortran source files, and is accessible by C and C++

applications.

4.4 Coding Standards

The Exnihilo code suite follows the object-oriented paradigm and is developed under a

strict set of coding requirements for all code developed within the Exnihilo framework.

Exnihilo is primarily written in C++ with a few Fortran/C kernels and Python and

Extensible Markup Language (XML)-based front-end executables. The research and

development of computational code and algorithms within Exnihilo is a large part

of the research presented in this manuscript. Although this aspect of research and

development is technical in nature, it is deemed appropriate to discuss the coding

standards upheld during the code development processes. The coding requirement

for Exnihilo code development include in brief:

• The file structure for C++ classes requires a header file to define the class

interface, an implementation file to define the member functions, a template

instantiation file for templated classes with templated member functions, and

an implementation file for inlined member functions [88].

• Class definitions must make all data members private. This ensures that the

underlying data can only be modified by member functions which operate as

the class is designed to operate. Encapsulation of private data members also

simplifies the interface as clients will not have to decipher all of the requirements

and uses for the data members [89].

63



• All code must be thoroughly commented and documented using Doxygen [90].

This include complete descriptions of each object (class) and every function is

provides as well as one-line comments for each line of code that performs a

non-trivial operation. A comment to coding ratio of at least 0.3 is desirable for

all code developed within Exnihilo.

• Constant-correctness must be enforced whenever possible.

• All code must utilize the DBC paradigm [79].

• Any functions or classes used within Exnihilo but developed externally must be

encapsulated to ensure that all coding standards are upheld.

• All classes must be accompanied with a unit test which tests the functionality

of each individual function which is made publically accessible.

• New code can only be committed to the master repository if all unit tests pass.

As an aside to these coding standards, special attention was taken for code

developed as part of these research and development efforts to optimize data storage

due to the intense computational memory requirements of performing coupled

transport-depletion calculations for large geometries with thousands or tens of

thousands of material regions.
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Chapter 5

Analysis of Monte Carlo

Uncertainty Estimates

In order to gain an improved understanding of some of the current issues associated

with Monte Carlo uncertainty analyses, the pin cell benchmark problems introduced in

Section A.1 are used to examine the underprediction in Monte Carlo tally statistics.

The primary factors evaluated in connection with underprediction of Monte Carlo

uncertainties are source convergence, source sampling, and cycle-to-cycle correlations,

and the majority of the ill effects introduces by these factors can be controlled and

mitigated via adequate specification of Monte Carlo parameters such as the number

of histories per cycle and the number of initial cycles skipped. Each of these issues are

addressed in an effort to examine the magnitude and behavior of the underprediction

in the uncertainty and to distinguish between the effects of poor sampling, an ill-

converged fission source distribution, and the cycle-to-cycle correlations in the fission

source. This analysis uses the KENO-VI and MCNP continuous-energy Monte Carlo

codes to provide a complete analysis using two independent codes. In addition,

differences between the two codes and their impact on the observed underprediction is

also presented. The underlying theory which characterized this analysis is presented

in Section 5.1 and the results of the analyses performed are presented in Section 5.2 [7].
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5.1 Theory and Methodology

To accurately examine and understand situations that lead to underprediction of

localized tally uncertainties, some of the fundamental steps associated with “good

Monte Carlo practice” must be addressed. The three most general steps include:

1. setting up a proper initial source particle distribution,

2. choosing a sufficient number of histories per cycle, and

3. selecting a sufficient number of initial cycles to skip, prior to accumulating

tally information, in order to ensure proper convergence of the fission source

distribution.

Each of these issues are herein addressed independently in an effort to examine the

magnitude and behavior of the underprediction in the uncertainty and to distinguish

between the effects of poor sampling, an ill-converged fission source distribution, and

the cycle-to-cycle correlations in the fission source. The analyses use two of the most

well-walidated Monte Carlo codes, the continuous-energy version of SCALE/KENO-

VI [3] and MCNP5 [2], to determine the characteristics of uncertainty underprediction

with respect to the previously mentioned issues.

Examination of the various issues associated with source sampling and convergence

that may impact tally uncertainty estimates involves first examining the 3 primary

Monte Carlo input parameters:

1. the number of cycles or neutron generations,

2. the number of histories per cycle, and

3. the number of initial cycles skipped.

These analyses involved performing a plethora of simulations of the same case where

only one of the control parameters was varied to identify their correlation between

underpredictions in tally uncertainties. To identify the amount of underprediction,
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each case was also run with the same Monte Carlo parameters but using 50

independent random number seeds. Then multiple 50-case sets were simulated where

only one of the control parameters was varied so that the correlation between the

parameter and the underprediction of tally uncertainties could be identified. This

allowed for accurate estimation of the “real” variance and provided a metric which

could be constructed to compare the underprediction in the tally uncertainties from

multiple different sets.

Some of the underlying theory necessary to carry out these analyses is presented

in Section 3.2 and should be kept in mind when performing Monte Carlo eigenvalue

calculations, especially in cases where reaction rate tallies are desired. Likewise, the

differences between the two Monte Carlo codes herein employed with respect to how

they manage (or try to address) each of the above issues and how they may impact

localized tally results are discussed in Section 5.1.1.

5.1.1 Comparison of MCNP and KENO-VI

In order to investigate the issue of uncertainty underprediction in modern Monte

Carlo calculations both MCNP and KENO-VIare used in these analyses. To make

sure that relevant comparisons are made between the two codes, it is important to

understand the differences in the “random walk” process in each code as well as the

way each code calculates neutron flux tallies and uncertainties. In general, the only

major difference between the two codes is how they differ in the weight treatment of

particles as they are transported. However, at the point in which the tally results are

output, this difference is not relevant as both codes output tallies based on a single

source particle. Thus the final results can be compared without the need for any

post-processing or normalization.
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When computing flux tallies, KENO and MCNP both use a track-length estimator

(ξ) to estimate the physical average flux density:

φV =
1

V

∫
dE

∫
dt

∫
dV

∫
dΩψ(~r, Ω̂, E, t) (5.1)

where ψ is the angular neutron flux density. For a given history and tally region

(assuming no energy or time bins), the track-length estimator is calculated as

ξ =
1

V

∑
i

wili (5.2)

where

V the volume of the tally region

wi the weight of the particle

li the length of the track traveled by the particle

i the history’s track index (since a history may generate multiple tracks

through an individual tally region)

Estimation of the source distribution in both codes also differs slightly, but as

previously noted, the differences lie in the normalization of the particle weight. At

each collision where fission is possible, an integer number of fission source particles

for the next generation is calculated according to

n = INT (Ws + ρ) (5.3)

where

Ws =
νΣf

k · Σt

W (5.4)

and ρ is a pseudo-random number between zero and one. The key difference between

the two codes is that KENO uses a reduced value for the constant k and gives each

source particle a weight of one, whereas MCNP uses a running average of the keff cycle

values and assigns each particle a weight of Ws

n
. The reduced value for the constant k
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is a result of KENO normalizing so that the number of fission sites remains constant

while MCNP normalizes so that a constant total weight is preserved [3].

There are significant differences between the standard deviation estimators for

the eigenvalue used by each code. KENO recently implemented an iterative approach

in version 6.1 that estimates the real variance by taking into account lag covariance

data between generations [91]. Thus the difference between the standard deviation

estimators may lead to an observable difference in the keff results.

5.1.2 Uncertainty Underprediction

To quantify the error associated with statistical estimates introduced by accumulating

tally data using an ill-converged fission source, inadequately sampling the fission

source regions, or cycle-to-cycle correlations, an uncertainty underprediction metric

is utilized. This metric is simply the ratio of the real standard deviation to the

apparent standard deviation [58]. The real standard deviation is the sample standard

deviation calculated from the tally mean values for a set of N cases, denoted as σ̂r.

The formula is provided in Equation 5.5 where xi is the reported tally value for each

simulation and x̄ is the mean of the tally values from all simulations.

σ̂r =

√√√√ 1

N − 1

N∑
i=1

(xi − x̄)2 (5.5)

The apparent standard deviation is the statistical estimate output by the Monte

Carlo code. In order to use all of the information available to pinpoint what the

underprediction is, an average of the output standard deviations is used as shown in

Equation 5.6.

σ̄a =
1

N

N∑
i=1

σi (5.6)

The ratio of these two values is denoted as fσ and is defined in Equation 5.7. This ratio

in effect identifies the factor by which the Monte Carlo calculation is underpredicting
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the standard deviation.

fσ =
σ̂r
σ̄a

(5.7)

Using this metric requires each simulation in a given set of N cases to be identical

with the exception of having a different initial random number seed. By starting

with a set of cases with poorly chosen Monte Carlo parameters, one can observe

differences in fσ as proper source convergence is attained and the fissionable regions

are determined to be adequately sampled. Then it may be possible to attribute any

additional underprediction in the uncertainty to the inter-cycle correlations in the

fission source distribution.

5.2 KENO/MCNP Results

The three pin cell test cases (cases 2.1, 2.2, and 2.3 from Chapter 3 of Reference [92])

are used to identify the magnitude and behavior of the underprediction in the

uncertainty with respect to one or more problem characteristics or Monte Carlo

parameters. The computations were performed with SCALE 6.0/KENO-VI version

6.0.24 and MCNP version 1.51, both using ENDF/B-VII continuous-energy cross-

section libraries on a Linux computational cluster. To identify the underprediction,

each benchmark model was run as a series of 50 independent simulations using

different initial random number seeds to obtain an unbiased estimate of the statistical

errors for equal-volume flux cell tallies that span the axial length of the fuel. The

fluxes were tallied on an eight-group energy structure, which is provided in Table A.1

in Appendix A.1. In performing the analyses presented in this Section, it was observed

that the behavior was similar for all energy groups. Therefore, all figures that plot

values derived from the flux represent the flux in the highest energy group in this

eight-group structure.

Figure 5.1 provides baseline axial profiles of the total flux for the three pin cell

benchmark cases. Case 2.1 features a symmetric axial burnup distribution, which
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results in a symmetric flux profile. Since the low-flux region in case 2.1 is in the

center of the pin cell and because the flux there is significantly lower than the flux near

the ends of the pin cell, the two ends have difficulty exchanging particles, and case

2.1 may therefore be adversely affected by cycle-to-cycle correlations in the fission

source. Case 2.2 features a nearly monotonic flux profile due to the asymmetric

burnup distribution. The exceptionally low flux near the bottom of the pin cell may

require special attention to ensure it is properly sampled relative to the rest of the

model in order to produce accurate flux tally results. Case 2.3 is notably similar to

case 2.2; however, in case 2.3 the regions where the burnup distribution is asymmetric

are much closer to the bottom of the pin cell, leading to a slightly higher flux in the

lower regions. Although the flux is higher in case 2.3 than in case 2.2, resolving the

flux shape in the lower regions may be more difficult if the pin cell is not sampled

properly.

The underprediction in the uncertainty for keff for all cases examined in this

analysis was not greater than 50%. A decrease in the underprediction was observed for

cases that simulated more histories per cycle as well as cases where more initial cycles

were skipped (i.e., cases exhibiting better source convergence). Using optimal Monte

Carlo parameters, the underprediction was 10% or less. Because the underprediction

in the uncertainty of the eigenvalue was much lower than that of the tallies, it was

not examined in depth in these analyses. Sections 5.2.1 through 5.2.4 contain various

analyses of different Monte Carlo parameters to study the magnitude and behavior

of the underprediction in localized tally values.

5.2.1 Histories Per Cycle

Case 2.2 features an asymmetrical axial burnup distribution where the flux is higher

near the top of the pin cell. It has been asserted that increasing the number of

cycles or the number of histories per cycle will not reduce the effects of cycle-to-

cycle correlations in the fission source [9]. However, by varying the number of
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Figure 5.1: Baseline flux results for the OECD benchmark cases.

histories per cycle, an attempt can be made to differentiate between the effects of poor

sampling, poor source convergence, and intercycle correlation. Figure 5.2 illustrates

the convergence of keff and the fission source entropy.

For this study, the convergence of keff and the fission source distribution appear

adequate, although convergence of the entropy does not guarantee source convergence.

The only difference between each case is the amount of statistical noise, which

decreases as the number of histories per cycle increases, as expected. Figure 5.3

plots fσ over the low-flux region of the pin cell for sets of cases that use 10 000,

50 000, and 250 000 histories per cycle, 300 skipped cycles, and 1000 active cycles.

For the uncertainty in the flux tallies, the cases that ran 10 000 histories per

cycle show that the magnitude of underprediction is relatively high in the low-flux

region of the pin cell. When comparing these results to the cases that ran 50 000
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(a) keff (b) Hsrc

Figure 5.2: keff and Hsrc versus cycle for OECD case 2.2.

(a) 10 000 (b) 50 000

(c) 250 000

Figure 5.3: Comparison of fσ for three different values of the number of histories
per cycle.
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histories per cycle, it is observed that the KENO results are within a much more

favorable range in the low-flux regions and the MCNP results are not much worse.

Increasing the number of histories per cycle further from 50 000 to 250 000 effectively

eliminates any underprediction in the uncertainty as well as the connection between

the low-flux regions of the pin cell and a higher magnitude of underprediction. This

leads to the conclusion that the underprediction in the uncertainty for case 2.2 is

due to poor sampling in the low-flux regions of the pin cell, which can be corrected

by simulating more histories per cycle. It is also shown that the differences between

MCNP and KENO in this particular analysis are not significant enough to merit further

investigation.

5.2.2 Initial Cycles Skipped

The burnup distribution for case 2.3 is similar to that of case 2.2, but convergence of

the fission source distribution is much more difficult because of the small increase in

the flux profile near the bottom of the pin cell. Therefore, case 2.3 is used to examine

the effects of an ill-converged source distribution in terms of fσ. Figure 5.4 illustrates

the convergence of keff and the fission source entropy.

From Figure 5.4 one notices that skipping zero cycles does not allow keff to

converge within the first 1000 cycles, and the plot of the entropy versus cycle does

not indicate convergence even after 500 cycles; hence, it appears that more than 500

skipped cycles are needed for this case. To view the convergence of keff versus cycle

more closely, Figure 5.5 plots keff versus cycle for 250, 500, 750, and 1000 initial

cycles skipped. One should note that the large oscillations observed in Figure 5.5

are because the value for keff output during the inactive cycles is the cycle value,

whereas during the active cycles keff is output as a rolling average.

From Figure 5.5 it is difficult to identify convergence since steady oscillation about

the final value is not observed. However, by observing keff versus cycle for all 50

cases, as shown in Figure 5.6, it appears that the deviation from the final value is
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(a) keff (b) Hsrc

Figure 5.4: Plot of keff and Hsrc versus cycle for case 2.3.

nothing of great concern since the final result oscillates evenly about the mean value

and no decipherable trend is observed. Therefore, judging from the plot of entropy

versus cycle, 1000 cycles is a sufficient number of skipped cycles for case 2.3. The

underprediction in the uncertainty for the eigenvalue is again no greater than a factor

of 1.5. Figure 5.7 displays a comparison of the value of fσ as a function of axial

height. The number of initial cycles skipped varies from 0 to 1000 while 2000 active

cycles were simulated for each case.

From the case that used 10 000 histories per cycle, it can be observed that if

the source is not properly converged, the magnitude of the underprediction in the

uncertainty can be as large as a factor of 20. A smaller peak is also present near the

top of the pin cell, but the peak disappears when an adequate number of initial cycles

are skipped. However, even when an adequate number of cycles have been skipped,

the results are still being significantly underpredicted. The results for the case with

25 000 histories per cycle show a decrease in the overall magnitude of the convergence

metric, but when the number of histories increases further to 100 000, no reduction in

the fσ values is observed. Therefore, cycle-to-cycle correlations are likely the source

of the remaining underprediction in the uncertainty.
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(a) 250 (b) 500

(c) 750 (d) 1000

Figure 5.5: keff versus cycle for case 2.3 for four different values of the number of
initial cycles skipped.

One other important fact to mention is that increasing the number of active cycles

may increase the magnitude of underprediction in the presence of an ill-converged

source distribution or cycle-to-cycle correlations. Figure 5.8 illustrates the effect of

running more active cycles with and without an adequately converged source. When

using an ill-converged source distribution fσ increases from approximately 9 to greater

than 13 when the number of active cycles is increased from 1000 to 2 000. This

behavior holds true for any number of cycles skipped that is below the number of

cycles required to obtain sufficient convergence of the fission source. If a properly
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Figure 5.6: Plot of keff versus cycle for all 50 cases for case 2.3.

converged source distribution is used, the additional active cycles will serve their

typical purpose of reducing the uncertainty while their effect on the underprediction

of the uncertainty is insignificant.

5.2.3 Cycle-to-Cycle Correlations

Case 2.1 represents a simple pin cell with a symmetric axial burnup distribution. It

is anticipated that source convergence will be difficult to assess given the symmetric

configuration even if both keff and Hsrc indicate convergence. Figure 5.9 plots keff

and Hsrc versus cycle for three different values of histories per cycle. Note that a
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(a) 10 000 (b) 25 000

(c) 100 000

Figure 5.7: Comparison of fσ for three different values of the number of initial cycles
skipped.

larger number of histories results in a larger value for Hsrc per Equation 3.8. Both

cases ran 800 active cycles with 200 initial cycles skipped.

It appears that convergence is easily obtained after approximately 100 skipped

cycles in all three cases, and the observed underprediction in the eigenvalue

uncertainty is no greater than 20% in each case. Figure 5.10 presents graphs of fσ

for simulations with varying Monte Carlo parameters to test how the underprediction

behaves for case 2.1 with respect to both the number of histories per cycle and the

number of initial cycles skipped. The results displayed in Figure 5.11 are contrary to

what would be expected given the previous analyses performed for cases 2.2 and 2.3

and the indicated convergence shown in Figure 5.9. Increasing the number of histories
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Figure 5.8: Comparison of fσ for converged and ill-converged source distributions
with a varying number of active cycles.

per cycle does not seem to reduce the underprediction in the uncertainty (in fact, it

appears to have a small but negative effect for the case that ran 250 000 histories

per cycle), which implies that the source regions are being sampled reasonably. The

comparison versus the number of cycles skipped (both cases running 10 000 histories

per cycle) suggests that skipping more cycles appears to have a negative effect as well.

Further investigation reveals that although the source appears converged, the source

shape for each of the different random number seeds converges differently, and none

of the results are symmetric, contrary to expectations. Plots of the flux for three of

the 50 individual cases, denoted as cases A, B, and C, along with the average flux of
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(a) keff (b) Hsrc

Figure 5.9: keff and Hsrc versus cycle for OECD case 2.1.

(a) keff (b) Hsrc

Figure 5.10: fσ as a function of axial height for case 2.1.

all 50 cases, are presented in Figure 5.12 for the three different values of the number

of histories per cycle.
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(a) Histories Per Cycle (b) Initial Cycles Skipped

Figure 5.11: fσ for select values of the number of histories per cycle and initial
cycles skipped for case 2.1.

(a) 10 000 (b) 100 000

(c) 250 000

Figure 5.12: Comparison of the flux profile between three individual simulations
for case 2.1.
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(a) apparent relative error (b) real relative error

Figure 5.13: Apparent and real relative errors for case 2.1.

For the case with 10 000 histories per cycle, the flux varies significantly between

the individual cases; however, the average flux nearly achieves the symmetric shape

expected. As the number of histories per cycle is increased, the deviation in the

flux results becomes smaller. However, the increase in the number of total neutron

histories leads to a lower apparent variance, and the apparent variance is decreasing

on the same order as the deviation between the individual flux results. Therefore,

the magnitude of underprediction remains relatively unchanged. Plots of the real and

apparent variance are provided in Figure 5.13. Figure 5.13 helps to illustrate the issues

with case 2.1. Because the majority of simulations converge to an asymmetric source

distribution, the apparent variances are relatively low in the high-flux regions of the

pin cell where the majority of the source particles are sampled. However, each case

does not converge to the same asymmetric source distribution. The source particle

population is generally higher at one end of the pin cell than the other. Because of

the variation in flux profiles across different simulations, the real variance is much
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higher than the apparent variance. This is not the case in the low-flux region at the

center of the pin cell, because the variation across simulations is relatively small.

Since case 2.1 yields a symmetric flux profile with the lowest flux being in the

middle of the pin cell, the high-flux regions at the top and bottom of the pin cell are

not able to communicate with each other easily (i.e., the probability that a particle

emitted near one end of the pin will make it to the other end is very low); therefore,

the source distribution tends to converge to one of many semistable fission source

distributions, most of which are significantly asymmetric (i.e., wrong). If a few

particles are able to travel from one high-flux region to the other, the source shape

may change drastically. To see if this is indeed occurring, the source convergence

was monitored out to 10 000 cycles for the case that ran 10 000 histories per cycle.

The results shown in Figure 5.14a reveal that the assumption of an adequately

converged source was technically incorrect. Since this phenomenon has a chance of

occurring multiple times, the Shannon entropy may not be a useful metric for a case

as pathologically difficult as case 2.1. As an example, Figure 5.14b plots the entropy

for four different simulations that are identical with the exception of a different initial

random number seed.

The issue of source convergence illustrated in Figures 5.14 and 5.14b is not evident

when looking at the entropy plots for the cases that ran 100 000 histories per cycle

in Figure 5.9. Considering the difficulty in communication between the two high-flux

regions, it is not guaranteed that a simulated particle will travel from one high-flux

region to the other during a given cycle. The results illustrated in Figures 5.14 and

5.14b indicate that the probability of this occurring is on the order of 1 in 10 000.

This is why the entropy versus cycle plots in Figure 5.14b are different for multiple

instances of the same case, noting that the only difference between cases is the random

number seed. If 100 000 histories per cycle are used, communication between the two

high-flux regions may occur more often, and thus the source does not appear to have

as much difficulty converging within the first 1000 cycles. This can be verified by

observing that the entropy versus cycle plot for simulations that run 100 000 histories
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(a) (b)

Figure 5.14: Entropy versus cycle for case 2.1 for a case that ran 10 000 histories
per cycle and 10 000 total cycle.

per cycle or more show the same convergence trend (i.e., every case converges to the

same entropy value after approximately the same number of inactive cycles).

From Figure 5.14b and the analysis of the entropy profiles of the other 46 cases,

it appears that there are two distinct semistable states, one at Hsrc = 3 and one at

Hsrc = 4. When Hsrc = 3, the source distribution is nearly completely tilted to one

end of the pin cell, which is why once Hsrc reaches a value of three for any of the cases,

it remains at three and appears converged. At Hsrc = 4, the source distribution is

much closer to symmetric, which is why every case begins at Hsrc = 4 since the initial

source distribution is symmetric. However, at Hsrc = 4, these cases have a difficult

time staying converged since statistical noise can easily tilt the source distribution

toward one end of the pin cell or the other, and once the source distribution begins

to favor one end of the pin cell, it is very unlikely that it will recover. Thus, one

cannot assume that the converged source distribution is correct even if it appears to

be so when observing the entropy profile. No matter how many histories are run,
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the simulation still has a probability of finding the asymmetric state, although using

more histories does seem to decrease this probability.

This result also implies that the source particles used in a given cycle depend pre-

dominantly on the results from the previous cycle, which are likely not representative

of the true source distribution. Hence, the more cycles simulated for a particular

case, the larger the underprediction in the uncertainty will be. For example, the case

that ran 10 000 cycles underpredicted the uncertainty by a factor of more than 100.

Plots of the axial flux profile are provided in Figure 5.15 to illustrate the issues

previously discussed. Three independent simulations using 10 000 histories per cycle

and 1000 cycles indicate the flux to be higher in the top of the pin cell, and the

relative difference between the two peaks is different for all three cases. Carrying this

out to 10 000 cycles yields results that are in complete disagreement. The cases that

ran 100 000 histories per cycle seem to be in closer agreement than the cases that

ran 10 000 histories per cycle but are still incorrect since a symmetric flux profile is

the expected result. It is because a converged source distribution cannot be obtained

that the trends observed in cases 2.2 and 2.3 are not observed in case 2.1.

5.2.4 Three-Dimensional Analysis

The GBC-32 cask assembly case is used to illustrate underprediction of tally

uncertainties for a three-dimensional case representative of a spent-fuel criticality

safety application. For this case, 100 000 histories per cycle were used with 1000

active cycles and 200 skipped cycles. Since this case is relatively large, parametric

studies similar to those performed with the pin cell test problems were not executed.

Instead, this case will take advantage of the lessons learned from the previous test

problems to verify that the underprediction in the uncertainty for a three-dimensional

assembly case is negligible when good Monte Carlo practice is observed.

Beginning with the conservative guess that 100 000 histories per cycle will

adequately represent the fission source distribution and that 200 initial cycles skipped
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(a) 1000 cycles, 10 000 histories per cycle (b) 10 000 cycles, 10 000 histories per cycle

(c) 1000 cycles, 100 000 histories per cycle

Figure 5.15: Flux for three independent simulations for three variations of case 2.1.

will allow the source to converge, a baseline case was ran to observe keff and the

Shannon entropy of the fission source distribution versus cycle. These results are

presented in Figure 5.16 and verify that 200 skipped cycles appears to be sufficient

for adequate source convergence.

By running a set of 50 independent cases using the parameters deemed appropriate

from the baseline case, the difference in the real and apparent uncertainty can
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(a) keff (b) Hsrc

Figure 5.16: keff and Hsrc of the fission source distribution for the baseline case for
the GBC-32 cask assembly model.

be evaluated. From these results, it was determined that the fσ values for the

eigenvalue for KENO and MCNP are 1.0346 and 0.9864, respectively, so both codes

provided reasonably accurate values for the uncertainty for keff . To evaluate the

underprediction of the flux tallies, the maximum value of fσ was taken over the 18

axial regions in each pin cell to provide the plot shown in Figure 5.17. Comparable

studies have been performed for three-dimensional reactor-type problems and have

observed similar results [93].

5.3 Summary of Underprediction Analysis

An analysis of the magnitude and behavior of underprediction in Monte Carlo

uncertainties for keff and localized flux tallies in eigenvalue calculations was

presented. The underprediction was found to have at least three components:
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Figure 5.17: Maximum factor of underprediction for each pin cell in the GBC-32
cask assembly model.

one from accumulating tallies using an ill-converged fission source, one from

undersampling fission source regions, and one from cycle-to-cycle correlations. An

emphasis on differentiating between these components was presented along with their

relative effects and behavior with respect to the amount of underprediction that

may exist in uncertainty estimates. Suggestions on how to identify each individual

component and minimize their negative effects were also discussed.

Studies performed on the number of histories per cycle and the number of initial

cycles skipped helped to diagnose the relative effects and behavior of fσ with respect
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to these two parameters. In case 2.2 it was shown that increasing the number of

histories per cycle ensures adequate sampling of the low-flux region at the bottom

of the pin cell and completely eliminates the observed underprediction in the tally

uncertainties for this case. The analysis on the number of initial cycles skipped

demonstrated the importance of monitoring the convergence of the fission source.

An ill-converged fission source distribution is potentially the most significant reason

behind underpredicted uncertainties and can cause the predicted uncertainty to be

as much as 100 times lower than the true uncertainty, and the magnitude of this

underprediction has a dependence on the number of active cycles. Plots of keff and

Hsrc versus cycle can help provide a preliminary measure of how many initial cycles

should be skipped. If these two metrics do not appear to converge within a reasonable

number of cycles, then using more histories per cycle is recommended.

It was demonstrated that a significant reduction in fσ is obtained upon reaching

convergence, which is particularly relevant in poorly sampled (low-flux) regions. A

correlation between fσ and the number of histories per cycle can identify poorly

sampled regions if the magnitude of fσ increases as the flux decreases.

Identifying underprediction in the uncertainty due to cycle-to-cycle correlations

in the fission source involves first dealing with the other two components and then

determining if the uncertainty is still being significantly underpredicted. Dominance

ratios near unity provide a preliminary indication that cycle-to-cycle correlations

may be causing the uncertainty to be underpredicted. This can be accomplished

deterministically or by using various Monte Carlo methods such as autoregressive

moving average fitting [94] or the noise propagation matrix method [52]; however,

most Monte Carlo codes currently lack the implementation to provide results using

these methods. Cases where the important regions of the model have difficulty

exchanging particles∗ indicate that intercycle correlations in the fission source may

be an issue. The negative effects of these intercycle correlations were observed in the

case with the symmetric axial burnup distribution (case 2.1) as well as in case 2.3,

∗These cases tend to represent cases in which the dominance ratio is near unity.
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although the effects in case 2.3 were much less significant due to the lower flux near

the bottom of the pin cell relative to the symmetric case.

The analysis of the three-dimensional spent-fuel assembly with an axial burnup

distribution in a storage cask geometry illustrates that the uncertainty for both the

eigenvalue and localized tallies is overpredicted rather than underpredicted. This

behavior is also observed in cases 2.2 and 2.3. The overestimation of the standard

deviation indicates a negative cycle-to-cycle correlation. Thus, further investigation

of additional problem characteristics and calculational parameters is recommended

to provide a complete understanding of the behavior of fσ in Monte Carlo eigenvalue

calculations.
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Chapter 6

Domain-Decomposed Uncertainty

Estimation

This chapter details the research and development of algorithms for calculating tally

statistics in domain decomposed Monte Carlo calculations.

6.1 Variance Estimation

One of the primary technical challenges for domain-decomposed Monte Carlo is

coming up with a method for efficiently estimating the uncertainty for localized

tallies [65]. The process of estimating the sample variance for a tally in a Monte Carlo

calculation is a relatively straightforward process in serial and domain-replicated

scenarios. In domain-decomposed simulations, however, the movement of particles

between domains (processors) introduces significant complexity, especially when a

large number of tallies are to be estimated.

Consider a single particle history and the algorithm surrounding track-length

estimation of a mesh tally. As the particle is transported across the mesh, the first

and second moments must be accumulated in order to provide estimates of the mean

and variance for a particular tally result. Thus, the algorithm involves the following
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Figure 6.1: Diagram of two tracks made by a single particle in a tally cell.

operations over the course of a history:

FirstMomentj =
N∑
i=1

`i (6.1)

SecondMomentj = (
N∑
i=1

`i)
2 (6.2)

where `i designates individual track lengths made by the particle in cell j over the

course of its history. Now consider a simple example, illustrated in Figure 6.1, where

a particle makes two different tally contributions in a tally cell. Using this example,

Equations 6.1 and 6.2 are given as:

FirstMomentj = `1 + `2 (6.3)

SecondMomentj = (`1 + `2)2 (6.4)
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Now consider the fact that this cell and only this cell exists on a given processor

and that once the particle hits a boundary it must be communicated to a different

processor. After the particle travels the distance `1, it can be added to the first

moment without consequence, but the contribution to the second moment cannot

be made since the track length `2 has not been recorded yet. Therefore in order to

correctly estimate the variances using this algorithm, this processor must wait to see

if any additional contributions are made by the particle before tallying the second

moment for this history. This type of behavior can significantly affect the efficiency

of a parallel computation.

Statistical uncertainty estimation for localized tallies in domain-decomposed

environments was identified as one of the primary technical challenges associated

with domain-decomposed Monte Carlo [65]. Estimating the sample variance involves

calculating the sum of the tally contributions as well as the sum of the squared

contributions for each history. This is a straightforward process in serial and domain-

replicated scenarios. In domain-decomposed simulations, however, the movement of

particles between domains (and thus processors) introduces significant complexity,

especially when a large number of tallies are to be estimated.

6.2 Tallies

6.2.1 Parallel Algorithms

Many different algorithms can be devised to solve the issue of accurately estimating

the tally variance in domain-decomposed problems. However guaranteeing that the

variances are calculated correctly is not the primary concern, but the efficiency of

the algorithm that poses the larger issue. To get a better idea of the issues affecting

efficiency, three options are considered for how to proceed after a particle leaves the

processor’s domain.
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1. The processor can wait for the history to be completed before calculating the

second moment. This introduces a synchronization point and often requires the

processors to sit idle, which can potentially waste a significant amount of the

available processing time.

2. Tally contributions associated with the exiting particle can be stored in a

buffer while the processor begins transporting another particle. This approach

can potentially require large amounts of memory and introduces additional

communication because the processors must know when the history is complete

so that the buffered data can be processed and freed.

3. Tally contributions can be communicated with the particle information. The

downside to this technique is that particles may end up carrying around large

amounts of information, which increases the cost of communication and limits

the number of particles that can be buffered at any one time. Moreover, when

the history is terminated, the tally information must be communicated back to

the processors on which the contributions were scored.

To illustrate the issues associated with adding synchronization points (as described

in option 1 above), consider a Monte Carlo simulation on a square geometry

decomposed into four domains in which an estimate of the scalar flux on an overlaid

mesh is desired. The tracks associated with three hypothetical histories are shown

on this geometry in Figure 6.2. Particle A contributes to domain 4 and then is

communicated to domain 2, where it makes a contribution and then is subsequently

killed. In this particular case, the sum of squares of tally contributions on domain 4

could have been computed when particle A left the domain. Now consider particle B.

It makes a contribution on domain 4 and then is communicated to domain 3, where it

suffers a collision in which it scatters back to domain 4. This occurs multiple times.

In order to calculate the variance accurately, one domain will always be waiting while

another domain is transporting the history, and finally domain 4 would have to tell

domain 3 that the history was completed in order to calculate the variance accurately.
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Finally, consider particle C, which begins on domain 3, is communicated to domain

1, where it has multiple scattering interactions before finally being communicated

to domain 2, where it is subsequently killed. During this history, domain 3 is doing

nothing for the majority of the history, and both domain 3 and 1 experience wait time

while the particle is being transported on domain 2. The remaining algorithms for

calculating tally variances involve buffering tally information for individual particles.

Although these methods allow for asynchronous communication, messages must be

transmitted frequently to ensure that the tallies or communication buffers are cleared

in a timely fashion. This added communication tends to reduce the scalability of the

algorithm. Worse yet, there are no guarantees that memory or communication buffers

will not be exhausted. When that happens, a synchronization point is created and

the process must wait for a history to end or leave its domain.

Batch Statistics

Another possible solution is to use batch statistics. This process would involve

simulating batches of particles and computing variance estimates based on batch mean

values. The completion of each batch represents a global synchronization point, which

motivates a relatively large batch size. Adding 10s-100s of additional synchronization

points does not introduce the efficiency issue which the previously proposed solutions

introduced, since those algorithms involved adding millions to billions of additional

synchronization points.

The downside of using batch statistics is that the accuracy of the estimation

procedure is affected. With batch statistics, the variance of the batch means

is not equivalent to the variance of the history scores, unless the batch size

is one. A significant consequence of this is the likelihood that large batches

will mask the appearance of high-scoring histories. This is cause for concern,

because the high-scoring outliers tend to be a symptom of statistical convergence

issues (that practitioners should pay particular attention to), especially in hybrid

deterministic/Monte Carlo simulations.
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Proposed Methodology

Keeping in mind that Shift is currently being designed for LWR full-core simulations,

an alternative approach can be considered for estimating tally statistics in domain-

decomposed environments. Consider the following assumption: Once a particle leaves

a particular domain, that particle and any progeny associated with the current history

do not reenter that domain. In other words, once a particle leaves a domain, that

history is considered to be complete with respect to the tally variance calculation.

If a particle does indeed reenter a domain it had previously left, it is considered a

new independent history. The consequence of this scheme is that cells which treat a

returning particle as a new history will under-predict the variance because:

`2
1 + `2

2 < (`1 + `2)2 (6.5)

Thus, this scheme is expected to yield under-predicted variances in tally cells near

domain boundaries, where particles are more likely to leave and reenter during the

same history. Note that this assumption only affects the variance estimate; the

calculated tally means will be identical to those calculated in the conventional way.

Fortunately, the underprediction introduced into the variance calculation can

be mitigated using overlapping domains. The domain decomposition algorithm

implemented in Shift provides the ability to have domains that overlap each other. The

amount that one domain overlaps another domain is specified using a number between

zero and one, and this number represents the fraction of the neighboring domain’s

size that is included in the domain. With overlapping domains, once a particle

leaves a domain, it does not start on the boundary of the domain it had recently left

because the boundaries for neighboring domains are no longer coincident. Instead,

the particle starts some distance, determined by the overlap fraction, inside the other

domain boundary. For example, consider a 3× 3 assembly model where the domain

boundaries are defined in between each assembly (i.e. there are 9 domains and each

domain owns a single assembly) and the overlap fraction is 0.5. Figure 6.3 displays
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this configuration and helps illustrate the difference between overlapping and non-

overlapping domains for the central assembly. The non-overlapping domain for the

central assembly is shaded in red while the outer boundaries of the overlapping domain

are represented by the dashed green box. The primary benefit of this decomposition

scheme is that it minimizes the amount of domain-to-domain communication during

a transport cycle by significantly reducing the probability that a particle will return

to the domain it had recently left. In addition, it eliminates the costs (that would

be incurred if no overlap was used) associated with particles that scatter back and

forth between domains [65]. Using the example provided in Figure 6.3, consider a

particle that leaves the central domain by crossing the overlapping boundary. The

starting position of this particle in the new domain is such that the particle will have

to traverse a distance greater than or equal to the width of an assembly in order to

return to the domain from which it came, since this new domain also overlaps the

central domain by a factor of 0.5. By considering the probability of this particle

both scattering in the direction of the central domain as well as the probability it

survives the trip back to the central domain, one can see how overlapping domains

can help significantly mitigate the underprediction in the variance introduced by this

approximation.

6.3 Variance Estimation Results

To evaluate bias in the estimated variances obtained using this approach, numerical

tests were conducted using two variations of the C5G7 model. The first is a modified

version of the two-dimensional problem that omits the moderator regions. The second

is the full three-dimensional model as defined in the benchmark. Variances from

domain-decomposed simulations using the technique described in this paper were

compared to those from a single-processor simulation using the conventional variance

estimator. Each case features a 2 × 2 decomposition in which all domains are the

same size. Then, the amount of overlap is modified in order to examine the effect that
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various levels of overlap have on the estimated uncertainties. The expectation is that

adding overlapping domain boundaries will significantly reduce the errors obtained

using non-overlapping domains.

6.3.1 Two-Dimensional C5G7 Model

In this case, the reflector regions of the C5G7 benchmark were omitted. This test case

was first run on one processor, and tally variances were estimated in the conventional

manner. This establishes the “reference” results for this case. Then the problem

was set up and executed in parallel with a 2 × 2 boundary mesh (four domains,

each owning one of the assemblies) and a 32 × 32 tally mesh. Both calculations

simulated the same number of particle histories in both serial and domain-decomposed

simulations so that both cases can be compared directly. Figure 6.4 illustrates the

relative difference (with negative values representing underprediction) between the

variances estimated for the domain-decomposed case when compared to the serial

case. The results show that uncertainty estimates near the domain boundaries are

under-predicted by approximately 10-50%, while uncertainties in cells that are at

least two pin cells away from a domain boundary are within 5% of the reference

results. Considering that the average mean free path of a neutron for this case is

approximately 1.5-2.0 cm, and that the mesh tally cells are 1.34× 1.34 cm in size, it

is understandable that the errors introduced using this approximation become small

in mesh tally cells further away from the domain boundary as neutrons have a much

lower chance of revisiting these cells after leaving and reentering the domain.

6.3.2 Three-Dimensional C5G7 Model

The second example uses the full three-dimensional representation of the C5G7

benchmark case. The decomposition used divides the model into four equally sized

domains, and then the flux is tallied in each pin cell. This example tests multiple

aspects of the validity of the variance estimation process for domain-decomposed
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models. The first is to test how much the underprediction will increase when a

highly-scattering material is present in the model. Secondly, this model checks the

increase in underprediction when the mesh tally cells are roughly the same size as

a neutron’s average mean free path. In order to provide visualization of the results

similar to those presented in Figure 6.4, the middle axial region was used to generate

the comparison shown in Figure 6.5. The results in Figure 6.5 show slightly increased

underprediction near the domain boundaries relative to the two-dimensional model.

In this case, the amount of underprediction is approximately 50% for cells that lie

on the domain boundaries versus the 40% shown in Figure 6.4. One can see that

significant over-predictions are observed deeper into the moderator region; however

the mean values in these tally cells also differ considerably between cases.

6.3.3 Three-Dimensional C5G7 Model with Overlapping Do-

mains

Utilizing overlapping domains provides additional flexibility for decomposing the

domains. To evaluate variance estimation in overlapped domains, several different

simulations were performed and the effect the amount of overlap has on the variances

was observed. Table 6.1 provides the keff results, and Figure 6.6 illustrates

the relative difference in the uncertainty for these cases. The results displayed

in Figure 6.6 illustrate the decrease in underprediction of the uncertainty using

overlapping domains. The maximum underprediction occurring near the domain

boundaries decreases from approximately 50% to below 10% on the case with an

overlap fraction of 0.1. As the amount of overlap increases, the underprediction in the

variance is further reduced while the remaining underprediction is essentially smeared

over a larger number of cells. Because Monte Carlo codes typically report statistical

uncertainties in the form of standard deviations or relative errors, Figure 6.7 bins the

fraction of the number of tally cells by how much they are under-predicted for each

of the different overlapping decompositions.
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Table 6.1: Eigenvalue results for cases with various amounts of overlap.

Overlap keff σ within # standard deviations of serial results

0.0 1.12811 6.658× 10−5 0.32
0.1 1.12814 6.652× 10−5 0.01
0.2 1.12810 6.419× 10−5 0.44
0.3 1.12812 6.226× 10−5 0.22
0.4 1.12834 6.674× 10−5 2.15
0.5 1.12809 6.325× 10−5 0.55

6.4 Summary of Domain-Decomposed Variance

Estimation Analysis

The analyses presented in this chapter have shown that assuming histories do not

reenter domains they have previously left can provide reasonably estimated tally

variances in domain-decomposed problems without adding additional synchronization

points, processor communications, or memory allocation other than what would

be required by a serial calculation. The bias associated with the assumption that

particles do not reenter domains they has previously left has been evaluated for

the C5G7 reactor benchmark case and the results appear adequate for uncertainty

estimation using domain-decomposed Monte Carlo in LWR eigenvalue problems. A

simple preliminary statistical check on the average mean free path of neutrons in a

tally cell relative to the size of the tally cell can be used to determine the recommended

amount of overlap for a particular problem. This will help mitigate the bias by

ensuring that the size of the overlapped region is greater than the average mean free

path of a neutron, and will therefore significantly reduce the probability of a neutron

making additional tally contributions to cells on a domain it had previously left. This

methodology is anticipated to produce favorable results for domain-decomposed full-

core simulations because it eliminates the need for additional computational time and
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resources. Future work should include testing this method using continuous-energy

physics and evaluating the limitations, if any, of the approximation.
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Figure 6.2: Diagram of three individual particle histories on a square geometry
decomposed into four individual domains.
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Figure 6.3: Illustration of an overlapping domain.
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Figure 6.4: Relative difference in mesh tally variance estimates for the 2-D C5G7
domain-decomposed Monte Carlo simulation.
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Figure 6.5: Relative difference in the variance for an axial slice of the full 3D C5G7
benchmark model.
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(a) overlap = 0.0 (b) overlap = 0.1

(c) overlap = 0.2 (d) overlap = 0.3

(e) overlap = 0.4 (f) overlap = 0.5

Figure 6.6: Relative difference in the variance over the fuel pin cells for six
simulations, each with a different overlap fraction.
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Figure 6.7: Fraction of mesh tally cells within a given percentage of the standard
deviation reported by the serial simulation.
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Chapter 7

Depletion Integration

In this chapter, the development and integration of depletion capabilities into the

Exnihilo code suite are discussed. The discussion begins with a brief introduction and

review of the coupled transport-depletion model. This is followed by a description

of the recently refactored modular version of ORIGEN and the development work

performed within SCALE as part of this research. This chapter concludes with

a discussion on the development of the depletion package within Exnihilo, how it

interacts with native Exnihilo and SCALE infrastructures, and how the depletion

package couples to the Shift Monte Carlo framework to form an HPC-enabled module

for integrated neutronics analysis.

7.1 Depletion Model

A major component of neutronics analysis for nuclear reactors involves coupling

neutron transport and isotopic depletion capabilities. This coupling has been

previously implemented in codes such as TRITON [28] and MONTEBURNS [25]

and these codes have been continuously evolving and improving for over a decade.

However, as nuclear engineering computational software is beginning to utilize HPC

architectures to perform high-fidelity core analyses, many of these codes are ill-suited

for scaling up to hundreds of thousands of processor cores, and it is difficult to retrofit
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entire codes to make them efficient for HPC applications. Although this is primarily

directed at the neutron transport component, the depletion component as well as the

coupling between the two components must be capable of handling large processor

counts. At present, most – if not all – of the current computational packages which

offer coupled transport-depletion capabilities cannot effectively utilize leadership class

computing infrastructures. Therefore a depletion package was developed within

the Exnihilo framework to meet the goal of providing coupled transport-depletion

capabilities for HPC applications.

Coupled depletion capabilities were initially embedded within the Shift Monte

Carlo package using the same strategy as the geometry and physics packages; an

agnostic interface which allows multiple different depletion packages to be utilized

transparently by Shift. However, as development progressed there was no reason

why depletion capabilities could not be made accessible to Denovo or any other

transport routine available within Exnihilo or other neutron transport packages as

well. Furthermore, because a depletion package was not a necessary component when

the development plan for Shift was designed, a considerable amount of additional

infrastructure and conditional statements were required to directly integrate depletion

capabilities into Shift. Thus, the depletion package was completely detached from the

Shift code and made a primary component of the Insilico package within Exnihilo.

A domain model of the fully-integrated transport-depletion capability is provided

in Figure 7.1. The ORIGEN Integrator, ORIGEN Aggregator, and ORIGEN Solver in

Figure 7.1 are abstract concept objects that generalize the flow of data in a coupled

transport-depletion calculation. The resulting calculational steps performed to couple

an Exnihilo transport calculation to an ORIGEN calculation are:

1. aggregate the necessary cross section and material data for each material in the

system,

2. normalize the initial mass of heavy metals in the system to one metric tonne of

heavy metal or a user-specified value,
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Figure 7.1: Generic domain model for a coupled transport-depletion calculation
using ORIGEN in Exnihilo.

3. calculate the power in each material using the neutron flux solution provided

by the transport calculation and normalize it to a user-specified average specific

power in the basis material(s),

4. calculate the collapsed one-group cross sections for each material, using the

neutron flux as the weighting function, for each nuclide and reaction which

results in a transition from one nuclide to another and use these cross sections

to populate the ORIGEN library, and

5. deplete each material using ORIGEN over the given time interval to produce

new isotopic concentrations.
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Figure 7.2: Input/Output data flow for a single-pass transport-depletion cycle.

In addition to performing all of the communication with the ORIGEN module,

the depletion package is expanded to provide the additional components necessary

to calculate the model power distribution and perform a flux-weighted one-group

collapse of microscopic cross sections for each nuclide and reaction type relevant to

depletion. These additional components allow the depletion package to provide the

data necessary to drive the ORIGEN calculation. The depletion package currently

supports cross section data in the form of AMPX [74] working-formatted libraries for

multigroup depletion calculations or a handle to the SCEMPP (SCALE Continuous

Energy Modular Physics Package) API for continuous-energy depletion calculations,

however support for additional physics packages can be provided as they become

available. Thus, the developed depletion package is structured such that any transport

module capable of providing the required information can seamlessly integrate

depletion capabilities with minimal additional development.

Two Python front-end user interfaces are available with the Insilico package; one for

standalone depletion calculations and one for transport-coupled depletion calculations

using Exnihilo’s Monte Carlo framework, Shift. A simple I/O diagram of a single-pass

Shift-ORIGEN calculation within Exnihilo is provided in Figure 7.2.
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The development of an interface to ORIGEN as well as the coupling of ORIGEN

and Shift required C++, Fortran, and Python code development in both the SCALE

and Exnihilo code suites.

7.2 SCALE Development

The ORIGEN code has long been the premier code for performing isotopic depletion

analyses for nuclear fuels. However, as the code was originally written in 1973 [95], the

code architecture has been an increasing burden to ongoing development of depletion

capabilities as SCALE is moving towards a more object-oriented framework. This

has resulted in several modular versions of ORIGEN being developed and used in

numerous codes that are not actively supported or maintained by Radiation Safety

Information Computational Center (RSICC) [96]∗. Furthermore, the only means of

interfacing with ORIGEN in many of these modular versions have been through file

I/O, FIDO [97] input files, or global functions made accessible by embedding modified

ORIGEN source code within a particular project application [35]. These coupling

methods present significant difficulties for software developed for HPC applications

such as Exnihilo where accessing data stored on disk becomes prohibitive.

Recent efforts outside of the research presented in this manuscript involved a

major refactor of the ORIGEN code in the latest version of SCALE (6.2+) to provide

a number of improvements to the code architecture making it more easily maintained

and more easily integrated into other software packages. The restructured version

of ORIGEN provides a single modular version following the object-oriented paradigm

and accessible via C++ or Fortran APIs to allow for seamless integration with other

codes [98]. The major constituents of this refactor included building two distinct

components – an object which represents the ORIGEN library and an object which

represents the ORIGEN solver – in which to house all of the data structures, porting

∗See Section 2.3 for a discussion of modular version of ORIGEN that have been previously
developed
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the data structures from Fortran to C++, and establishing two APIs that link the

newly created objects to the original Fortran algorithms. This approach succeeds in

modularizing ORIGEN and allows it to be accessible from either C++ or Fortran.

7.2.1 Enabling ORIGEN for HPC Applications

Exnihilo is the first code to utilize ORIGEN’s new C++ API for coupled transport-

depletion calculations. However in order to enable the usage of ORIGEN in HPC

applications, additional development was required to limit the amount of on-disk file

I/O. In a given ORIGEN depletion calculation, all of the cross section and related data

necessary to build the transition matrix ( ¯̄A in Equation 3.25) is contained in a binary

library file which is stored on disk and loaded during the initialization of the ORIGEN

calculation. Thus in an HPC process one could have tens to hundreds of thousands

of processors attempting to read this one file in off the disk, which is detrimental to

parallel efficiency. Therefore, an alternate process for reading in the binary library

data had to be developed in order to enable ORIGEN depletion calculations for HPC

applications.

The ORIGEN binary library itself can be split into several components:

1. Header: scalar quantities such as the number of nuclides, number of transitions,

and a list of the nuclide ZAIDs in the library,

2. Decay Data: vector data such as radioactive decay constants and recoverable

energy values,

3. Burnup Data: vector data such as fission cross sections and neutron yields for

each burnup position in the library∗,

4. Transition Data: vector data related to each transition such as the number

of parents and the MT reaction identifier.

∗A given ORIGEN binary library may contain data for a series of different burnup steps.
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In order to enable ORIGEN for HPC applications, this data must be read off the

disk by a single processor and then broadcast to the other processors using a parallel

communication interface such as MPI. Because messages passed between processors

must be native datatypes (i.e., int, char, float, etc.), the classes and the data within

each class must be converted to a native datatype and packed into a single container

to be broadcast to the other processors. Packing of the data must also follow a

strict ordering criteria within the container so that the processors which are receiving

the data know how to unpack it and reconstruct the binary library. Thus, the

infrastructure for packing and unpacking each of the binary library components was

developed along with the logic for packing and unpacking an ORIGEN binary library

object. Furthermore, the OrigenLibraryContainer class was adapted to provide the

means for loading in a binary library file and loading the different library positions

instead of retrieving them directly from disk. These features have been successfully

implemented in ORIGEN and will be in the next released version of the SCALE software

package.

7.2.2 ARP Interface

Standalone ORIGEN calculations utilize a set of pre-generated ORIGEN libraries that

are distributed with the SCALE package to build the transition matrix for the ORIGEN

depletion calculation. Each of these distributed libraries is categorized based on

assembly configuration, fuel enrichment, burnup, and a variety of other fuel properties

and operating conditions [99]. However, these parameters are not a part of the

ORIGEN binary library itself. The primary issue with this is that as the fuel is

burned, a different library position may need to be used. Furthermore, interpolating

between the libraries may be desired to obtain a more accurate cross section library

for a given model.

The ability to both detect and interpolate between the distributed library files is

available in the ARP package, however this package is written in Fortran and thus
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Exnihilo cannot simply use it directly. Thus an ArpInterface package was developed in

order to provide the means to obtain information about the different burnup positions

in the distributed libraries and to interpolate between distributed libraries. The

ArpInterface package modularized some of the features available in the ARP package

and provides the C++ to Fortran binding layers such that this functionality can be

accessed from either C++ or Fortran applications. Because only a limited usage of ARP

is necessary, a functional interface was developed instead of a class interface since any

given calculation will only require calling a single ArpInterface function once. This

means that each time an ArpInterface function is called, it will create a new instance of

ARP, perform the requested calculation, and destroy the ARP object before returning

the results of the calculation instead of the leaving the ARP object in memory to be

called upon for a subsequent calculation. This implementation aids in safeguarding

the client from allocation issues and memory leaks as each new object and variable

created when an ArpInterface function is called is destroyed before the function exits.

The two distinct functions that comprise the entirety of the ArpInterface package

are Arp getBurnups and Arp interpolate. The Arp getBurnups function is necessary

to populate the list of library positions available in the distributed library files.

Unfortunately, the ORIGEN package itself does not have any method to obtain the

available burnup positions for a given ORIGEN binary library; however ARP has the

functionality to obtain these values. A flow diagram of these two C++ functions and

how they wrap the native Fortran operations is provided in Figure 7.3. Each function

call involves creating an ARP Fortran object, reading a text file (located on disk)

which contains all of the available information on the distributed libraries, saving

the desired data to be passed back through the interface, and destroying the ARP

Fortran object. Note also that the Arp interpolate function is overloaded and will

call either F arpInterpolateUO2 or F arpInterpolateMOX depending on the number

of input arguments, since interpolation between MOX libraries requires an additional

argument.
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Figure 7.3: Functional diagram of the ArpInterface package developed for use by
Exnihilo.

The ArpInterface package has been fully tested and integrated into the development

version of SCALE. Since this package is not required by any of the primary

control modules in SCALE, it is considered secondary stable code; only useful for

developers.Future development will include annexing these functions directly into

ORIGEN, therefore obviating the interface problem, as the ArpInterface package by

itself has no front end in which the user can interact with.
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7.3 Exnihilo Development

This section defines the general design and layout of the depletion package which

integrates ORIGEN [4] depletion capabilities into the Exnihilo framework to calculate

changes in isotopic concentrations over time. In addition to performing all of the

necessary communication with the ORIGEN module, the depletion package calculates

model power distributions and performs a flux-weighted collapse of microscopic cross

sections for each nuclide and reaction type relevant to depletion. This package

is structured such that any transport module capable of providing the required

information can seamlessly integrate depletion capabilities with minimal additional

development.

The depletion package in Exnihilo is essentially divided into three components:

1. Material Processor: collects and stores material data (i.e., power, temper-

ature, volume) and nuclide data (i.e., nuclide ids, number densities, and cross

sections) obtained from multiple different libraries and locations in both SCALE

and Exnihilo.

2. ORIGEN Coupling: interface to the ORIGEN depletion module in SCALE.

3. Transport Coupling: interface which analyzes and applies the results from

the transport calculation to a subsequent depletion calculation by performing

the powers calculation and flux-weighted cross section collapse.

Support is currently available for cross section data in the form of AMPX working-

formatted libraries [74] for multigroup depletion calculations or a handle to the

SCEMPP (SCALE Continuous Energy Modular Physics Package) API for continuous-

energy depletion calculations. However, additional support can be easily provided

as additional physics packages become available within Exnihilo. A simplified flow

diagram of the depletion package and how it interacts with certain SCALE components

is provided in Figure 7.4. Each component and the primary functions performed by

each component are explained in more detail in the following sections.

117



Figure 7.4: Flow diagram of the Exnihilo depletion package.

7.3.1 Material Processor

In order to perform transport post-processing calculations, such as the model power

calculation and cross section collapse, a wide range of data for every material in

the model must be accessible. These data are likely spread out in multiple different

components as dictated by the transport and cross section processing components.

Thus within the Exnihilo depletion package there exists a subset of classes designed

to aggregate the necessary data from the different sources. Note that this requires

the depletion package to have its own definition of what makes up a material and

what makes up a nuclide. The primary motivation for this aside from the ease of

access of data from a programming standpoint is that depletion calculations require

microscopic cross section information, whereas the transport calculation typically uses

macroscopic cross sections. Furthermore, this information needs to be accessible on

a nuclide basis and not based on a particular material or spatial location as again
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Figure 7.5: Data aggregation components in the depletion package.

is typical for neutron transport processes. A closer look at the data aggregation

components and how they interact with the objects outside of the depletion package

is provided in Figure 7.5.

Note that a given set of material processing components consists of an aggregator,

one or more material definitions, and one or more nuclide definitions for each material.

The material definition includes a list of nuclides as well as information related to

the geometric cell in which the material resides such as the volume, power, and

flux. The nuclide definition within the depletion package is designed to hold the

nuclide ID, atomic mass, number density, energy release per fission, energy release

per capture, and multigroup microscopic cross section information for the relevant

reaction types for that nuclide. The specific set of aggregator, material, and nuclide

components used depends on whether the calculation is standalone or coupled to

a transport calculation. If it is a transport coupled calculation, the components
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are further subdivided based on the physics used in the transport calculation. This

approach provides the various transport post-processing algorithms with centralized

data containers which are both consistent and easily accessible. The consistency lies

in the fact that the rest of the depletion package operates irrespective of whether the

original cross section data was in a multigroup or continuous-energy format.

Aggregation of material and cross section data is currently available for both

multigroup and continuous-energy applications. In the multigroup case, the depletion

package requires an AMPX working-formatted library which contains microscopic

cross section information by nuclide. Note that this cross section library file differs

from the AMPX library used by the transport packages, which contains macroscopic

cross sections by mixture. In the continuous-energy case, the depletion package

requires a handle to the SCEMPP API. In addition, knowledge of the energy group

structure used to perform the flux tally during the transport calculation must be

explicitly provided to the depletion package in the continuous-energy case in order to

generate multigroup microscopic cross section responses from the continuous-energy

spectrum in the same group structure∗. Alternatively, if the transport calculation is

set up to tally all of the necessary one-group reaction rates required to populate the

ORIGEN library, knowledge of the group structure is not required since the power

calculation and group collapse has already been performed.

The aggregation of cross section data in the continuous-energy case includes an

additional step, aside from the generation of the microscopic cross section responses

in comparison to the multigroup case. This step involves creating a database of the

generated multigroup cross section responses for each nuclide/temperature pair. The

reason for this is to minimize the memory requirement for storing the cross section

data. Since the microscopic cross section responses are generated directly from the

continuous-energy spectrum (i.e. without any additional cross section processing),

the generated responses for a given nuclide will be the same regardless of which

material they belongs to. Considering that the number of energy groups for the

∗In the multigroup case, the flux tally uses the same group structure as the AMPX library.
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continuous-energy calculation (when using the flux-binning method) will likely be on

the order of 104, the cross section data for each nuclide in the model are stored in a

database as opposed to with each nuclide. Then, as the individual material nuclides

are constructed, they are simply given the location of their cross section data in

the database. This scheme significantly reduces the memory used to store the cross

section data. For example, consider a 17× 17 assembly model where 94 nuclides are

being tracked in each fuel region and the flux tally is using a 43 000-group structure.

If the data were simply generated and stored for each individual nuclide instance, the

required storage for microscopic cross section data would be approximately 50 GB.

By generating and storing the cross section data for each unique nuclide one time only,

the memory requirement is reduced by approximately 99.6%. This is why there is an

additional SCEMPP aggregation component in Figure 7.5 (i.e. the SCEMPP DB).

Standalone Aggregation

The aggregation process for standalone depletion calculations is the simplest of the

three sequences. Since no manipulation of cross section data is required by the

depletion package, no cross section library is required when running in standalone

mode. Furthermore, in a standalone calculation there is only one material. These

two aspects narrow the aggregation process to simply creating a Material which is in

essence identical to the Composition created by the user in the problem input. The

primary way in which the aggregation process differs for standalone cases is that

every nuclide present in the ORIGEN library is added to the Material definition so

that it can be tracked. In coupled transport-depletion calculations only a subset of

nuclides are added in order to reduce the memory footprint of the materials. A

Universal Modeling Language (UML) diagram of the standalone material processing

components is provided in Figure 7.6.
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Figure 7.6: Class diagram of the material processing components for standalone
depletion calculations.

AMPX Aggregation

The AMPX aggregation components aim to provide a pseudo-encapsulation of

SCALE’s AMPX working library class so that the depletion package has access to

all of the necessary cross section information∗. The AMPX Aggregator is essentially

the depletion packages representation of the AMPX working library. Using an opened

AMPX working nuclide library, the AMPX Aggregator builds an AMPX Material using

a Composition and the corresponding nuclide entry within the AMPX library for each

nuclide in the material. The AMPX Material then constructs an AMPX Nuclide for

each nuclide entry in the AMPX Material. It is within the AMPX Nuclide class where

∗When dealing with data that is contained in an externally developed class or object, it is
generally a good idea to copy the data internally and discard the external class/object. This serves
to condense the locations where an implementation change in the external class could affect the
functionality of the internal class. This is often referred to as pseudo-encapsulation.
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Figure 7.7: Class of the material processing components for multigroup depletion
calculations using an AMPX working library.

the cross section data relevant to the depletion package is stored. Once all of the

required cross section information has been extracted from the AMPX library, the

library is closed and discarded. This is acceptable since the AMPX working nuclide

library is only used by the depletion package; the transport calculation uses an

AMPX working material library. A UML diagram of the AMPX material processing

components is provided in Figure 7.7.

SCEMPP Aggregation

The SCEMPP aggregation process is slightly more complex than the AMPX aggrega-

tion components because the depletion package is using a flux-binning methodology

and a multigroup algorithm to calculate material powers and collapse cross sections

down to one group, and the SCEMPP library only contains point-wise data. The
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process of building a Material for each Composition and a Nuclide for each nuclide in

the Composition is generally the same. However, the Nuclide class itself is not storing

any data. Instead, the SCEMPP DB is storing the data and the Nuclide classes are

simply querying for a pointer to the stored data.

The reason for this is because an ultrafine-group “response” is being generated

for each relevant reaction for each nuclide in order to provide microscopic cross

sections which can be used in the power calculation and in the cross section collapsing

algorithms. Noting that these cross sections are microscopic cross sections that are

being sampled from the continuous-energy spectra, the generated responses for, say,

235U will be the same no matter what material it is in, provided that the temperatures

are similar. Therefore, the SCEMPP DB builds and stores the responses for each

nuclide/temperature pair in the problem in order to prevent data duplication. A UML

diagram of the SCEMPP material processing components is provided in Figure 7.8.

7.3.2 ORIGEN Integration

Integrating the ORIGEN module requires the ability to provide the OrigenLi-

braryContainer and OrigenContainer subpackages with the necessary data to solve

the depletion equation (Equation 3.25). Interaction with the OrigenContainer

package is a simple task which primarily consists of transferring data input by

the user such as burnup intervals, power levels, and isotopic concentrations. The

initialization of the OrigenContainer and execution of ORIGEN are then performed

using the OrigenContainer’s resource API. Interaction with the OrigenLibraryContainer

subpackage is relatively more complex in nature; primarily in the case where the

depletion calculation is being coupled to a neutron transport calculation. The

OrigenLibraryContainer subpackage contains all of the burnup, decay, and other cross

section data required to populate the transition matrix. All of this data is stored in

a binary library file that must be loaded from disk.
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Figure 7.8: Class of the material processing components for continuous-energy
depletion calculations using the SCEMPP physics package.

When running a depletion calculation, there are multiple different ways in which

the binary library is loaded and used to initialize the OrigenLibraryContainer. By

default, if no library file is specified in the problem input description, the depletion

package will load a default library which is mutable and thus able to be used for

a coupled transport-depletion calculation. Note that this is intended to be the

primary mode of operation for coupled calculations. Alternatively, the filename of

either a custom ORIGEN library generated from a TRITON calculation or one of the

pre–generated ORIGEN libraries distributed with SCALE can be used. The primary

difference to note here is that the distributed libraries are not mutable as they do not

contain all of the necessary information required to update the cross sections. If a

distributed library file is requested when running alongside a transport calculation,

the burnup-dependent data (removal and fission cross sections, neutron yields, and
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the compressed transition matrix) which most accurately represents the model burnup

for the midpoint of the current depletion cycle will be used∗. For a list of the available

libraries distributed with SCALE and the burnup positions available for each material,

please consult Reference [70].

The third way in which ORIGEN library data can be initialized is to specify a given

assembly configuration type and interpolate between the distributed libraries. This

method generates a set of library data which most accurately resembles the burnup

and operating conditions of each depletion cycle in comparison to using a single

distributed library. Note however that the use of distributed and interpolated libraries

is intended primarily for standalone depletion calculations and will be significantly less

accurate than using the default ORIGEN library or a problem-specific ORIGEN library

generated from a previous TRITON calculation. Figure 7.9 illustrates the relative error

over time when using a distributed library, and interpolation between distributed

libraries, and the actual problem-specific library generated by coupling to a transport

calculation. This figure helps illustrate that while using distributed libraries is

acceptable for standalone ORIGEN calculations, an ORIGEN library produced using

the spectral results from a transport calculation produces results with far better

accuracy.

Note that both of the classes and resource functions which make up the ORIGEN

APIs are explicitly wrapped within the depletion package in order to ensure constant-

correctness is enforced, provide additional error-checking, and expose only the

necessary functions required to integrate ORIGEN depletion capabilities into the

Exnihilo transport calculation.

7.3.3 Transport-Depletion Coupling

Coupling of the neutron transport and depletion processes is fundamentally a much

more simple task from a mathematical standpoint in comparison to the individual

∗The distributed ORIGEN libraries contain data at multiple different burnups. The library
position is what is used to determine which set of burnup data to use in a given ORIGEN calculation.
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Figure 7.9: Relative error in the 235U concentration using distributed, interpolated
and an actual TRITON-generated ORIGEN library for 2.45% enriched 17× 17 pin cell
model.

processes themselves. However, having to couple multiple computational components

that are built under different frameworks (i.e., SCALE and Exnihilo) makes this task

difficult from a programming standpoint. A general flow diagram of the inputs

and outputs for a single pass coupled transport-depletion calculation is presented

in Figure 7.10.

where
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Figure 7.10: Input/Output diagram for a coupled transport-depletion calculation.

Σ(x,E) energy-dependent macroscopic cross sections by material

N(x) number densities for each material

φ(x,E) energy-dependent neutron flux in each material

σ(x,E) energy-dependent microscopic cross sections by nuclide

N ′(x) updated number densities for each material

P ′(x) power in each material

The transport calculation simply supplies the energy-dependent neutron flux in each

material region to the depletion calculation in order to calculate the one-group average

powers which are used to deplete the materials. The remaining data required to

perform the depletion calculation includes the nuclide concentrations, which are

generally provided as input parameters to the transport calculation, and cross section

data, which is supplied by the cross section processing calculation or directly from a

continuous-energy spectrum.

Following a transport calculation, and once the necessary data has been obtained

by the material processing components, the power in each material (both depletable
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and non-depletable) is calculated using

P =
∑
ijk

∫
V

dxNiκi,jσi,j,k(x)φk(x) (7.1)

where

Ni number density of nuclide i,

σi,j,j cross section for nuclide i and reaction j in energy group k,

κi,j the recoverable energy release for nuclide i and reaction j, and

φk neutron flux in energy group k,

The reaction types used to calculate the power include fission reactions and

neutron capture reactions such as (n, γ) and (n, α) reactions. The power in the

depletion materials is then normalized to a user-specified average specific power which

represents the total power in the basis material(s). Since this depletion package is

being developed for use in HPC applications, it is also important to note that this

is the only location within the depletion package where parallel communication is

required for each depletion calculation∗. This is necessary in order to normalize the

power distribution to a given set of materials which may be spread across multiple

domains.

The next step involves generation of the one-group cross sections for each nuclide.

In order to perform coupled transport-depletion calculations using ORIGEN, the

binary-formatted ORIGEN library (which fundamentally represents the transition

matrix) must be populated with problem-dependent one-group cross sections for each

relevant isotopic transition. The relevant reaction types which make up the transition

matrix include: (n, n′), (n, 2n), (n, 3n), (n, f), (n, n′α), (n, 2nα), (n, n′p), (n, n2α),

(n, n′d), (n, n′t), (n, n′3He), (n, 4n), (n, 2np), (n, γ), (n, p), (n, d), (n, t), (n,3He),

(n, α), (n, 2α), (n, 2p), and (n, pα) [100]. This library is responsible for building the

transition matrix which contains all of the radioactive disintegration constants and

∗There is also a single communication performed during the calculation of the total mass of heavy
metals in the system, but this calculation is only performed once during the initialization of the first
depletion cycle.

129



branching fractions which result in the production or destruction of a nuclide. The

one-group cross sections are collapsed using the neutron flux as the weighting function

σ̄ =
k∑
i=1

φiσi
φ̄

(7.2)

where

φ̄ =

∫ ∞
0

dEφ(E) (7.3)

This approach is available for both multigroup and continuous-energy calculations.

As previously mentioned, the transport calculation can tally an ultrafine-group flux

using a logarithmic group structure which contains tens of thousands of energy bins,

and then responses can be generated on the same energy grid in order to obtain

what can be treated as a multigroup cross section library. The alternative option of

tallying the individual one-group nuclide cross section in each material instead of a

flux tally is currently under development in Shift. Once this capability is available, the

depletion package simply has to perform the power normalization and set the cross

sections in the ORIGEN library, which significantly reduces the amount of transport

post-processing performed by the depletion package.

The final step in coupling the depletion and transport calculations is determining

the sequence in which each calculation is performed. The approach of using a

predictor-corrector algorithm for isotopic depletion calculations has been implemented

in multiple codes such as TRITON, VESTA [101], and CASMO [102]. A predictor-

corrector approach involves a three-step process for solving the coupled transport-

depletion calculation [103]:

1. A depletion calculation is performed from ti to t + ∆t
2

to predict the isotopic

concentrations at the cycle midpoint.

2. The neutron transport calculation is performed to obtain the flux solution at

the cycle midpoint, t+ ∆t
2

.

130



Figure 7.11: Single-cycle predictor-corrector algorithm for a coupled transport-
depletion calculation in Exnihilo.

3. The flux and cross sections data at the cycle midpoint are used to perform the

depletion calculation from ti to t+ ∆t.

Thus a predictor-corrector approach is implemented in Exnihilo to increase the fidelity

of the depletion calculation. This allows for larger time steps as average flux spectrum

and cross sections for the cycle are used while the power of flux is being held

constant over the time interval. A diagram of the predictor-corrector implementation

is provided in Figure 7.11. The depletion calculation offers the ability to bypass

the predictor-corrector algorithm if desired by the user, which is acceptable provided

that the time steps are small, however the predictor-corrector is enabled as the default

behavior for coupled transport-depletion calculations.
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7.4 Implementation

The depletion package resides within Exnihilo’s Insilico package, which is designed to

couple cross-section processing, neutron transport, depletion, and thermal-hydraulics

to enable complete neutronics analysis for nuclear reactor power applications. The

design of the depletion package is intended for use alongside either Denovo, Exnihilo’s

deterministic transport package, or Shift, Exnihilo’s hybrid/standalone Monte Carlo

package.

In addition to the depletion package components illustrated in Figure 7.4, the

pydepeltion package been developed to provide the Python front-end user interface

to Exnihilo’s depletion capabilities. The pydepeltion package provides the Python

bindings generated by SWIG [104] that can be used to run a standalone or coupled

transport-depletion calculation. In the standalone case there is a Python “runner”

class which contains all of the functions the user will call to define and perform a

standalone depletion calculation. In the case where depletion is coupled to Shift, a

Python wrapper around Shift’s Python front-end enables coupled transport-depletion

calculations to be performed. This wrapper class is also responsible for setting up

the tally or tallies required by the depletion calculation as well as implementing the

predictor-corrector approach.

7.4.1 Standalone Depletion

The standalone depletion capability in Exnihilo is fundamentally the same as running

a standalone ORIGEN calculation in SCALE. Some of the features available in

the ORIGEN API are not yet integrated into Exnihilo’s depletion package, such as

continuous chemical processing and continuous nuclides feed rates, however these

additional features can be added with little to no change in the infrastructure already

in place.

One noteworthy feature that the depletion package has is the ability to au-

tomatically set the correct library position in the ORIGEN library based on the
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accumulated burnup over the course of the calculation when using the constant

power approximation. Adding this feature involved developing the ArpInterface

package: a C++ to Fortran API to SCALE’s Automatic Rapid Processing module

(ARP) which is designed for performing point depletion calculations for a variety

of reactor configurations and operating conditions. ARP has the ability to both

read the available burnup positions in the distributed libraries as well as interpolate

between libraries to generate a set of problem-dependent ORIGEN libraries to be

use in subsequent depletion calculations. The ArpInterface package provides Exnihilo

and any other depletion module with a means of accessing this functionality. Note

however that this package, in addition to the ORIGEN package, are required in order

to perform standalone depletion calculations within Exnihilo.

7.4.2 Coupled Transport–Depletion Calculations in Exnihilo

The depletion package is designed such that it can be used by any transport module

capable of supplying the following information for each material:

1. material identification number,

2. cell identification number,

3. cell volume,

4. composition data (nuclide ZAIDs and number densities),

5. cross section data (via SCEMPP or an AMPX working-formatted nuclide

library), and

6. multigroup flux

The various simulation control flags and depletion-specific parameters such as burnup

interval length, decay interval length, and the average specific power (in megawatts

per metric tonne initial heavy metal) in the basis material(s) are generally defined by
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the user in the input specification. Note that the burnup and average specific power

in each material to be depleted are the only input parameters required to perform

isotopic depletion calculations using this depletion package.

A summary of the available features and implementations which exist within the

depletion package include:

• Depletion via the constant power or constant flux approximation.

• Toggle to turn implicit capture off for the model power calculation.

• Five different groups of nuclides to be tracked for each depletable material. For

a list of the different sets of nuclides that can be added to those tracked, see

Tables T1.3.2 - T1.3.6 in Reference [28]∗. Note that one additional group is

present which includes all nuclides recognized by both ORIGEN and SCALE’s

Standard Composition Library [69].

• Ability to use pre-generated ORIGEN binary libraries (generated using TRITON

or one of the libraries distributed with SCALE) or a set of libraries obtained by

interpolating between the distributed libraries (use the functionality native to

ARP) distributed with SCALE.

• Ability to read in the ORIGEN binary library from disk on a single processor and

broadcast the data to all other processors to reduce file I/O in HPC applications.

• Specification of the total mass of heavy metals which the system should be

normalized to.

• Specification of the maximum size of the subintervals for ORIGEN burnup

calculations (by default each burnup step is divided into substeps of no more

than 40 days).

• Specification of the number of subintervals per burn step.

∗Table D.2 contains the nuclides added too all depletable materials by default.
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• Specification of the maximum burn length in coupled transport-depletion

calculations (by default, the maximum burn length is 400 days; if a burn step

is larger than 400 days, it is N equal-sized subintervals which are all less that

400 days).

• Rule of 3s used for decay calculations using an initial subinterval size less than

or equal to 75 days [70]. Decay calculations require at least 3 subintervals

regardless of the size of the decay step.

• Supports domain-replicated and domain-decomposed geometries.

• Option to parallelize the depletion calculation by distributing materials that

are replicated across multiple processors such that each material is only being

depleted once (by default each processor will deplete all materials present on

the processor).

• Supports multigroup calculation using cross sections in an AMPX working li-

brary format or continuous-energy calculation using cross section data obtained

via the SCEMPP API.

• Predictor-corrector approach for performing coupled transport-depletion calcu-

lations [28].

• Support for branch calculations to examine the response from perturbing one

or more system properties or operating conditions (infrastructure is in place

within the depletion package but not implemented in the front-end code).

• Powers, fluxes, and isotopic concentrations for each time step can be output in

an Hierarchical Data Format (HDF5)-formatted file [105].

Of these available features, the parallelization of the depletion calculation merits

further discussion. The computational time required to perform an ORIGEN depletion

calculation for a single material is typically on the order of a second or less, which is
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significantly smaller than the computational time required to perform the transport

calculation. However, as the number of material regions increase so will the total time

spent performing depletion calculations. Consider the assembly model presented in

Figure 7.12. This model has 264 fuel materials which need to be depleted. Using

the predictor-corrector implementation and assuming that it takes one second to

deplete a single material, depleting 264 materials requires 8.8 minutes of wall time.

Now consider that 24 processor cores are used to perform the transport calculation

using domain replication. If the depletable materials are distributed among these

24 processors, that equates to 11 depletable materials per core and thus only 22

seconds performing depletion calculations during each time step. This algorithm

does however incur communication costs since each processor must have the updated

isotopic number densities for all materials on that processor. Considering that each

processor will only have updated isotopics for 24 of the 264 materials, and assuming

that each material is composed of 94 different nuclides, each processor will have to

communicate approximately 0.4 MBs of data at the end of each depletion cycle.

Further analysis of the communication costs and the scalability of this algorithm

are discussed in Section 8.6.2.
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Figure 7.12: Generic Westinhouse 17× 17 assembly model.
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Chapter 8

Depletion Verification and

Validation

This chapter presents the results of several benchmark cases which serve as verification

and validation of Exnihilo’s depletion package. Standalone depletion calculations

within Exnihilo are benchmarked against standalone ORIGEN calculations to verify

the integration of the ORIGEN module into Exnihilo, and the processes which

govern transport-coupled depletion calculations are benchmarked against TRITON to

provide verification and validation of coupled Shift-ORIGEN calculations in Exnihilo.

Note that the analyses performed in each test category (standalone depletion,

multigroup transport-coupled depletion, and continuous-energy transport-coupled

depletion) were used as an incremental testing framework during the development

of the depletion package. Thus the test cases begin in an overly-simplified state

and gradually increase in complexity to test individual aspects of the depletion and

coupling processes.
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Figure 8.1: Graphical representation of the pin cell model generated by SCALE.

8.1 Verification Models

To analyze and verify the implementation in place for coupled transport-depletion

calculations, two benchmark cases were developed: a pin cell model and a 2×2 array

model. The pin cell model is illustrated in Figure 8.1 and features a fuel radius of

0.41 cm, cladding outer radius of 0.475 cm, and pitch of 1.26 cm. A temperature

of 298 K is used for all materials in the pin cell model. The isotopic specifications

for the fuel, clad, and moderator materials along with a graphical illustration of the

model can be found in Table B.1 in Appendix B.1.

The second model is a 2×2 array model where each pin cell has a pitch of 1.26 cm

but different fuel radii and clad outer radii. A graphical illustration of this model is

presented in Figure 8.2. The materials, fuel and cladding radii, and the temperatures
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Figure 8.2: Graphical representation of the 2 × 2 assembly model generated by
SCALE.

for each of the four pin cells in the 2 × 2 array model are provided in Table B.5 in

Appendix B.2 along with a graphical representation of the model and the isotopic

concentrations of each of the materials. Note that the material labels referred to in

Tables B.5–B.6 are the labels provided in the legend of Figure 8.2.

The pin cell and 2 × 2 array models contain specific anomalies such as trace

amounts of 242Am in the fuel and 166mHo in the moderator in order to test various

aspects of the developed implementation and the interactions with Exnihilo modules

with SCALE modules. Thus the results presented in Sections 8.3–8.5 are more for

verification purposes than validation. Note also that while these models are two-

dimensional models, the depletion calculation is not concerned with the geometry or
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the number of dimensions; only the volume which is used to calculate the total mass

of heavy metals in the system.

A third model was developed for performing scaling studies and to analyze some

of the implementations of integrated depletion capabilities in Exnihilo. This model is

a three-dimensional “block” of pin cells; each pin cell having a fuel radius of 0.41 cm,

pitch of 1.26 cm, and height of 1.0 cm. In order to reduce the memory footprint for

continuous-energy calculations, the fuel is composed of 16O with a number density of

4.57642 × 10−2 atoms per barn-cm (atom/b-cm) and 235U with a number density of

7.18132× 10−4 atom/b-cm, and the moderator is pure 16O with a number density of

2.48112× 10−2 atom/b-cm. The number of pin cells in the x-, y-, and z-directions is

varied to produce the desirable number of depletable regions for a given analysis,

Note that all cases simulated as part of the analyses presented in this section were

performed on the same computational cluster and both the SCALE calculations and

the Exnihilo calculations used the same revision of the development version of SCALE.

8.2 Standalone Depletion

The first set of test cases serves as a benchmark analysis of Exnihilo’s standalone

depletion capability using the Python front-end. In the standalone case, the resulting

isotopic concentrations produced by Exnihilo are expected to be within the numerical

precision of a standalone ORIGEN calculation, which is 5× 10−5∗ for nuclides with a

concentration above 1×10−6 atom/b-cm [4]. The results for five select nuclides which

are important for burnup analysis and benchmarking validation–90Sr, 131Xe, 145Nd,

235U, and 239Pu–are used as the basis for comparison in these benchmark analyses.

These nuclides were chosen because they all have concentrations above 1 × 10−6

atom/b-cm, therefore guaranteeing that the relative error between the ORIGEN and

Exnihilo calculations should be within the 5× 10−5 tolerance. Although traditionally

∗In theory, the results should be within the precision of the ORIGEN output since ORIGEN is
used in both cases and thus both cases would suffer equally from the uncertainties in the nuclear
data and numerical methods.
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more nuclides are used to validate a depletion code, this analysis is more concerned

with verifying the proper use of ORIGEN within Exnihilo. Since the underlying solver

is ORIGEN in either case and because ORIGEN has been extensively validated, both

verification and validation of the standalone depletion capabilities within Exnihilo can

be supported with only a subset of these nuclides.

The test cases presented in Sections 8.2.1–8.2.5 are fairly simple with respect to

the initial isotopic concentrations and burnup cycle parameters, however they fulfill

the necessary requirement for properly verifying standalone depletion calculations in

Exnihilo by independently examining specific capabilities or features. The first four

test cases, 1-1–1-4, use the w17 e30.arplib pre-generated ORIGEN library distributed

with SCALE, which represents a Westinghouse 17× 17 PWR assembly configuration

with 3% enriched UO2. The fifth test case interpolates between the available

Westinghouse 17 × 17 PWR libraries to match a specific set of operation conditions

and burnup parameters. Note that in order to run the depletion calculation in the

same manner as standalone ORIGEN, the maximum step size of 40 days is overridden

to ensure that the depletion steps were not subdivided into smaller step sizes.

8.2.1 Case 1.1: Depletion by Constant Power

The first test case is designed to test standalone depletion using the constant power

approximation. Five 10-day time steps at a power level of 50 MW/MTIHM are used

to deplete a simple UO2 composition. The initial isotopic concentrations for UO2

are provided in Table 8.1 while Table 8.2 contains the relative differences between

resulting number densities from an Exnihilo calculation and a standalone ORIGEN

calculation for select nuclides. The results show an agreement that is within the

numerical precision of the ORIGEN calculation, which is 1×10−5. This is the expected

result since there is no difference in the calculation from an algorithmic standpoint

given that ORIGEN is the solver in both scenarios.
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Table 8.1: Isotopic composition for case 1.1.

ZAID Concentration (atom/b-cm)

16O 3.239912× 102

235U 7.708341× 101

238U 2.330569× 103

Table 8.2: Absolute difference (atom/b-cm) between results from a standalone
Exnihilo depletion calculation and results from a standalone ORIGEN calculation for
select nuclides for case 1.1.

Step 90Sr 131Xe 145Nd 235U 239Pu

1 1.3290e-08 2.7961e-08 1.7345e-08 2.7466e-05 9.5495e-08
2 1.2754e-09 4.4806e-08 3.2444e-08 2.6971e-05 1.0506e-07
3 1.6775e-07 9.5933e-08 3.4562e-07 1.5137e-05 2.1122e-06
4 1.5720e-07 2.4975e-07 1.0973e-07 3.0988e-05 2.8948e-07
5 6.6425e-08 1.3763e-07 1.8657e-07 3.9889e-06 1.7493e-06

8.2.2 Case 1.2: Depletion by Constant Flux

Case 1.2 is identical to case 1.1 with respect to the initial isotopics and time step

sizes. The only difference is that the depletion calculation uses the constant flux

approximation. A constant flux of 1.0 × 1014 is applied to each of the five 10-day

burnup cycles. The relative difference between the Exnihilo and ORIGEN calculations

is shown in Table 8.3 and is within the numerical precision of ORIGEN.

8.2.3 Case 1.3: Complex Burnup Cycles

Case 1.3 is designed to test a more complex burnup sequence. In this case, the

powers and time intervals vary for the different time steps. The same initial isotopic

concentrations as cases 1.1 and 1.2 are used in this test case. The burnup parameters

are provided in Table 8.4 and the results for select nuclides are presented in Table 8.5.
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Table 8.3: Absolute difference (atom/b-cm) between a results from a standalone
Exnihilo depletion calculation and results from a standalone ORIGEN calculation for
select nuclides for case 1.2.

Step 90Sr 131Xe 145Nd 235U 239Pu

1 2.5140e-08 1.5443e-10 1.8209e-08 1.6284e-05 2.3415e-07
2 1.4077e-09 4.9511e-07 1.2386e-08 8.9340e-06 2.6461e-07
3 2.4932e-08 9.0372e-07 1.1637e-08 2.2961e-05 1.0466e-07
4 1.6741e-08 1.0959e-06 1.2514e-08 2.4927e-05 2.5410e-07
5 2.7633e-08 1.2166e-06 2.5202e-08 7.5952e-06 2.6771e-07

Table 8.4: Time step data for case 1.3.

Power (MW/MTIHM) Time Step Size (days) Decay Step Size (days)

31.12 85.0 0.0
32.51 45.0 0.0
26.20 70.0 0.0
0.00 0.0 29.0
22.12 40.0 0.0

8.2.4 Case 1.4: Long-Duration Burnup

Case 1.4 is designed to test a long-duration burnup event. This test case involves a

total of ten time steps. Each burn step is 88 days in length and depletes the material

at a constant power of 17.3025 MW/MTIHM, while each decay step in one year in

length. The order of the time steps is as follows: 3 burnup, 1 decay, 2 burnup, 1 decay,

1 burnup, 1 decay. The initial isotopic number densities for the depleted material are

provided in Table 8.6 and the results for select nuclides are presented in Table 8.7.

144



Table 8.5: Absolute difference (atom/b-cm) between a results from a standalone
Exnihilo depletion calculation and results from a standalone ORIGEN calculation for
select nuclides for case 1.3.

Step 90Sr 131Xe 145Nd 235U 239Pu

1 2.7665e-08 1.6561e-09 1.4664e-10 7.6837e-06 1.4659e-08
2 2.9194e-08 3.1837e-07 4.6850e-09 1.6369e-05 2.6810e-07
3 2.8966e-08 5.6690e-07 2.0060e-08 1.5185e-05 5.6850e-08
4 3.4652e-08 7.5084e-07 3.6111e-08 1.9911e-05 2.2815e-08
5 9.7306e-09 8.3715e-07 3.2222e-09 4.8257e-06 3.4541e-07

Table 8.6: Isotopic composition for case 1.4.

ZAID Concentration (atom/b-cm)

234U 3.011071× 10−1

235U 3.781905× 101

236U 1.806642× 10−1

238U 1.129754× 103

8.2.5 Case 1.5: ARP-Interpolation

The final standalone test case, case 1.5, is designed to test the use of interpolated

libraries in a depletion calculation. The assembly configuration chosen for this case

is a Westinghouse 17 × 17 PWR assembly configuration. The 235U enrichment was

specified as 4.862% and the moderator density was specified as 0.749 g/cm3. The test

case parameters are provided in Tables 8.8 and 8.9 and the results for select nuclides

are presented in Table 8.10.

8.3 Intermediate Calculations

Before performing verification and validation of the full depletion capabilities, some of

the individual components of the depletion package can be examined independently

to ensure they are functioning properly. The two primary intermediate calculations
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Table 8.7: Absolute difference (atom/b-cm) between a results from a standalone
Exnihilo depletion calculation and results from a standalone ORIGEN calculation for
select nuclides for case 1.4.

Step 90Sr 131Xe 145Nd 235U 239Pu

1 1.0892e-07 2.4176e-07 2.0384e-08 5.6501e-08 1.0690e-07
2 2.4670e-08 1.8422e-07 4.3810e-08 1.3409e-08 3.6814e-08
3 1.9851e-07 4.2448e-07 1.2123e-07 4.3607e-08 1.2123e-07
4 3.2978e-08 1.9612e-07 9.6348e-08 1.1235e-07 2.3975e-09
5 1.3843e-07 5.8948e-07 2.0851e-07 1.3590e-07 2.5752e-08
6 1.2882e-07 9.1007e-07 6.7340e-07 2.0910e-07 3.5086e-08
7 6.6436e-07 2.7231e-07 4.0126e-07 1.1867e-07 1.6375e-07
8 4.2482e-07 1.5918e-06 6.3690e-07 2.9711e-07 5.1792e-08
9 8.7583e-07 7.7711e-07 4.2037e-07 5.4054e-07 9.0884e-08

Table 8.8: Isotopic composition for case 1.5.

ZAID Concentration (atom/b-cm)

16O 3.318200× 102

234U 8.972991× 10−1

235U 1.012322× 102

238U 2.429332× 103

which are useful to validate are the model power calculation and the population

of 1-group cross sections in the ORIGEN library. Verification of these functions is

performed by comparing to a TRITON calculation. Given that the input variables

for both intermediate calculations are the AMPX multigroup cross sections and the

group-wise flux, these data are simply extracted∗ from the TRITON calculation and

used in the depletion package to perform the same calculation, thus providing a

consistent comparison of results that is dependent only on the implementations that

exists within the depletion package.

∗Note that the actual AMPX library used to run the calculation in Exnihilo is generated from
a standalone NEWT calculation since it is only possible to copy the AMPX library for the final
depletion step. However, there should be little to no differences between this library and the library
TRITON generated for the depletion calculation.
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Table 8.9: Time step data for case 1.5.

Step Time Step Size (days) Power (MW/MTU)

1 25.0 38.285714
2 25.0 38.285714
3 37.5 33.986667
4 37.5 33.986667
5 77.5 15.439560
8 77.5 15.439560

Table 8.10: Absolute difference (atom/b-cm) between a results from a standalone
Exnihilo depletion calculation and results from a standalone ORIGEN calculation for
select nuclides for case 1.5.

Step 90Sr 131Xe 145Nd 235U 239Pu

1 2.9248e-08 8.1814e-10 2.9812e-08 1.8194e-05 1.7598e-07
2 1.3197e-08 2.4284e-07 1.9529e-09 9.2389e-06 2.1344e-07
3 2.1141e-08 9.5585e-08 4.4053e-08 1.0804e-05 9.9841e-08
4 3.3458e-07 4.9704e-08 2.6361e-08 1.8366e-05 2.9128e-07
5 3.0452e-07 1.0578e-07 5.6978e-08 1.4061e-05 1.5122e-06
6 5.4607e-08 1.4110e-07 1.0590e-07 4.4548e-06 3.2429e-06

Consequently, the comparison of nuclide number densities between Exnihilo and

TRITON for cases that are not fully-coupled to a transport calculation are not

expected to match up as well as in the standalone case due to the predictor-corrector

approach implemented within TRITON to perform the coupled transport-depletion

calculation.

8.3.1 Case 2.1: Power Calculation - Pin Cell

Case 2.1 involves a single burnup step of two days with an average specific power of

31.12 MW/MTIHM. This test case is designed to test the power calculation. The

model is similar to the pin cell model, except that the material definition is modified

to provide a more simple case which should match up with TRITON to within the
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Table 8.11: Comparison of the calculated material powers between Exnihilo and
TRITON for case 2.1.

Material Exnihilo TRITON abs(C
E

)− 1

1 9.9724× 10−1 9.9724× 10−1 3.1661× 10−6

2 8.2012× 10−4 8.2000× 10−4 1.4953× 10−4

3 1.9367× 10−3 1.9400× 10−3 1.6907× 10−3

Table 8.12: Comparison of the calculated material fluxes between Exnihilo and
TRITON for case 2.1.

Material Exnihilo TRITON abs(C
E

)− 1

1 2.2204× 1014 2.2204× 1014 1.6659× 10−5

2 2.2155× 1014 2.2155× 1014 7.3693× 10−6

3 2.2251× 1014 2.2251× 1014 2.0358× 10−5

precision of the TRITON power output. Furthermore, the energy group structure for

both calculations used the full 238-group structure since it is not possible to calculate

powers in TRITON with a collapsed group structure. The materials used in this test

case are provided in Table B.3 in Appendix B.1.

The material powers and fluxes from the Exnihilo and TRITON calculations, as

well as their corresponding relative differences, are provided in Tables 8.11 and 8.12.

Note that the number of significant figures output by TRITON for materials 2 and 3

in Table 8.11 are less than the number of significant figures for material 1. This is the

reason for the larger relative differences for materials 2 and 3, however note that the

relative differences show that the results do indeed match up to within the precision

of the TRITON results.

8.3.2 Case 2.2: Power Calculation - 2× 2 Array

Having verified that the material powers and fluxes match up well in the most

simplified of cases, analysis of a more complex case is performed for case 2.2. In
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Table 8.13: Comparison of the calculated material powers between Exnihilo and
TRITON for case 2.2.

Material Exnihilo TRITON abs(C
E

)− 1

1 6.2219× 10−1 6.1930× 10−1 4.6724× 10−3

2 1.6616× 10−1 1.6743× 10−1 7.6130× 10−3

3 2.0935× 10−1 2.1095× 10−1 7.5849× 10−3

4 2.7149× 10−4 2.7300× 10−4 5.5418× 10−3

5 3.1282× 10−4 3.1420× 10−4 4.3969× 10−3

6 3.2488× 10−4 3.2640× 10−4 4.6489× 10−3

7 1.0793× 10−3 1.0909× 10−3 1.0598× 10−2

8 4.6582× 10−5 4.7000× 10−5 8.8932× 10−3

9 5.6553× 10−5 5.7100× 10−5 9.5733× 10−3

10 4.6721× 10−5 4.7200× 10−5 1.0144× 10−2

11 5.1592× 10−5 5.2100× 10−5 9.7582× 10−3

12 1.1202× 10−4 1.1320× 10−4 1.0401× 10−2

this case the 2 × 2 array model is run for a single time step of 153 days with

an average specific power of 31.12 MW/MTIHM. For this test case the expected

relative differences will not be as good as in the previous case which examined the

pin cell model since the problem has been complicated with many more materials,

geometric regions, nuclides, and a much larger time interval and therefore algorithmic

differences between the two codes will affect the results. Tables 8.13 and 8.14 provide

the comparison of the material powers and fluxes for the 2× 2 array model.

8.3.3 Case 2.3: One-Group Collapse

Case 2.3 tests the one-group cross-section collapse for each relevant reaction in the

initial composition and the subsequent population of the transition matrix elements

in the ORIGEN library. This benchmark utilized the 7-group collapsed group structure

presented in Table B.2 in Appendix B.1 in order to limit the data transferred from

the TRITON output to the Exnihilo input. Performing this benchmark involved first

running a NEWT calculating to obtain the 7-group AMPX working formatted library
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Table 8.14: Comparison of the calculated material powers between Exnihilo and
TRITON for case 2.2.

Material Exnihilo TRITON abs(C
E

)− 1

1 2.6116× 1014 2.5949× 1014 6.4346× 10−3

2 2.6179× 1014 2.6011× 1014 6.4346× 10−3

3 2.6105× 1014 2.5938× 1014 6.4348× 10−3

4 2.6162× 1014 2.5994× 1014 6.4276× 10−3

5 2.6317× 1014 2.6149× 1014 6.4208× 10−3

6 2.6250× 1014 2.6082× 1014 6.4227× 10−3

7 2.6998× 1014 2.6827× 1014 6.4024× 10−3

8 2.6217× 1014 2.6050× 1014 6.4242× 10−3

9 2.6426× 1014 2.6258× 1014 6.4170× 10−3

10 2.6355× 1014 2.6186× 1014 6.4185× 10−3

11 2.6975× 1014 2.6803× 1014 6.4045× 10−3

12 2.7078× 1014 2.6906× 1014 6.3968× 10−3

and the flux spectrum in the fuel material in the 7-group collapsed group structure.

Following the NEWT calculation a COUPLE calculation was performed to generate

an ORIGEN library using the 7-group flux spectrum and AMPX cross section library

provided by the NEWT calculation. Then the fluxes, AMPX cross section library,

and the ORIGEN library produced by COUPLE were used as input for an Exnihilo

depletion calculation to test the accuracy of the cross section collapse and ORIGEN

library population by the depletion package. By using the flux and cross section

data from the NEWT calculation, the resulting ORIGEN library produced by Exnihilo

should be the same as the ORIGEN library produced by COUPLE. This test case is

performed by explicitly recording the cross sections both before and after Exnihilo

has updated the library. Thus the cross sections for each nuclide present in the

model should remain relatively unchanged after the depletion calculation updates the

ORIGEN library. The results for the relevant cross sections both before and after the

cross section calculation are presented in Table 8.15∗.

∗Although 234U was left out of the table, the results are similar to the other uranium isotopes.
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Table 8.15: Relevant 1-group cross sections both before and after the cross section
calculation for Case 2-2.

ZAID Reaction Before After Diff.

80160 (n, n′α) 6.1121× 10−6 1.2224× 10−5 5.0000× 10−1

80160 (n, n′3α) 1.1846× 10−3 9.3943× 10−13 1.2610× 109

80160 (n, n′p) 1.4530× 10−5 9.3195× 10−8 1.5491× 102

80160 (n, γ) 2.9595× 10−5 2.9595× 10−5 5.1590× 10−7

80160 (n, p) 1.3051× 10−5 1.3051× 10−5 1.2132× 10−6

80160 (n, d) 6.4619× 10−7 1.2924× 10−6 5.0000× 10−1

80160 (n, t) 5.6937× 10−12 5.6938× 10−12 4.5846× 10−6

80160 (n,3He) 2.1966× 10−8 2.1966× 10−8 0.0000× 100

80160 (n, α) 1.1785× 10−3 2.3571× 10−3 5.0000× 10−1

80160 (n, 3α) 5.2729× 10−12 1.5819× 10−11 6.6667× 10−1

922340 (n, 2n) 6.7362× 10−4 6.7363× 10−4 2.4943× 10−7

922340 (n, 3n) 2.6923× 10−7 2.6923× 10−7 1.1871× 10−6

922340 (n, f) 4.4438× 10−1 4.4438× 10−1 3.8082× 10−8

922340 (n, γ) 2.8406× 101 2.8406× 101 3.2707× 10−7

922340 (n, p) 3.7136× 10−7 3.7136× 10−7 0.0000× 100

922340 (n, α) 7.5807× 10−8 7.5807× 10−8 0.0000× 100

922350 (n, 2n) 3.6251× 10−3 3.6252× 10−3 1.3593× 10−6

922350 (n, 3n) 2.2036× 10−6 2.2036× 10−6 9.6044× 10−7

922350 (n, f) 8.7834× 101 8.7834× 101 6.5268× 10−7

922350 (n, 4n) 1.2931× 10−12 1.2931× 10−12 9.7184× 10−6

922350 (n, n1) 3.4034× 10−3 3.4034× 10−3 1.0561× 10−7

922350 (n, γ) 1.7220× 101 1.7220× 101 4.4810× 10−7

922350 (n, p) 4.0243× 10−7 4.0243× 10−7 0.0000× 100

922350 (n, α) 1.5618× 10−5 1.5618× 10−5 0.0000× 100

922360 (n, 2n) 1.9921× 10−3 1.9921× 10−3 7.9125× 10−7

922360 (n, 3n) 7.7398× 10−6 7.7398× 10−6 7.6440× 10−7

922360 (n, f) 2.9169× 10−1 2.9169× 10−1 5.0598× 10−7

922360 (n, 4n) 1.6901× 10−13 1.6901× 10−13 9.6778× 10−6

922360 (n, γ) 8.5634× 100 8.5634× 100 3.6408× 10−7

922360 (n, α) 5.0646× 10−8 5.0646× 10−8 0.0000× 100

922380 (n, 2n) 4.6672× 10−3 4.6672× 10−3 1.3902× 10−6

922380 (n, 3n) 2.5965× 10−5 2.5965× 10−5 7.2241× 10−7

922380 (n, f) 9.1983× 10−2 9.1983× 10−2 2.0237× 10−6

922380 (n, 4n) 6.3113× 10−12 6.3114× 10−12 9.6706× 10−6

922380 (n, γ) 1.0232× 100 1.0232× 100 1.5995× 10−7

952421 (n, 2n) 1.5799× 10−3 1.5799× 10−3 1.1882× 10−6

952421 (n, 3n) 4.5671× 10−8 4.5671× 10−8 1.3451× 10−6

952421 (n, f) 1.1356× 103 1.1356× 103 3.0972× 10−7

952421 (n, γ) 2.1851× 102 2.1851× 102 1.2776× 10−7

952421 (n, p) 4.6202× 10−7 4.6202× 10−7 0.0000× 100

952421 (n, α) 8.1861× 10−8 8.1861× 10−8 0.0000× 100
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(a) ENDF (b) JEFF

Figure 8.3: Select cross sections for 16O [74].

The relative differences presented in Table 8.15 for the actinides are all within

1× 10−6, however the cross section updates for 16O are distinctly different from their

original value, and in the cases of the (n, n′3α) and (n, n′p) reactions, the difference is

many orders of magnitude. To examine these reactions further, a plot of some of these

cross sections from the ENDF and JEFF 238-group cross section libraries in SCALE

is presented in Figure 8.3 and the flux profile over this same energy range is plotted

in Figure 8.4. Since COUPLE utilizes both libraries for generating its cross sections,

reaction which exist in both libraries will not be reproduced exactly within Exnihilo.

However the larger differences require further investigation. Another important note

to make is that reactions (n, p), (n,3He) and (n, α) are not present in Table 8.15.

This is because these reactions, which correspond to (n, p), (n,3He), and (n, α), are

high-energy threshold reactions which come from the JEFF nuclear data libraries,

and because neither AmpxLib nor ORIGEN have access to the raw JEFF data, the

microscopic cross sections are not available and cannot be updated; hence the relative

errors of 0.0. The cross sections for these reactions are provided in Figure 8.5.
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Figure 8.4: High-energy flux profile for Case 2-2.

8.4 Multigroup Depletion

The third set of benchmark cases involves benchmarking multigroup depletion

calculations which use an AMPX working-formatted library as the source of cross

section data. The AMPX libraries and fluxes used in the Exnihilo depletion calculations

are taken from the TRITON calculation in which the Exnihilo depletion is being

benchmarked against. Due to the predictor-corrector implementation in TRITON that

cannot be bypassed, the number densities estimated by the depletion calculation in

Exnihilo do not show an agreement that is within the numerical precision of ORIGEN.

Furthermore, although the fluxes and cross sections are being taken directly from

the TRITON calculation, there remain some mechanics, such as the way each code

divides the burn lengths into subintervals, that will lead to differences in the results

from both codes.
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Figure 8.5: (n, p) and (n, α) for 235U .

It should be noted that a complete verification and validation test suite for

multigroup depletion calculations cannot be performed at present due to the coupling

between Exnihilo and SCALE’s multigroup processing modules. Exnihilo currently does

not have the ability to use SCALE’s resonance processing utilities in the middle of a

calculation; only at problem initialization. Furthermore the interface between Exnihilo

and SCALE is only set up to provide Exnihilo with an AMPX library that contains

macroscopic cross sections by mixture, whereas the depletion package requires an

AMPX library containing microscopic cross sections by nuclide. Therefore until

this capability is developed, one-way coupling between the transport and depletion

packages with no predictor-corrector approach is all that is available for multigroup

depletion applications. Note however that the infrastructure is in place within Exnihilo

to perform two-way coupling with a predictor-corrector for multigroup depletion

calculations in the Exnihilo depletion package.
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Table 8.16: Relative differences (abs(C
E

) − 1) in the power calculation between
Exnihilo and TRITON for cycle 1, case 3.1.

MatID
153 days 306 days 377 days

4.76 GWd/MTIHM 14.28 GWd/MTIHM 14.28 GWd/MTIHM

1 3.1661× 10−6 1.0178× 10−6 7.4526× 10−6

2 1.4953× 10−4 8.5959× 10−4 8.5996× 10−4

3 1.6907× 10−3 7.3818× 10−4 3.8030× 10−4

8.4.1 Case 3.1: 6 Tracked Nuclides

Case 3.1 uses the pin cell benchmark case and is run for a single burnup cycle

of 306 days at a constant power of 31.12 MW/MTIHM with a subsequent decay

interval of 71 days. In this case, no additional nuclides added to the fuel prior to

depletion in both Exnihilo and TRITON calculations, so the only nuclides being tracked

are the ones present in the initial material definition. Therefore only the uranium

number densities are examined when comparing the resulting number densities from

the two codes. The calculated powers for each material for the first burn step are

provided in Table 8.16 and the relative differences in the uranium number densities are

presented in Table 8.17. Note that a better agreement is observed when comparing

the calculated powers in the fuel material (material 1) than in the cladding and

moderator materials. The reason for this is because the calculated powers in the

cladding and moderator materials are derived from the energy release from neutron

capture reactions while the calculate power in the fuel material is dominated by the

energy release from fission reactions. While the Exnihilo depletion package is able to

fold the flux spectrum into the fission cross sections, some of the capture cross section

only exist in the JEFF data libraries and therefore cannot be updated within Exnihilo.

Since the energy release per fission is much larger in the fuel material, the effects of

this are not observed, but they are observed in the cladding and moderator materials.
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Table 8.17: Relative differences (abs(C
E

) − 1)in uranium number densities between
Exnihilo and TRITON for cycle 1, case 3.1.

Nuclide
153 days 306 days 377 days

4.76 GWd/MTIHM 14.28 GWd/MTIHM 14.28 GWd/MTIHM

234U 1.3978× 10−4 7.4853× 10−4 7.4901× 10−4

235U 1.7459× 10−4 1.0164× 10−3 1.0164× 10−3

236U 3.9512× 10−4 9.0274× 10−4 9.0274× 10−4

238U 7.2315× 10−5 1.0977× 10−4 1.0977× 10−4

Table 8.18: Relative differences in the power calculation between Exnihilo and
TRITON for burn step 1, case 3.2.

MatID
153 days 306 days 377 days

4.76 GWd/MTIHM 14.28 GWd/MTIHM 14.28 GWd/MTIHM

1 3.2918× 10−6 2.9451× 10−6 2.0642× 10−6

2 3.7597× 10−5 3.2657× 10−3 1.0311× 10−3

3 1.6762× 10−3 3.1261× 10−5 1.4079× 10−3

8.4.2 Case 3.2: 95 Tracked Nuclides

Case 3.2 is run with the same burnup parameters as case 3.1. The difference in

this case is that a total of 95 nuclides are being tracked in the fuel in both Exnihilo

and TRITON. The calculated powers for each material for the first burn step are

provided in Table 8.18 and the relative differences for select nuclides are presented

in Table 8.19. The comparison of the powers and isotopic concentrations illustrates

an agreement similar to that observed in case 3.1. Thus is can be concluded that the

nuclide tracking routines are operating consistently in Exnihilo.

8.5 Continuous-Energy Depletion

Benchmarking of Exnihilo’s continuous-energy depletion capability is more challenging

than the multigroup or standalone cases since TRITON’s continuous-energy depletion
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Table 8.19: Relative differences in uranium number densities between Exnihilo and
TRITON for burn step 1, case 3.2.

Nuclide
153 days 306 days 377 days

4.76 GWd/MTIHM 14.28 GWd/MTIHM 14.28 GWd/MTIHM

95Mo 9.6743× 10−4 6.7118× 10−4 9.9794× 10−4

131Xe 5.3703× 10−4 1.6862× 10−4 1.6862× 10−4

131Nd 4.1216× 10−4 1.9046× 10−4 1.9046× 10−4

235U 3.4461× 10−4 4.8171× 10−5 5.0051× 10−5

239Pu 3.2174× 10−5 1.7708× 10−3 1.7652× 10−3

capability is also in the development phase. Furthermore, there is a significant

difference in the methods used as continuous-energy TRITON tallies one-group

reaction rates for each relevant material/nuclide/reaction whereas Exnihilo is tallying

only the flux in an ultra fine group structure and then collapsing down to a single

energy group. In order to produce a similar comparison as the previous analyses,

an ultra-fine group flux cell tally would need to be performed in TRITON to provide

the transport results for the depletion calculation. To avoid this sort of monotonous

task, testing of continuous-energy depletion using SCEMPP in Exnihilo is performed

by coupling to the Shift Monte Carlo package.

8.5.1 Case 4-1: Default ORIGEN Library

Case 4-1 tests coupled transport-depletion calculations in Exnihilo for the pin cell

model against both two- and three-dimensional multigroup TRITON calculations as

well as a three-dimensional continuous-energy TRITON calculation. For the two-

dimensional discrete ordinates cases SN = 12 quadrature was used with a 16 × 16

mesh and a convergence criteria of 1 × 10−5 for all iterative phases of the solution

process. For the Monte Carlo calculations, 10 000 histories per cycle were run with

1000 active cycles and 200 initial cycles skipped. The depletion parameters for this

case include a single burnup step of 306 days with an average specific power of 31.12
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MW/MTIHM and a 71 day decay interval following the burnup interval. Furthermore,

a total of 95 nuclides are begin tracked in all calculations.

The first set of results utilize a generic (default) ORIGEN library file as the initial

library for the depletion calculation. During the course of the coupled transport-

depletion calculation, most of the values in the library will be changed using the

problem-dependent flux spectrum. However, the values that cannot be changed

include those reactions that are not in the ENDF data set. Therefore an initial

library must be loaded in order to populate these reaction cross sections. The

library that is considered the default library for Exnihilo depletion calculations was

generated to be representative of a generic PWR pin cell and is included with the data

libraries distributed with the development version of SCALE. This library is meant

to be used as a starting library for codes which are integrating modular ORIGEN

depletion capabilities and additional libraries for different reactor types will be added

as development progresses.

The keff results generated by the Exnihilo and TRITON calculations are presented

and compared in Table 8.20. The results for the initial transport calculation show

a considerable difference depending on which version of TRITON Exnihilo is being

compared against. When comparing against continuous-energy TRITON, an absolute

difference of 50 pcm (per cent mille) is obtained for the initial criticality calculation,

and the difference increases slightly to 61 pcm at 153 days. It is reasonable that

a much better agreement is achieved when comparing against continuous-energy

TRITON since both codes are in essence using the same physics∗.

As previously stated, there are significant differences in the mechanics between

the TRITON and Exnihilo calculations. The most significant of these is the difference

in how each code generated the one-group cross sections that are used by ORIGEN

to solve the depletion equation. To examine this further the ultrafine-group flux

spectrum in the fuel region from the Exnihilo depletion calculation is presented in

∗Note that the differences when comparing continuous-energy TRITON to 2D and 3D multigroup
TRITON are 342 and 577 pcm, respectively.

158



Table 8.20: Exnihilo transport results for case 4.1 compared against two-dimensional
and three-dimensional multigroup TRITON calculations as well as a three-dimensional
continuous-energy TRITON calculation.

Multigroup (2D)

Burnup (GWd/MTIHM)
Exnihilo TRITON

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0 1.2544 - 1.2584 24 392
4.76 1.1409 - 1.1431 26 190

Multigroup (3D)

Burnup (GWd/MTIHM)
Exnihilo TRITON

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0 1.2521 15 1.2584 24 625
4.76 1.1394 16 1.1431 26 370

Continuous-Energy

Burnup (GWd/MTIHM)
Exnihilo TRITON

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0 1.2579 17 1.2584 24 50
4.76 1.1437 20 1.1431 26 61

Figure 8.7a. The primary observation one can make from the plots in Figure 8.7a

is that the relative error increases dramatically in the lower energy range below

approximately 0.005 eV and in the upper energy range above approximately 5 MeV.

However, this is balanced by the fact that the flux also drops off in these same energy

ranges. Another concern with such a fine group structure is that some energy groups

may not register any tally contributions. In case 4.1, approximately 7% of the flux

bins (3100 bins) do not have any contributions. Again however this is balances by

the fact that 90% of these bins are below 0.005 eV and the remaining 10% are above

5 MeV.

To get an idea of how the flux spectrum from Exnihilo compares with the flux

spectrum from TRITON, the ultrafine-group flux spectrum is collapsed down to the
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(a) flux (b) relative error

Figure 8.6: Flux spectrum in the fuel region for the two-dimensional multigroup
TRITON calculation and the Exnihilo calculation.

238-group structure used in the TRITON calculation∗. A comparison of the flux

spectrum in the fuel region between Exnihilo and the two-dimensional multigroup

TRITON calculation is presented in Figure 8.7. The two-dimensional multigroup

TRITON calculation was chosen for this analysis since the calculation itself is deemed

the most accurate because the transport solver is deterministic (i.e. the results do

not contain any associated uncertainties) and given that the problem is essentially

two-dimensional.

The other important result to examine is the predicted number densities of the

nuclides tracked in the fuel material. A comparison of the resulting number densities

are presented in Table 8.21.

The discrepancies in the isotopic concentrations for the light elements (1H, 10B,

11B, 14N) have a few explanations†. One relevant difference is that TRITON is using

JEFF data in addition to ENDF data. Since the important reactions affecting these

∗Note that the performed collapse is not a perfect collapse since the group boundaries do not
line up exactly, however for the sake of this comparison the minor inconsistencies resulting from this
collapse are insignificant.
†The most likely explanation involves a bug which was recently uncovered with respect to the

way the ORIGEN API is updating the cross sections for reactions with the same byproducts.
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Table 8.21: Comparison of number densities between Exnihilo and a continuous-
energy TRITON calculation in a case where Exnihilo is using the default ORIGEN
library.

Nuclide Exnihilo TRITON Rel. Diff. Nuclide Exnihilo TRITON Rel. Diff.

h-1 2.708× 10−11 2.588× 10−09 0.9895 ce-144 6.868× 10−06 6.883× 10−06 0.0021

b-10 3.863× 10−19 2.070× 10−19 0.8662 pr-141 1.249× 10−05 1.253× 10−05 0.0032

b-11 9.994× 10−16 4.660× 10−16 1.1446 pr-143 2.214× 10−08 2.217× 10−08 0.0015

n-14 8.935× 10−16 4.168× 10−16 1.1437 nd-143 1.109× 10−05 1.112× 10−05 0.0029
o-16 4.556× 10−02 4.557× 10−02 0.0001 nd-144 6.501× 10−06 6.507× 10−06 0.0010
kr-83 1.009× 10−06 1.000× 10−06 0.0092 nd-145 8.230× 10−06 8.245× 10−06 0.0018
sr-90 1.105× 10−05 1.106× 10−05 0.0005 nd-146 7.048× 10−06 7.062× 10−06 0.0020
zr-91 1.031× 10−05 1.030× 10−05 0.0008 nd-147 2.837× 10−09 2.843× 10−09 0.0020
zr-93 1.315× 10−05 1.319× 10−05 0.0032 nd-148 3.995× 10−06 4.005× 10−06 0.0024
zr-94 1.364× 10−05 1.365× 10−05 0.0007 pm-147 3.575× 10−06 3.560× 10−06 0.0041

zr-95 1.824× 10−06 1.827× 10−06 0.0017 pm-148 7.277× 10−11 5.544× 10−11 0.3125
zr-96 1.384× 10−05 1.387× 10−05 0.0024 pm-149 7.393× 10−18 7.579× 10−18 0.0245
nb-93 3.423× 10−13 3.462× 10−13 0.0112 sm-147 5.747× 10−07 5.729× 10−07 0.0032
nb-95 1.547× 10−06 1.550× 10−06 0.0016 sm-149 7.852× 10−08 8.086× 10−08 0.0290
mo-95 1.047× 10−05 1.049× 10−05 0.0019 sm-150 2.732× 10−06 2.791× 10−06 0.0212
mo-97 1.352× 10−05 1.347× 10−05 0.0036 sm-151 1.364× 10−07 1.383× 10−07 0.0137
mo-98 1.328× 10−05 1.335× 10−05 0.0053 sm-152 1.493× 10−06 1.503× 10−06 0.0069

mo-99 2.971× 10−15 3.022× 10−15 0.0169 sm-153 1.203× 10−19 1.363× 10−19 0.1172
mo-100 1.471× 10−05 1.473× 10−05 0.0016 eu-151 2.967× 10−10 3.011× 10−10 0.0145
tc-99 1.362× 10−05 1.370× 10−05 0.0059 eu-153 8.215× 10−07 8.146× 10−07 0.0085

ru-101 1.230× 10−05 1.232× 10−05 0.0020 eu-154 9.516× 10−08 9.931× 10−08 0.0418
ru-102 1.112× 10−05 1.116× 10−05 0.0038 eu-155 4.755× 10−08 4.931× 10−08 0.0356
ru-103 5.349× 10−07 5.372× 10−07 0.0044 eu-156 1.222× 10−09 1.256× 10−09 0.0269

ru-104 6.718× 10−06 6.761× 10−06 0.0064 gd-152 1.081× 10−10 1.023× 10−10 0.0570
ru-106 2.157× 10−06 2.176× 10−06 0.0089 gd-154 3.591× 10−09 3.756× 10−09 0.0439
rh-103 7.820× 10−06 7.857× 10−06 0.0047 gd-155 1.511× 10−09 1.568× 10−09 0.0364
rh-105 1.462× 10−22 1.476× 10−22 0.0093 gd-156 2.554× 10−07 2.604× 10−07 0.0194
pd-105 4.288× 10−06 4.321× 10−06 0.0076 gd-157 8.026× 10−10 8.169× 10−10 0.0175
pd-107 2.006× 10−06 2.028× 10−06 0.0109 gd-158 8.729× 10−08 8.821× 10−08 0.0104
pd-108 1.208× 10−06 1.227× 10−06 0.0153 gd-160 5.910× 10−09 5.974× 10−09 0.0107

ag-109 7.433× 10−07 7.548× 10−07 0.0153 u-234 5.631× 10−06 5.993× 10−06 0.0604
cd-113 3.270× 10−09 3.328× 10−09 0.0175 u-235 2.254× 10−04 2.255× 10−04 0.0007

in-115 3.635× 10−08 4.044× 10−08 0.1012 u-236 3.759× 10−05 3.764× 10−05 0.0012
sn-126 2.100× 10−07 2.112× 10−07 0.0056 u-238 2.219× 10−02 2.219× 10−02 0.0001

i-127 5.216× 10−07 4.795× 10−07 0.0877 np-237 1.674× 10−06 1.675× 10−06 0.0007
i-129 1.687× 10−06 1.682× 10−06 0.0027 pu-238 1.786× 10−07 1.791× 10−07 0.0030

xe-131 6.450× 10−06 6.459× 10−06 0.0014 pu-239 7.527× 10−05 7.690× 10−05 0.0212
xe-133 3.745× 10−11 3.808× 10−11 0.0166 pu-240 1.339× 10−05 1.369× 10−05 0.0221
cs-133 1.486× 10−05 1.492× 10−05 0.0042 pu-241 5.421× 10−06 5.507× 10−06 0.0157
cs-134 5.193× 10−07 5.215× 10−07 0.0042 pu-242 6.539× 10−07 6.642× 10−07 0.0155
cs-135 2.665× 10−06 2.690× 10−06 0.0093 am-241 1.058× 10−07 1.076× 10−07 0.0167
cs-137 1.418× 10−05 1.412× 10−05 0.0041 am-242 5.916× 10−15 6.001× 10−15 0.0141
ba-140 1.692× 10−08 1.696× 10−08 0.0024 am-242m 4.585× 10−10 4.651× 10−10 0.0142
la-139 1.421× 10−05 1.424× 10−05 0.0023 am-243 3.304× 10−08 3.372× 10−08 0.0201
ce-141 4.281× 10−07 4.294× 10−07 0.0030 cm-242 7.116× 10−09 7.218× 10−09 0.0141

ce-142 1.292× 10−05 1.294× 10−05 0.0019 cm-243 1.213× 10−10 1.296× 10−10 0.0642
ce-143 2.323× 10−23 2.327× 10−23 0.0019 cm-244 2.249× 10−09 2.344× 10−09 0.0404
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(a) Flux (b) Relative Difference

Figure 8.7: 238-group flux spectra in the fuel region calculated by a two-dimensional
TRITON calculation and the Shift calculation.

light elements are threshold reactions whose cross sections vary dramatically at higher

energies, a small change in the flux or difference in cross section data can result in a

much larger change in the isotopic concentrations for these light elements. Recalling

Figure 8.3 to use 16O as an example, the relevant energy range for these threshold

reactions in between 5 MeV and 20 MeV, and from Figure 8.7 is was observed that the

statistics on the ultra-fine group flux tally are poor in this region, and this could also

lead to the discrepancies observed in Table 8.21. Furthermore, note that the isotopic

concentrations are on the order of 10−9 and below, so their relative importance to

the global eigenvalue calculation is negligible. For isotopic production applications

however, the JEFF data will be required and further investigation will be necessary if

the discrepancies in the light elements are not significantly reduced by the integration

of JEFF cross section data.

A notable difference of approximately 10% in the concentration of 115In is also

present in Table 8.21. By performing a quick comparison of the JEFF and ENDF

cross section data for 115In, it is observed that the cross section data for (n, n′p),

(n, n′t), and (n, d) are equivalent with the exception that the JEFF cross section
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data has data for a few additional groups, however the cross sections for these groups

are on the order of 10−15 and should therefore result in a negligible difference in the

resulting concentration.

Other isotopes that show notable discrepancies above 5% include 127I, 148Pm,

153Sm, 152Gd, 234U, and 243Cm. For all isotopes except 234U , the concentrations are all

less than 1× 10−10, so their individual effects on the global eigenvalue calculation are

negligible. However a 6% difference in the 234U concentration can have a significant

effect on the calculated eigenvalue. Since there are several different sources from

which the discrepancy could stem from, each of these sources must be isolated in

order to observe their independent effect. This issue is investigated further in the

following sections.

Case 4.2: Custom ORIGEN Library

A second set of results for the pin cell benchmark is generated using the ORIGEN

library generated by the two-dimensional multigroup TRITON calculation as the

initial starting library for the Exnihilo calculation. Because this library was generated

for an identical model, it should be a much more representative starting library. The

transport results presented in Table 8.22 show an improvement of 7 pcm from using

a pre-generated ORIGEN library, which is well within the statistical uncertainty on

the keff calculation. The primary reason that little to no difference is observed is

because the fission yield data stored in each library is identical. The only other data

that Exnihilo cannot modify is the data for the high-energy threshold reactions which

has little to no impact on the eigenvalue results.

A comparison of the resulting number densities for case 4.2 is presented in

Table C.1 in Appendix C.1. In comparing Tables 8.21 and C.1, minimal differences

are observed when a TRITON-generated ORIGEN library, which was generated for an

identical model, is used as the initial ORIGEN library for the Exnihilo calculation. The

primary differences between the two results are that the discrepancies for 127I, 148Pm,

153Sm, 152Gd, and 234U all drop below 5%. This either signifies that these isotopes
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Table 8.22: Exnihilo transport results for case 4.2 compared against two-dimensional
and three-dimensional multigroup TRITON calculations as well as a three-dimensional
continuous-energy TRITON calculation.

Multigroup (2D)

Burnup (GWd/MTIHM)
Exnihilo TRITON

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0 1.2544 - 1.2584 24 392
4.76 1.1409 - 1.1431 28 223

Multigroup (3D)

Burnup (GWd/MTIHM)
Exnihilo TRITON

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0 1.2521 15 1.2581 24 627
4.76 1.1394 16 1.1431 28 377

Continuous-Energy

Burnup (GWd/MTIHM)
Exnihilo TRITON

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0 1.2579 17 1.2581 24 50
4.76 1.1437 20 1.1431 28 54

have significant cross sections that exist in the JEFF library and not in the ENDF

library, or that this improvement is simply a function of the statistical fluctuation of

the Monte Carlo result. The 7 pcm improvement in the eigenvalue is thus likely due

to the improved estimation of 234U.

Note that the discrepancies in the light elements, 115In and 243Cm are similar to

those presented in Table 8.21, so this eliminates the initial ORIGEN library data loaded

at the start of the calculation as the source of these observed discrepancies. This also

eliminates the lack of an ability to update cross sections that are only available in

the JEFF libraries. Given the difference in methodologies and difference in data

availability between TRITON and Exnihilo, further analysis is required to determine

whether or not the relative differences in the 1–5% range are acceptable. For a case
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as simple as Case 4-1, the results are anticipated to be in much better agreement

once the JEFF data becomes accessible as the differences in the transport-depletion

coupling should have a negligible effect for this problem.

8.6 Additional Analyses

8.6.1 Number of Energy Groups

The method of binning the flux in ultra-fine groups represents a distinct difference

between the way Exnihilo and TRITON perform coupled transport-depletion calcula-

tions. Thus a study of the effects the number of energy groups has on the calculation

as a whole was performed. Impacts on the computational time, memory usage, and

accuracy of the calculation are all expected to be significant as the number of energy

groups varies. The transport calculation is affected by having to look up the energy

bin a particular tally contribution needs to be stored in, so more energy groups leads

to a longer lookup time for each tally score. The depletion calculation uses this tally

group structure to generate the one-group cross section set used to collapsed the

transition cross sections down to one group. Performing this analysis involves testing

various attributes of the calculation as the number of energy groups is increased up

to 100 000 groups. Recall that the groups are logarithmically spaced and thus no

spectral effects are considered when created each group structure. Thus the primary

objective of this analysis is to identify at which point the lack of resonance processing

becomes insignificant.

First the computational memory as a function of the number of energy groups is

analyzed as this analysis can be performed without running any calculations. The

estimation of the required memory considers storing the ultrafine-group cell tally as

well as the microscopic cross section responses used by the depletion calculation,

as these two operations are expected to take up the majoirty of the memory when

depletion is added to a Shift transport calculation. As an example, consider a 17×17

165



assembly which contains a total of 1156 regions, which would result in a total of

1.96 GB in tally and depletion data. Add in 100 axial regions and we reach a total

of 115 600 regions and require approximately 160 GB to store the tally data alone.

Extend this one step further to a core containing 241 assemblies and the number of

regions approaches 28 million which requires approximately 38 000 GB for tally data

storage. Thus when running large models such as a full-core depletion calculation,

memory management will be a major factor in deciding the size of the physical

domains. The Cray XK7 (Titan) machine at the National Center for Computational

Sciences [5] for example has 18 688 compute nodes and a total of 598 TB of memory,

however if all processors are being used this equates to 2 GB of memory available

to each processor. A plot of the memory requirements of the cell tallies used for

depletion for a pin cell, two-dimensional assembly, three-dimensional assembly, and

full-core case is provided in Figure 8.8.

Figure 8.9 plots the flux and associated uncertainty for several simulations which

all used a different number of energy groups for the depletion cell tally. The results

show fairly similar flux profiles for the different cases. The primary difference in the

flux spectra is that the resonance regions become more defined as the number of

energy groups increases which decreases the energy group spacing enough to capture

certain cross section resonances. The uncertainties in Figure 8.9b show a general

increase in the relative error as the number of energy groups increases. Note that the

majority of the relative errors for the 100 000-group case are above 20% while the

relative errors for the 1000-group case are mostly below 7%. This means that if more

energy groups are used then more particles must be simulated in order to ensure the

flux tally estimates are accurate. To take a closer look at the difference in the flux

spectrum, the fluxes are collapsed down to a 238-group structure. Then the collapsed

flux spectra are compared against the case which used 100 000 energy groups, and

the absolute differences are plotted in Figure 8.10. The results of the group collapse

clearly illustrate the issue with using only a few thousand energy groups. Some of the

flux groups, especially in the mid- to high-energy range, show significant differences
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Figure 8.8: Memory required to store data required by the depletion calculation for
four different geometry sizes.

(a) flux (b) relative error

Figure 8.9: Flux spectrum and associated relative error in the pin cell fuel region
for cases which used a different number of tally energy groups..

167



(a) (b)

Figure 8.10: Flux spectrum collapsed down to a 238-group structure.

when compared against the 100 000 group case. Figure 8.10b illustrates that, for the

case, at least 10 000 energy groups should be used and anything over 60 000 energy

groups does not provide much additional benefit∗.

The last and most important parameter to analyze with respect to the number

of energy groups used by the depletion calculation is keff . Deciphering how the

number of energy groups affects the overall accuracy of the calculation is the most

difficult item to assess. Knowing that the cross sections are not being processed

as multigroup cross sections generally are for resonance and self-shielding effects, it

can be concluded that too few energy groups will lead to inaccurate cross section

representation. The question remains however: how many groups are “too few?”

In an attempt to identify a lower bound for the number of energy groups required

to mitigate the lack of resonance processing, a plot of the difference in keff when

compared against the reference solutions generated by two- and three-dimensional

TRITON calculations is presented in Figure 8.11. The results of the keff comparison

∗Note that this is nearly the same number of energy groups that the one-dimensional transport
code CENTRM uses to calculate the problem-specific fluxes which are used to generate self-shielded
multigroup cross sections for all of the multigroup control sequences in SCALE (CENTRM is the
default option in most control sequences) [106].
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Figure 8.11: Absolute difference in keff for varying numbers of energy groups
compared against several different TRITON calculations.

for all three cases show that the lower bound is somewhere between 20 000 and

40 000 energy groups are required to mitigate the errors associate with using the

ultrafine-group flux binning method. Note that the statistical uncertainties in the

keff estimates for all calculations used to generate Figure 8.11 are below 30 pcm.

In analyzing the computational time for these cases, all simulation times were

within the range of 43–44 hours, and no discernible trend was observed with respect

to the number of energy groups being used. Thus this 3-region model is too simple to

perform an analysis on the effect the number of energy groups has on the calculation

time. Therefore the pin cell block model discussed in Section 8.1 will be used to make

a model with 700 depletable regions (5× 5× 28). This model was run with a varying

number of energy groups until the uncertainty in keff reached approximately 40 pcm.
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(a) transport (b) depletion (c) total

Figure 8.12: Timing results for the Monte Carlo transport and depletion
calculations.

The relative increase in computational time∗ for both the Monte Carlo transport and

depletion calculations is provided in Figure 8.12. Although the depletion calculation

shows a increase in computational time by a factor of nine using 100 000 energy

groups, the relative increase in the Monte Carlo transport calculation is only 12%,

which leads to an increase in the total calculation time of approximately 11%. From

this analysis it can be concluded that the increase in calculational time is likely not

going to be a major factor in deciding the number of energy groups to use for the

ultrafine-group flux tally.

Figure 8.13 provides a second comparison of the absolute difference in keff versus

the number of energy groups, however this case is only compared against a single

TRITON calculation. The accuracy of the keff calculation appears to improve up

until 40 000 energy groups is reached. However unlike the pin cell results illustrated

in Figure 8.11, the accuracy begins to decrease when more energy groups are added

beyond 40 000. Considering that this problem has 1400 total tally regions and

consider the case where 100 000 energy groups are used as an example. This particular

problem will have a total of 140 million tally bins in which enough scores must be

registered to provide a reasonable estimation of the flux in each group/region. The

∗relative to the case that used 1000 energy groups
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Figure 8.13: Absolute difference in keff versus a TRITON calculation.

pin cell case only has a total of 300 000 tally bins, which is more than two orders of

magnitude smaller.

From this analysis it can be concluded that too many energy groups can also lead

to erroneous results. If certain flux groups are not estimated with enough accuracy,

and cross sections exist within these groups that are relatively high in comparison to

other groups, the one-group collapsed cross section will be incorrect. This could lead

to significant differences in the estimated nuclide concentrations for the parent and

daughter nuclides for this reaction. Furthermore, the error could propagate further

as any nuclides that are relevant to the transmutation-decay chain surrounding this

cross section can be affected as well. As a result of this analysis, a statistical check

was placed in the depletion package to check that the uncertainties within the 0.005

eV–5 MeV range are below 10%. This energy range was determined using the analysis

presented in Section 8.5.1.
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Figure 8.14: Percentage of the default nuclide set (94 total nuclides) typically
added to a depletable material that have at least given number of energy points in
the continuous-energy library for a temperature of 293 K [107].

The final aspect that is relevant to the choice of the number of energy groups is the

number of energy points available in the continuous-energy library. If there are more

energy groups than there are cross section data points in the library, multiple groups

will end up collapsing the same cross section data. Furthermore, by combining these

energy groups one could obtain better statistical estimated for the flux cell tally used

to collapse the cross sections down to one group. Figure 8.14 displays what percentage

of the 94 nuclides typically tracked in a coupled transport-depletion calculation have

at least a given number of energy points. Figure 8.14 illustrates that using 41 000

energy groups results in the flux tally having more energy groups than there are cross

section data for 80% of the nuclides in this data set. Using 52 000 groups results in the

tally having more groups than 90% of the nuclides. Thus using a number of energy
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groups within this range provides an ideal efficiency for the flux binning method.

Nuclides with fewer cross section groups than the flux tally could theoretically not

suffer from the lack of resonance processing if the energy group spacing with similar

to the cross section energy points for those nuclides. In this case, the collapsed cross

sections would be identical to the cross sections obtained if the individual reaction

rates were tallied instead of an ultrafine-group flux. However, every nuclide has a

completely independent set of energy points, so providing energy groups that are

spaced similarly to all 94 nuclides is not possible.

From the analyses presented in this section, a default value of 43 000 energy groups

will be used for the ultrafine-group flux tally within Exnihilo. It is at 43 000 where it

begins to take adding an additional 1000 groups just to have as many energy points

as one more nuclide. The nuclides within the analyzed set of 94 nuclides that have

more than 43 000 energy groups are provided in Table 8.23 along with the required

memory to load the nuclide and the number of energy points available for that nuclide

within the continuous-energy library. A complete table for all 94 nuclides is presented

in Table D.3 in Appendix D.

8.6.2 Parallel Depletion

As mentioned in Section 7.4.2, a parallel algorithm was developed to distribute

materials across multiple processors. This enables the depletion package to only

deplete each material once instead of each processor depleting every material it

has knowledge of regardless of whether or not the materials are replicated across

multiple processors. Neglecting the communication costs, this algorithm is expected

to scale linearly assuming that the number of materials can be divided evenly among

all processors. To examine the scalability of this algorithm, a generic array of

PWR pin cells was modeled such that is contained 17 500 depletable materials, and

this calculation was performed in standalone mode in order to bypass the memory

requirements when coupling to a transport calculation. A plot of the speedup for
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Table 8.23: Nuclides with more than 43 000 cross section energy points.

Nuclide Required Memory Number of Energy Points

238U 281.48 273,303
235U 117.48 118,487

239Pu 127.32 115,278
99Tc 175.42 89,195

113Cd 73.25 89,094
240Pu 54.68 80,353

127I 68.46 65,910
109Ag 96.16 64,124
237Np 61.68 58,680
103Rh 148.34 51,695
115In 30.82 48,798

147Sm 111.18 46,961
154Gd 101.20 46,745
145Nd 92.19 44,913
133Cs 59.52 44,718
141Pr 53.03 44,185

this problem using up to 256 cores is presented in Figure 8.15a. The “expected”

profile in Figure 8.15a accounts for the fact that 17 500 materials cannot be divided

evenly between all processors, however note that the deviation from the linear profile

is small. Figure 8.15a illustrates that the scaling is linear up to 64 cores and then

begins to drop off considerably. This is the typical behavior when observing parallel

scaling as the amount of work per slave processor begins to become small enough that

the communication costs become significant.

The second scaling study involves utilizing the 5 × 5 array model described in

Section 8.1 while running coupled to a continuous-energy Shift calculation. Because

this calculation is coupled to transport, the global reduction of nuclide number

densities now becomes a factor (in the previous case illustrated in Figure 8.15a,

this global reduction was not performed), however scaling was only possible up to

174



(a) 17 500 material model (b) 5× 5 array model

Figure 8.15: Comparisons of the observed speedup obtained by distributing the
materials among processors within the same geometric.

56 cores due to the memory requirements to load the continuous-energy data and the

computational resources available. Figure 8.15 illustrates the observed speedup and

compares it to the speedup observed without the global reduction of nuclide number

densities. Thus is can be concluded that a significant speedup can be achieved using

this parallel algorithm, however additional scaling studies using more cores, with more

available memory, and with more depletable regions needs to be performed in order

to properly identify the limitations of this algorithm.

8.7 Pin Cell Demonstrations

To demonstrate the capabilities of coupled transport-depletion calculations using

Exnihilo a pin cell model was produced using Problem 1c from the Virtual Environ-

ment for Reaction Applications (VERA) benchmark progression models [108]. The

differences between the benchmark specification given in Reference [108] for problem

1c and the problem run in this demonstration is that a total of 99 nuclides were

tracked in the fuel and the amount of boron in the moderator was decreased from
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1300ppm to 600ppm. The burnup cycle data utilized in this demonstration involves

five 2.86-day burnup steps at an average specific power of 35 MW/MTIHM with no

subsequent decay calculations. A comparison of the eigenvalue results for this problem

is presented in Table 8.24, a comparison of the power and flux in the fuel is provided

in Table 8.25, and a comparison of the isotopics as a function of burnup for select

nuclides which have number densities above 1×10−7 is presented in Figure 8.16. The

calculation used as the basis for comparison in the plot presented in Figure 8.16 was a

two-dimensional TRITON calculation which used the discrete ordinated code NEWT

for the transport solution. The relevant parameters for this TRITON calculation

include SN = 16, a 16× 16 mesh, and convergence criteria of 1× 10−5 for all iterative

phases of the solution process.

The isotopic results presented in Figure 8.16 show percent differences less than

10% for the majority of the nuclides, but the differences are much higher for 131Xe,

133Cs, 239Pu, and 240Pu. Due to the fact that multiple inconsistencies between the

two calculations exist which invalidate the comparison, the most important of which

is that a comparison between multigroup and continuous-energy calculations is being

performed, a comparison versus experimental data would serve as a much better

validation the developed depletion implementation. This comparison is provided in

Appendix C.3.

8.8 Assembly Demonstration

To demonstrate the capabilities of coupled transport-depletion calculations on a larger

geometry, a quarter-assembly model was produced using Problem 2a from the VERA

benchmark specifications [108]. A graphical representation of the benchmark model

is provided in Figure 8.17. This model represents a single Westinghouse 17 × 17

fuel assembly at Beginning-of-Life (BOL). The primary difference between the model

used and the benchmark model in Reference [108] is that a total of 94 nuclides are

added to the fuel materials to be tracked during depletion, the amount of boron in the
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Table 8.24: Exnihilo transport results for the VERA 1c pin cell model compared
against various TRITON calculations.

Multigroup (2D)

Burnup (GWd/MTIHM)
TRITON Exnihilo

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0.00 1.23683 - 1.23890 9 207
0.05 1.19924 - 1.20057 9 134
0.20 1.19303 - 1.19491 9 188
0.45 1.18653 - 1.89070 8 254
0.80 1.18283 - 1.18395 9 113
1.25 1.17853 - 1.17917 9 64

Multigroup (3D)

Burnup (GWd/MTIHM)
TRITON Exnihilo

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0.00 1.23726 5 1.23890 9 164
0.05 1.19957 6 1.20057 9 100
0.20 1.19328 5 1.19491 9 163
0.45 1.18691 6 1.19070 8 216
0.80 1.18313 5 1.18395 9 83
1.25 1.17885 5 1.17917 9 33

Continuous-Energy

Burnup (GWd/MTIHM)
TRITON Exnihilo

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0.00 1.23885 23 1.23890 9 5
0.05 1.20101 27 1.20057 9 44
0.20 1.19438 23 1.19491 9 51
0.45 1.18765 20 1.89070 8 142
0.80 1.18419 23 1.18395 9 24
1.25 1.17953 21 1.17917 9 36

moderator was decreased from 1300ppm to 600ppm, and the 0.04-cm spacer around

the lower and right edges of the assembly was not modeled. Within the Exnihilo

model, each pin was modeled independently to demonstrate Exnihilo’s capability to

handle multiple depletion materials. A graphical representation of this is provided
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Table 8.25: Comparison of the power and flux in the fuel versus a two-dimensional
multigroup TRITON calculation for VERA problem 1c.

FUEL

Burnup (GWd/MTIHM) Power (% Diff.) Flux (% Diff.)

0.05 0.0061 1.3404
0.20 0.0060 1.0943
0.45 0.0071 1.0570
0.80 0.0082 0.7040
1.25 0.0099 0.7691

CLADDING

Burnup (GWd/MTIHM) Power (% Diff.) Flux (% Diff.)

0.05 1.1260 1.4023
0.20 0.9200 1.1532
0.45 1.0301 1.1154
0.80 1.2666 1.2457
1.25 1.5023 1.3326

MODERATOR

Burnup (GWd/MTIHM) Power (% Diff.) Flux (% Diff.)

0.05 0.4756 0.8338
0.20 0.4825 0.5852
0.45 1.9984 0.5496
0.80 1.6490 0.6772
1.25 2.3051 0.7616

in Figure 8.18a. Unfortunately this was not a feasible option for the multigroup

TRITON calculation since independent materials requires independent cross section

sets for each material which leads to an overflow in memory. Therefore TRITON

utilized symmetry to replicated the materials as displayed in Figure 8.18b. The

relevant parameters for this TRITON calculation include SN = 8, a 4×4 mesh is used
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Table 8.26: Exnihilo transport results for the VERA 2a quarter-assembly model
compared against a two-dimensional TRITON calculation.

Burnup (GWd/MTIHM)
TRITON Exnihilo

Abs. Diff. (pcm)
keff σ (pcm) keff σ (pcm)

0.00 1.26664 - 1.27009 10 10 345
4.76 1.16868 - 1.17401 11 11 533

on each pin cell∗, convergence criteria of 1× 10−4 was applied to the inner and outer

iterations of the transport solution, and a convergence criteria of 1 × 10−5 was used

for the eigenvalue. This burnup parameters includes a single burnup cycle of 306 days

with a 71 day down time and a average specific power of 32.12 MW/MTIHM.

Table 8.26 displays the comparison of the transport keff results from Exnihilo and

TRITON.

Figure 8.19 displays the pin power peaking factors calculated by Exnihilo at 4.76

GWd/MTIHM. Note that no symmetry was used to reduce the number of regions

in the quarter-assembly model in order to demonstrate the robustness of the Exnihilo

transport-depletion calculation. However, since the TRITON calculation did utilize

symmetry, Finally to generate a comparison versus TRITON, the powers are averaged

using 1/8th-assembly symmetry and compared in Figure 8.20.

Because direct comparisons between Exnihilo and TRITON could not be made for

this problem (since TRITON is also in the development phase for its continuous-energy

depletion capability), additional burnup cycles were not run for this assembly model.

8.9 Core Demonstration

Unfortunately the current development status of Exnihilo does not enable a full-core

depletion models to be constructed. Significant reduction of the SCEMPP memory

∗For half-sized pin cells a 2 × 2, 2 × 4, or 4 × 2 mesh was used depending on the size of the
truncated pin cell.
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footprint is required to enable continuous-energy transport-depletion calculations for

HPC applications using Exnihilo. Table D.3 in Appendix D shows the memory

required to store the cross section data for nuclides that are typically tracked in

depletable materials. The total amount of memory each processor must reserve

to load these nuclides is approximately 2.2 GB [107]. Noting that the amount of

memory available per processor core for most shared memory computational clusters

is approximately 2 GB, and considering that additional memory must also be available

to store geometry, tally, and material data, the memory footprint of a continuous-

energy transport-depletion calculation it too large to take full advantage of HPC

architectures. It should be noted however that reduction of the SCEMPP memory

footprint is currently underway at ORNL and a full-core calculation will likely be

possible by 2014.
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Figure 8.16: Isotopic analysis for VERA case 1c.

181



Figure 8.17: Horizontal cross section of the quarter-assembly benchmark model
[108].
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(a) Exnihilo

(b) TRITON

Figure 8.18: Exnihilo and TRITON models for VERA problem 2a.
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Figure 8.19: Pin power peaking factors calculated by Exnihilo for the VERA 2a
quarter assembly model at 4.76 GWd/MTIHM.
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(a) Exnihilo

(b) TRITON

(c) abs(C
E )− 1

Figure 8.20: Comparison of the power distribution at 4.76 GWd/MTIHM versus
TRITON for the VERA 2a quarter assembly model.
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Chapter 9

Conclusions

9.1 Summary of Conclusions

The primary goal of this research and development presented in this dissertation is

to enable Monte Carlo depletion capabilities for HPC architectures. Accomplishing

this goal involved first conducting research and analysis on current tally systems and

statistical algorithms in modern Monte Carlo codes. Analysis of general Monte Carlo

practice and the issues which lead to underprediction in the uncertainty of localized

tallies in Monte Carlo eigenvalue calculations was performed to aid in developing the

statistical algorithms for Shift’s Monte Carlo transport module. Underprediction of

Monte Carlo tally uncertainties was found to have at least three components: one from

accumulating tallies using an ill-converged fission source, one from undersampling

the fissionable regions, and one from cycle-to-cycle correlations. An emphasis on

differentiating between these components was presented along with their relative

effects and behavior with respect to the amount of underprediction that may exist in

uncertainty estimates.

The knowledge gained from this analysis was applied to the development of

Shift’s Monte Carlo statistical algorithms. Algorithms were developed to calculate
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the Shannon entropy of the fission source distribution in domain-replicated, domain-

decomposed, and multi-set overlapping domain decomposed environments, as the

importance of monitoring the entropy of the fission source distribution in addition

to keff as a function of cycle was made clear by the analyses of the Organization for

Economic Cooperation and Development (OECD) benchmark models. Regarding the

algorithms for estimating tally statistics, analyses have shown that assuming histories

do not reenter domains they have previously left provides reasonably estimated

variances in domain-decomposed problems without adding additional synchronization

points, communication between processors, or memory allocation. The bias associated

with the assumption that particles do not reenter their source domain has been

evaluated for the C5G7 reactor benchmark case. Results illustrated that the bias can

be mitigated by ensuring the size of the overlapped region is greater than the average

mean free path of a neutron, the probability of a neutron making additional tally

contributions to cells on a domain it had previously left can be significantly reduced.

This methodology is anticipated to produce favorable results for domain-decomposed

full-core simulations because it eliminates the need for additional computational time

and resources.

Following the integration of these statistical algorithms with the development on

Shift’s tally system performed by the Exnihilo team at ORNL, integration of ORIGEN

depletion capabilities into the Exnihilo framework was performed. This involved

first supplementing the revised version-controlled ORIGEN code which had been

recently developed at ORNL with some additional capabilities and infrastructure.

Development of a modular interface to ARP was performed to provide clients using

the modular ORIGEN code with the ability to interpolate between different ORIGEN

libraries. This implementation provides Exnihilo and other codes with the ability

to replicate the standalone depletion capabilities available within SCALE. Using

these two modular interfaces, a standalone depletion capability was developed within

Exnihilo which is capable of producing results that are within the limits of the

numerical precision quoted by ORIGEN, which is 5 × 10−5. A Python front-end
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interface was then developed to make this standalone depletion capability available to

the user, and results for several benchmark cases ensured that the estimated nuclide

concentrations were indeed within the numerical precision of results output from a

standalone ORIGEN calculation.

Loading of the ORIGEN library data from disk was parallelized to enable ORIGEN

depletion for HPC architectures. The individual data libraries which make up the

ORIGEN binary library were linked with the necessary infrastructure which allows

the data to be packed up and sent as a serialized stream to other processors using

the Message Passing Interface (MPI). ORIGEN was then modified to utilize this new

capability alongside the capabilities provided by the modular API, therefore allowing

clients to load their own ORIGEN binary library and use it to populate the data

structures within ORIGEN.

Following the development efforts within SCALE, a depletion package was

developed within the Exnihilo code suite. This package enables coupled transport-

depletion calculations to be performed using any of the transport modules available

within Exnihilo or other code suites. The depletion package is capable of handling

the various parallel decompositions within the Exnihilo framework including domain

replication and domain decomposition. Additional parallel mechanics were developed

within the depletion package itself to increase the efficiency of the depletion package

in the presence of a domain replicated geometry.

An ultrafine-group flux binning method has been implemented in the depletion

package that utilizes a logarithmic group structure. Studies were performed to show

the effects of the number of energy groups on the computational time, memory, and

accuracy of the calculation. These results were analyzed and a 43 000-group structure

was determined to be the ideal number of groups for the ultrafine-group flux tally.

This methodology provides the depletion package with the capability of running using

multigroup cross sections provided from an AMPX working library or continuous-

energy cross sections obtained from the SCEMPP physics package.
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A Python front-end was subsequently developed which coupled the depletion

package to the Shift Monte Carlo framework to provide a user interface for coupled

transport-depletion calculations. Coupled Shift-depletion calculations were performed

using a variety of benchmark models to validate the power calculation, one-group cross

section generation, and coupling to the transport and depletion processes. Results

were presented comparing keff , power distributions, and the isotopic concentrations

for select nuclides, and these results proved to be in reasonable agreement with

multigroup and continuous-energy TRITON calculations.

9.2 Suggestions for Future Work

Although the research and development efforts performed and documented within this

dissertation were extensive, there remains a significant amount of additional research

and analyses that can be performed to enhance and improve upon the developed tally

statistical algorithms and depletion capabilities. Select research activities include:

1. Utilize Denovo to calculate the dominance ratio in order to identify problems

which may suffer from the negative effects of cycle-to-cycle correlations.

2. The ability to modify ORIGEN library cross sections and data directly needs

to be developed. In particular, development of capabilities to modify the

fission yields and the cross sections that are only available in the JEFF data

libraries need to be integrated into Exnihilo to increase the fidelity of the

calculation. Because of this, a starting library must be loaded initially in

order to populate the data that Exnihilo cannot calculate. Development of these

capabilities will be required in order to improve the accuracy and fidelity of

coupled transport-depletion calculations in Exnihilo. Although these capabilities

do no greatly affect reactor neutronics calculations, their effect may still be

significant. These capabilities however will be required in order to use Exnihilo
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for isotopic production analyses or in calculations where the production of

secondary particles is of interest.

3. The capabilities made available by the ArpInterface package for retrieving

burnup positions and interpolating between the distributed libraries should

ideally be integrated directly into the ORIGEN package. By doing this, ORIGEN

will have greater control over data storage and can minimize data duplication.

Furthermore, the need to allocate and deallocate multiple objects and traverse

multiple binding layers can be circumvented via direct integration with ORIGEN.

4. Note that as the Insilico framework is currently in the development stages, it

does not contain some of the necessary infrastructure to benchmark depletion

calculations against experimental data. The primary feature that needs to

be developed within the Insilico package is the ability to modify material and

geometric properties at specific time steps. Adding this feature will enable

branch calculations as well as the ability to specify time-dependent material

property changes such as changes in temperature and boron feed rates in the

moderator. These features are required in order to test depletion within Exnihilo

against experimental data.

5. Although the use of a predictor-corrector approach increases the fidelity of the

depletion calculation, this approach uses the assumption that the absorption

rate is constant over the time step. Due to the huge absorption cross sections

of isotopes such as 155Gd and 157Gd, the absorption rates vary strongly as the

material is depleted, and the classical predictor-corrector does not accurately

capture this phenomena [102]. The solution may require a variation of the

predictor-corrector algorithm in order to more accurately predict the isotopic

concentrations of these isotopes.

6. Sensitivity and uncertainty analyses can be performed on estimated isotopic

concentrations to help improve the fidelity of the results. The uncertainties
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would be calculated in relation to the ultrafine-group flux-binning methodology

employed to perform the depletion calculation. The question remains, however,

of whether or not it would be worth the extra computational time and resources

to provide this metric for all isotopes, or whether providing this metric for

actinides, key absorbers, and select isotopes of interest would be acceptable.

Currently however, the ultrafine-group flux tally uncertainties are not used in

any subsequent calculation nor are they made available to the user.

7. More in-depth analysis of the number of energy groups to use for the ultrafine-

group flux tally. One could examine, for example, the number of resonances

captured by different group structures for important cross sections such as the

235U fission cross section, 238U capture cross section, and other cross sections

which result in important transitions from one isotope to another. An analysis

similar to the one presented in Section 8.6.1 could be carried out for multiple

different reactor types to identify if a set of guidelines can be developed for any

model or if different reactor types require more energy groups than others.

8. Variance reduction techniques may need to be applied to increase the sample

size of neutrons in the low-flux (¡ 0.005 eV) and high-flux (¿ 5 MeV) energy

groups. This is especially important since fission cross sections tend to be high

at low energies while threshold reactions tend to be high in the a high energies.

9. Improved scaling studies once memory footprint is reduced. Currently the 5×5

array model that contains 700 regions would require approximately 5 GB per

core to run, and thus scaling studies are not possible on the distributed memory

systems available.

10. Additional development of the coupling between Exnihilo and the cross section

processing modules within SCALE is required to enable coupled multistep,

multigroup depletion calculations.
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11. Additional testing and validation of the different options available within the

depletion package is required. These options include, but are not limited to,

depletion by constant flux, adding different sets of nuclides to each depletable

material, and performing the power calculation without considering the power

generated from capture reaction.

12. A significant reduction in the memory footprint of the continuous-energy data is

required to ensure the memory on each node will be below 2 GB. This conforms

with the amount of memory available per processor on most HPC architectures.
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A Benchmark Models

This appendix described the four benchmark models used to perform the research

and analyses presented in the following chapters. The benchmark models include a

set of pin cell models with axial burnup distributions, a cask assembly model with

an axial burnup distribution, a sixteen-assembly C5 MOX fuel assembly model with

exterior water reflectors, and the Hoogenboom-Martin full-core benchmark model.

A.1 OECD/NEA Pin Cell Models

The first set of benchmark models, which correspond to cases 2.1–2.3 from Chapter

3 of Reference [92], are test problems devised by the OECD/Nuclear Energy Agency

(NEA) Expert Group on Source Convergence in Criticality-Safety Analysis. This

particular set of cases represent pin cell arrays with irradiated LWR fuel. A layout

of the geometry for the pin cell configuration is given in Figure A.1.

The composition of the LWR spent fuel consists of more reactive, low burnup end

regions separated by a long, less reactive, high burnup region. The fuel composition

differs among the axial regions for each of the three cases: case 2.1 has a symmetric

burnup profile, while cases 2.2 and 2.3 have higher burnups in one or more of the

regions at the bottom of the pin cell (regions 6-9). All three benchmark cases used

reflected boundary conditions in the horizontal dimensions and vacuum boundary

conditions at the top and bottom. The compositions of the different fuel regions as

well as their configuration within each pin cell are provided in Reference [92]. For

tallying purposes, the model regions were divided into 5-cm axial regions and the

fluxes were tallied using the 8-group structure provided in Table A.1.

A.2 GBC-32 Cask Assembly Model

The GBC-32 assembly model is a three-dimensional model of a generic PWR cask

assembly (GBC-32) [109]. Similar to the OECD pin cell cases, this test problem is
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(a) horizontal (b) vertical

Figure A.1: Vertical and horizontal cross-sections for the OECD benchmark model.

composed of pins containing burned fuel and thus has an axial burnup distribution

which is uniform over all of the fuel pins. The specific model used in these analyses

represents an infinite array of 17×17 PWR assemblies with boral panels between each

assembly. This was accomplished by placing reflected boundary conditions through

the center of each boral panel on all horizontal sides. An illustration of a quarter-cask

model is provided in Figure A.2 and a cross-sectional representation of a single cask

assembly is provided in Figure A.3.
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Table A.1: Energy group boundaries for the 8-group structure.

Group Lower Bound (eV) Upper Bound (eV)

1 1.0× 10−5 5.0× 10−2

2 5.0× 10−2 1.5× 10−1

3 1.5× 10−1 2.75× 10−1

4 2.75× 10−1 6.25× 10−1

5 6.25× 10−1 3.0× 100

6 3.0× 100 1.7× 104

7 1.7× 104 8.2× 105

8 8.2× 105 2.0× 107

For tallying purposes, each pin cell and axial burnup region was modeled

individually for a total of over 5000 tally cells. The same group structure used in the

OECD benchmark cases was also used for this case. The compositions of the burned

fuel and its configuration within the assembly can be found in Reference [109].

A.3 C5G7 Core Model

The third benchmark model is the OECD/NEA C5G7 benchmark problem [110].

The primary purpose of this benchmark was to test various methods for calculating

the sample variance for mesh tallies within Shift. This benchmark case represents

a sixteen-assembly C5 MOX fuel assembly model, which utilizes a seven-group set

of cross sections. The assemblies themselves represent a 17 × 17 lattice of square

pin cells. Cross-sectional diagrams of the model are shown in Figure A.4 and the

configuration of each pin cell for all four assemblies is shown in Figure A.5. Models for

a two-dimensional and a three-dimensional version of this benchmark were developed

and used in these analyses. The two-dimensional model was obtained by taking a

1-cm horizontal slice of the model’s axial mid-plane and placing reflected boundary

conditions above and below. The three-dimensional model accurately represents the

benchmark specification given in Reference [110].
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Figure A.2: Radial cross section for one quarter of the GBC-32 cask model.
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Figure A.3: Cross-sectional view of an assembly storage cell in the GBC-32 cask
model.
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(a) horizontal (b) vertical

Figure A.4: Vertical and horizontal cross-sections for the C5G7 benchmark model.

214



Figure A.5: Pin cell configuration for the C5G7 model.
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B Verification Models

B.1 Pin Cell Model

Table B.1: Material specification for the pin cell model.

Region ZAID Concentration (atom/b-cm)

Fuel

16O 4.55653× 10−2

234U 7.17988× 10−6

235U 4.27556× 10−4

236U 5.28177× 10−6

238U 2.23426× 10−2

242mAm 1.00000× 10−9

Clad

50Cr 3.29746× 10−6

52Cr 6.35883× 10−5

53Cr 7.21041× 10−6

54Cr 1.79482× 10−6

54Fe 8.67281× 10−6

56Fe 1.36145× 10−4

57Fe 3.14417× 10−6

58Fe 4.18432× 10−7

90Zr 2.21142× 10−2

91Zr 4.82258× 10−3

92Zr 7.37141× 10−3

94Zr 7.47027× 10−3

96Zr 1.20350× 10−3

Moderator

1H 6.66580× 10−2

16O 3.33290× 10−2

166mHo 1.00000× 10−9
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Table B.2: Collapsed 7-group structure used to test the cross section collapse and
populations of the ORIGEN library.

Group Upper Bound (eV) Lower Bound (eV)

1 2.0× 107 1.01× 106

2 1.01× 106 4.9952× 105

3 4.9952× 105 3.0× 100

4 3.0× 100 6.25× 10−1

5 6.25× 10−1 1.0× 10−1

6 1.0× 10−1 .53× 10−2

7 2.53× 10−2 1.0× 10−5

Table B.3: Material specification the pin cell benchmark case with simplified
isotopics.

Region ZAID Concentration (atom/b-cm)

Fuel
235U 4.27556× 10−4

238U 2.23426× 10−2

Clad 90Zr 2.21142× 10−2

Moderator 16O 3.33290× 10−2
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B.2 2× 2 Array Model

Table B.4: Fuel material specification for the 2× 2 array model.

Material ZAID Concentration (atom/b-cm)

fuel23

16O 4.5491× 10−2

234U 4.7008× 10−6

235U 5.2968× 10−4

236U 3.4083× 10−6

238U 2.2208× 10−2

242mAm 1.0000× 10−3

fuel30

16O 4.5494× 10−2

59Ni 3.0000× 10−7

107Pd 2.0000× 10−7

234U 6.2468× 10−6

235U 6.9087× 10−4

236U 4.3570× 10−6

238U 2.2046× 10−2

fuel36

16O 4.5497× 10−2

234U 7.5720× 10−6

235U 8.2904× 10−4

236U 5.1701× 10−6

238U 2.1907× 10−2
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Table B.5: Geometric parameters for the four pin cells in the 2× 2 array model.

Material Label Radius (cm) Temperature (K)

Fuel Clad Moderator rfuel rcladouter Tfuel Tclad Tmod

fuel23 clad1 mod1 0.41 0.51 900.0 539.0 549.0
fuel30 clad2 mod2 0.44 0.54 900.0 549.0 549.0
fuel36 clad3 mod3 0.47 0.57 900.0 559.0 549.0
mod5 clad4 mod4 0.50 0.60 449.0 569.0 549.0

Table B.6: Moderator material specification for the 2× 2 array model.

Material ZAID Concentration (atom/b-cm)

mod1
1H 2.92237× 10−2

16O 1.46118× 10−2

mod2
1H 2.98924× 10−2

16O 1.49462× 10−2

mod3
1H 3.05612× 10−2

16O 1.52806× 10−2

mod4
1H 3.12299× 10−2

16O 1.56149× 10−2

mod5
1H 3.65798× 10−2

16O 1.82899× 10−2
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Table B.7: Cladding material specification for the 2× 2 array model.

Material ZAID Concentration (atom/b-cm)

all cladding materials

50Cr 3.23579× 10−6

52Cr 6.23990× 10−5

53Cr 7.07555× 10−6

54Cr 1.76125× 10−6

54Fe 8.51099× 10−6

56Fe 1.33604× 10−4

57Fe 3.08551× 10−6

58Fe 4.10625× 10−7

90Zr 2.14528× 10−2

91Zr 4.67834× 10−3

92Zr 7.15093× 10−3

94Zr 7.24684× 10−3

96Zr 1.16750× 10−3

112Sn 4.58790× 10−6

114Sn 3.12166× 10−6

115Sn 1.60813× 10−6

116Sn 6.87712× 10−5

117Sn 3.63248× 10−5

118Sn 1.14556× 10−4

119Sn 4.06289× 10−5

120Sn 1.54097× 10−4

122Sn 2.18989× 10−5

124Sn 2.73855× 10−5

174Hf 3.47120× 10−9

176Hf 1.14116× 10−7

177Hf 4.03528× 10−7

178Hf 5.91840× 10−7

179Hf 2.95486× 10−7

180Hf 7.61062× 10−7

(added to clad4 ) 235U 4.00000× 10−6
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C Additional Depletion Results

C.1 Continuous-Energy Depletion
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Table C.1: Comparison of number densities when using a custom-generated ORIGEN
library.

Nuclide Exnihilo TRITON Rel. Diff. Nuclide Exnihilo TRITON Rel. Diff.

h-1 2.755× 10−11 2.588× 10−09 0.9894 ce-144 6.873× 10−06 6.883× 10−06 0.0014
b-10 3.737× 10−19 2.070× 10−19 0.8052 pr-141 1.250× 10−05 1.253× 10−05 0.0022
b-11 1.047× 10−15 4.660× 10−16 1.2466 pr-143 2.214× 10−08 2.217× 10−08 0.0015
n-14 1.010× 10−15 4.168× 10−16 1.4241 nd-143 1.109× 10−05 1.112× 10−05 0.0028
o-16 4.556× 10−02 4.557× 10−02 0.0001 nd-144 6.505× 10−06 6.507× 10−06 0.0004
kr-83 9.998× 10−07 1.000× 10−06 0.0002 nd-145 8.231× 10−06 8.245× 10−06 0.0017
sr-90 1.106× 10−05 1.106× 10−05 0.0001 nd-146 7.050× 10−06 7.062× 10−06 0.0017
zr-91 1.030× 10−05 1.030× 10−05 0.0002 nd-147 2.838× 10−09 2.843× 10−09 0.0018
zr-93 1.318× 10−05 1.319× 10−05 0.0011 nd-148 3.994× 10−06 4.005× 10−06 0.0028
zr-94 1.363× 10−05 1.365× 10−05 0.0018 pm-147 3.577× 10−06 3.560× 10−06 0.0047
zr-95 1.824× 10−06 1.827× 10−06 0.0016 pm-148 5.327× 10−11 5.544× 10−11 0.0391
zr-96 1.384× 10−05 1.387× 10−05 0.0021 pm-149 7.520× 10−18 7.579× 10−18 0.0078
nb-93 3.428× 10−13 3.462× 10−13 0.0099 sm-147 5.750× 10−07 5.729× 10−07 0.0038
nb-95 1.548× 10−06 1.550× 10−06 0.0015 sm-149 7.986× 10−08 8.086× 10−08 0.0124
mo-95 1.047× 10−05 1.049× 10−05 0.0018 sm-150 2.775× 10−06 2.791× 10−06 0.0056
mo-97 1.344× 10−05 1.347× 10−05 0.0023 sm-151 1.367× 10−07 1.383× 10−07 0.0115
mo-98 1.332× 10−05 1.335× 10−05 0.0024 sm-152 1.494× 10−06 1.503× 10−06 0.0057
mo-99 3.013× 10−15 3.022× 10−15 0.0030 sm-153 1.360× 10−19 1.363× 10−19 0.0021
mo-100 1.469× 10−05 1.473× 10−05 0.0025 eu-151 2.973× 10−10 3.011× 10−10 0.0126
tc-99 1.367× 10−05 1.370× 10−05 0.0021 eu-153 8.208× 10−07 8.146× 10−07 0.0076

ru-101 1.230× 10−05 1.232× 10−05 0.0019 eu-154 9.512× 10−08 9.931× 10−08 0.0422
ru-102 1.111× 10−05 1.116× 10−05 0.0045 eu-155 4.765× 10−08 4.931× 10−08 0.0337
ru-103 5.342× 10−07 5.372× 10−07 0.0055 eu-156 1.224× 10−09 1.256× 10−09 0.0258
ru-104 6.713× 10−06 6.761× 10−06 0.0071 gd-152 1.013× 10−10 1.023× 10−10 0.0095
ru-106 2.151× 10−06 2.176× 10−06 0.0115 gd-154 3.588× 10−09 3.756× 10−09 0.0446
rh-103 7.816× 10−06 7.857× 10−06 0.0053 gd-155 1.514× 10−09 1.568× 10−09 0.0346
rh-105 1.461× 10−22 1.476× 10−22 0.0100 gd-156 2.555× 10−07 2.604× 10−07 0.0189
pd-105 4.284× 10−06 4.321× 10−06 0.0086 gd-157 8.011× 10−10 8.169× 10−10 0.0193
pd-107 2.003× 10−06 2.028× 10−06 0.0122 gd-158 8.712× 10−08 8.821× 10−08 0.0124
pd-108 1.207× 10−06 1.227× 10−06 0.0163 gd-160 5.894× 10−09 5.974× 10−09 0.0134
ag-109 7.434× 10−07 7.548× 10−07 0.0151 u-234 5.997× 10−06 5.993× 10−06 0.0007
cd-113 3.277× 10−09 3.328× 10−09 0.0153 u-235 2.253× 10−04 2.255× 10−04 0.0007
in-115 3.564× 10−08 4.044× 10−08 0.1187 u-236 3.760× 10−05 3.764× 10−05 0.0010
sn-126 2.099× 10−07 2.112× 10−07 0.0060 u-238 2.219× 10−02 2.219× 10−02 0.0001
i-127 4.762× 10−07 4.795× 10−07 0.0069 np-237 1.661× 10−06 1.675× 10−06 0.0081
i-129 1.674× 10−06 1.682× 10−06 0.0050 pu-238 1.754× 10−07 1.791× 10−07 0.0209

xe-131 6.434× 10−06 6.459× 10−06 0.0039 pu-239 7.520× 10−05 7.690× 10−05 0.0221
xe-133 3.797× 10−11 3.808× 10−11 0.0029 pu-240 1.344× 10−05 1.369× 10−05 0.0185
cs-133 1.488× 10−05 1.492× 10−05 0.0024 pu-241 5.416× 10−06 5.507× 10−06 0.0165
cs-134 5.204× 10−07 5.215× 10−07 0.0022 pu-242 6.538× 10−07 6.642× 10−07 0.0156
cs-135 2.671× 10−06 2.690× 10−06 0.0071 am-241 1.057× 10−07 1.076× 10−07 0.0172
cs-137 1.408× 10−05 1.412× 10−05 0.0028 am-242 5.857× 10−15 6.001× 10−15 0.0240
ba-140 1.693× 10−08 1.696× 10−08 0.0020 am-242m 4.539× 10−10 4.651× 10−10 0.0240
la-139 1.421× 10−05 1.424× 10−05 0.0020 am-243 3.313× 10−08 3.372× 10−08 0.0174
ce-141 4.286× 10−07 4.294× 10−07 0.0019 cm-242 7.101× 10−09 7.218× 10−09 0.0163
ce-142 1.291× 10−05 1.294× 10−05 0.0025 cm-243 1.211× 10−10 1.296× 10−10 0.0655
ce-143 2.323× 10−23 2.327× 10−23 0.0018 cm-244 2.263× 10−09 2.344× 10−09 0.0346
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C.2 VERA Problem 2a

Figure C.1: Pin power peaking factors calculated by Exnihilo for the VERA 2a
quarter assembly model at 15.73 GWd/MTIHM.

C.3 OECD/NEA Burnup Credit Calculation

Reference [111] presents a pin cell model which includes experimental (measured) data

for select isotopes at the end of a four-cycle operating history. The parameters for each
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(a) Exnihilo

(b) TRITON

(c) abs(C/E) - 1

Figure C.2: Comparison of the power distribution for the VERA 2a quarter
assembly model at 15.73 GWd/MTIHM.
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Table C.2: Operating history for the benchmark pin cell problem.

Cycle Burntime (days) Downtime (days) Boron Concentration (ppm)

1 306.0 71.0 331.0
2 381.7 83.1 469.7
3 466.0 85.0 504.1
4 461.1 1870.0 492.5

of the four cycles is presented in Table C.2. Because the capability to modify the boron

concentration over time is not available at present within Exnihilo, four individual

calculation were performed where the nuclide number densities were extracted from

the output of the previous calculation and used as the initial concentrations for the

subsequent calculation. Also note that each cycle divided the burntime into three

equal-length subcycles to enhance the fidelity of the calculation. A comparison for

all nuclides in which experimental data is available is presented in Figure C.5.

The results presented in Figure C.5 show an improvement in the 133Cs, 239Pu, and

240Pu estimates∗ versus the comparison for the VERA 1c pin cell model presented in

Section 8.7. This is especially encouraging given that this pin cell benchmark problem

was more complex and burned for a much longer duration than the the VERA 1c pin

cell model. However, the estimates for 149Sm, 238Pu, and 234U are notably high.

Furthermore, the results for the remaining samarium and plutonium isotopes, as well

as for 235U, as also higher than expected.

The poor predictions of several isotopes in this comparison as well as the

comparison presented in Section 8.7 led to additional analysis of the ultrafine group

structure used to perform the flux tally and cross section collapse. Although a

constant-lethargy approach provides the optimal binning methodology given the

physics in a neutron transport environment, it is reasonable to assume that some

regions of the energy spectrum are more important than others. Take the 238U (n, γ)

∗Experimental data was not available for 131Xe.
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Figure C.3: Comparison of Exnihilo versus experimental data.

cross section for example, which is provided in Figure C.4. Using a group structure

of 43 000 equilethargy groups, approximately 1000 energy groups would be used to

represent the energy ranges from 0.5 keV–1.0 keV as well as from 0.5 MeV–1.0MeV.

From Figure C.4, one observes that 1000 energy groups is unnecessary in the

0.5 MeV–1.0MeV energy range (Figure C.4c) while more than 1000 energy groups

would likely increase the accuracy of the flux tally in the 0.5 keV–1.0 keV energy

range (Figure C.4b). Although this same behavior is not guaranteed to be true

for every relevant cross section and every nuclide, it is typical for cross sections to

change much more dramatically over much smaller energy ranges in the resonance

region of the energy spectrum compared to the low and high energy ranges. Using

this analysis an optimized energy group structure was taken from the VESTA Monte

Carlo depletion code [112]. This energy group structure is provided in Figure C.3.
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Table C.3: Ultrafine-group structure utilized by the VESTA Monte Carlo depletion
code.

Upper Energy Bound (eV) # of Equilethargy Groups (× 1000)

10−4 1
10−3 1
10−2 1
10−1 1
100 1
101 4
102 4
103 10
104 10
105 4
106 4
107 1

2 × 107 1

Following the implementation of an alternate group structure in Exnihilo, the

new optimized group structure was used to generated new results for the pin cell

benchmark model from Reference [111]. The results are presented alongside the

results which used a constant lethargy over the entire energy range in Figure C.5.

Significant improvements are observed in the plutonium concentrations with the

exception of 238Pu as well as the 235U concentration. Noting that Reference [111]

also contains results for each nuclide from several different organizations which each

used a different computation code, the differences observed by the other codes is

observed alongside the differences observed by Exnihilo to determine whether or not

Exnihilo is producing reasonable estimates. Figure C.6 presents the results from the

different organizations for 149Sm, 234U, 235U, 238Pu, and 239Pu plotted against. The

comparison of results from different codes provides some additional explanation for

some of the more poorly estimated nuclides as well as some additional validation

for the accuracy of the estimation in general. In the case of 149Sm and 238Pu, the

227



relative∗ standard deviation of the results from the different codes is approximately

15%. Furthermore, in the case of 149Sm, the number density for 149Sm is on the order

of 7 × 10−8, which means that ORIGEN will not be able to predict its concentration

as well as it does for nuclides with number densities above 10−5. In the case of 238Pu,

it is important to remember that a multitude of transition to and from 238Pu exists

in the transition matrix, and therefore this nuclide is relatively difficult to predict

under any circumstances. The analysis of 235U and 239Pu, arguably two of the most

important nuclides in depletion analysis, show that Exnihilo is performing very well

in comparison to the other codes. Lastly, the comparison of results for 234U show

that Exnihilo is producing a result that is much worse than the majority of the results

presented for this nuclide. Further analysis of 234U reveals a possible cause for the

observed discrepancy. Figure C.7 plots the difference in the fission yield from 0.05

to 1.25 GWd/MTIHM for all fission products. Considering that the difference in

the fission yield for many of the other fissile nuclides is less that 5%, a difference of

15 000 000% is obviously a cause for concern a points to a bug in either the ORIGEN

code or the fission yield data.

∗Relative to the average result.
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(a) full energy range

(b) 0.5 keV–1.0keV (c) 0.5 MeV–1.0MeV

Figure C.4: 238U (n, γ) cross section.
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Figure C.5: Comparison of Exnihilo versus experimental data for two different group
structures.
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(a) 149Sm (b) 234U

(c) 235U (d) 238Pu

(e) 239Pu

Figure C.6: Plots of the relative errors from several different codes for select nuclides.
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Figure C.7: Difference in the 234U fission yield from 0.05 to 1.25 GWd/MTIHM.
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D Supplemental Data

Table D.3: Memory required to load specific nuclides [107].

Nuclide Required Memory Number of Energy Points

h1 175.61 580

b10 8.33 1386

b11 71.70 3550

n14 42.64 2313

o16 205.14 4271

kr83 0.00 1599

zr91 29.88 26963

zr93 14.15 19978

zr94 35.36 25502

zr95 8.05 3903

zr96 25.09 14215

nb93 51.45 42510

nb95 8.17 4985

mo95 71.14 16164

mo97 26.82 20926

mo98 49.40 42511

mo99 7.84 4272

mo100 26.74 39690

tc99 175.42 89195

ru101 70.00 12807

ru102 0.00 39932

ru103 16.95 3270

Continued on next page

233



Table D.3 Continued from previous page

Nuclide Required Memory Number of Energy Points

ru104 21.15 33188

ru106 4.02 3839

rh103 148.34 51695

rh105 0.00 991

pd105 53.71 40095

pd107 19.37 19751

pd108 43.75 24603

ag109 96.16 64124

cd113 73.25 89094

in115 30.82 48798

sn126 4.31 3727

i127 68.46 65910

i129 28.72 37404

i135 2.98 785

xe131 75.91 16352

xe133 0.00 4646

xe135 0.00 4843

cs133 59.52 44718

cs134 13.31 7633

cs135 6.47 6936

cs137 5.76 4961

ba140 2.73 5460

la139 32.09 41492

ce141 12.21 3032

ce142 11.99 15324

Continued on next page
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Table D.3 Continued from previous page

Nuclide Required Memory Number of Energy Points

ce143 56.12 4920

ce144 0.00 4785

pr141 53.03 44185

pr143 7.05 6222

nd143 82.72 34763

nd144 70.24 15920

nd145 92.19 44913

nd146 51.53 16626

nd147 56.37 4171

nd148 61.78 31465

pm147 0.00 10314

pm148 0.00 5111

pm149 7.96 4700

sm147 111.18 46961

sm149 67.53 30352

sm150 61.91 10680

sm151 82.49 20699

sm152 62.93 33035

sm153 50.34 3258

eu151 0.00 12773

eu153 61.02 11231

eu154 0.00 3345

eu155 3.34 2156

eu156 5.43 5057

gd152 96.63 40444

Continued on next page
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Table D.3 Continued from previous page

Nuclide Required Memory Number of Energy Points

gd154 101.20 46745

gd155 68.84 14805

gd156 87.03 25806

gd157 63.29 13689

gd158 106.46 34712

gd160 70.01 22141

u234 78.03 38749

u235 117.48 118487

u236 81.48 36328

u238 281.48 273303

np237 61.68 58680

pu238 5.05 6417

pu239 127.32 115278

pu240 54.68 80353

pu241 10.64 22385

pu242 16.55 22936

am241 46.93 24170

am242 68.78 7104

am243 24.99 31486

cm242 1.32 6094

cm243 8.21 7193

cm244 14.71 24314

Concluded
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Table D.1: Recoverable Energy Release (MeV) [113]

Nuclide κfission κcapture Nuclide κfission κcapture Nuclide κfission κcapture

1H —— 2.2246 147Pm —— 5.9 237Np 195.1 5.49
10B —— 2.79 148Pm —— 7.266 239Np 200 4.97
16O —— 4.143 147Sm —— 8.1402 238Pu 197.8 5.55

56Fe —— 7.6 149Sm —— 7.9824 239Pu 200.05 6.533
28Ni —— 9.02 150Sm —— 5.596 240Pu 199.79 5.241
90Zr —— 7.2026 151Sm —— 8.258 241Pu 202.22 6.301
91Zr —— 8.6351 152Sm —— 5.867 242Pu 200.62 5.071
92Zr —— 6.758 153Eu —— 6.444 243Pu 200 6.02
96Zr —— 5.571 154Eu —— 8.167 241Am 202.3 5.529
95Mo —— 9.1542 155Eu —— 6.49 242mAm 202.29 6.426
95Tc —— 7.71 230Th 190 5.01 243Am 202.1 5.363

101Ru —— 9.2161 232Th 189.21 4.786 244Cm 200 6.451
103Rh —— 6.9993 233Th 190 6.08 245Cm 200 6.11

105Rh —— 7.0941 231Pa 190 5.66
109Ag —— 6.825 233Pa 189.1 5.197
131Xe —— 8.9363 232U 200 5.93
135Xe —— 7.88 233U 191.29 6.841
133Cs —— 6.7044 234U 190.3 5.297
134Cs —— 6.55 235U 194.02 6.5451
143Nd —— 7.8174 236U 192.8 5.124
145Nd —— 7.5654 238U 198.12 4.804
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Table D.2: Default nuclides added to depletable materials.

1H 10B 11B 14N 16O
83Kr 91Zr 93Zr 94Zr 95Zr
96Zr 93Nb 95Nb 95Mo 97Mo
98Mo 99Mo 100Mo 99Tc 101Ru
102Ru 103Ru 104Ru 106Ru 103Rh
105Rh 105Pd 107Pd 108Pd 109Ag
113Cd 115In 126Sn 127I 129I
135I 131Xe 133Xe 135Xe 133Cs

134Cs 135Cs 137Cs 140Ba 139La
141Ce 142Ce 143Ce 144Ce 141Pr
143Pr 143Nd 144Nd 145Nd 146Nd
147Nd 148Nd 147Pm 148Pm 149Pm
147Sm 149Sm 150Sm 151Sm 152Sm
153Sm 151Eu 153Eu 154Eu 155Eu
156Eu 152Gd 154Gd 155Gd 156Gd
157Gd 158Gd 160Gd 234U 235U
236U 238U 237Np 238Pu 239Pu

240Pu 241Pu 242Pu 241Am 242Am
243Am 242Cm 243Cm 244Cm
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