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Abstract

High power-density devices such as liquid rocket engines and gas turbine power plants often experience combustion

instabilities, when the fluid flow ceases to be smooth and begins oscillating. These flow oscillations often have pressure

oscillations with negative consequences.

Much work has been done in recent years to extend the theories describing these combustion instabilities to cover

high-amplitude waves, where the behavior ceases to be linear and energy cascades through the natural modes of the

system. However, in cylindrical geometries, a tension exists between the usual model (that energy cascades through

natural modes) and the observed phenomena (which usually contains integer harmonics of the primary frequency), as

the natural frequencies of circular waves are not harmonics of each other.

One old theory describes strong cylindrical waves, predicting that the natural mode shapes will change in the

presence of strong nonlinearity. Several recent theories use an assumption that the natural modes do not change in

strong waves, and that the nonlinear solution can be expressed in terms of these unchanged natural modes. All the

theories shared a lack of strong, direct experimental validation for strong cylindrical waves.

An experiment was located which exhibits the properties under consideration, and that experiment was modeled

with four different theories. The theories successfully modeled the major behavior of the experiment, with varying

degrees of quantitative agreement. Three of the theories did not make the assumption that the linear mode shapes do

not change, and were used to evaluate the quality of that assumption.

Further, the three theories that permitted it all showed a spatially-distributed, time-independent pressure shift: a DC

offset with a radial dependence. This valley-shaped time-independent pressure feature was not found in the literature,

though it would have important consequences to engine design and operation if it is real.
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0R, 1R, 2R, . . . indicates a cylindrical mode with a specified number of nodal circles (the “radial” mode number)
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αn growth constant for mode n in linear combustion instability theory

δ(m) Dirac delta distribution, δ(m) = 1 if m = 0; δ(m) = 0 if m , 0

δnm Kronecker delta function, δnm = δ(n − m)

ζn direct-driving coefficient for mode n

ϵ a small (ϵ << 1) dimensionless parameter wherever it appears

ηn(t) the (arbitrary) time dependence function governing a particular mode n

γ ratio of specific heats, Cp/Cv

κ thermal conductivity

κ wave number, f t−1 or m−1

λnm mth root of the nth Bessel function’s derivative, J′n(r)

µ shear viscosity, kinematic viscosity

ζ bulk viscosity, second coefficient of viscosity

Φ velocity potential, u⃗ = −∇Φ

ϕn phase of oscillation for nth mode

ψn(⃗r) spatial mode shape for the nth mode

ρ density (mass per unit volume)

τ period of oscillation, seconds
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θ azimuthal coordinate variable in circular or cylindrical coordinates
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a speed of sound

anm decomposition coefficient; shows the nth mode / mth harmonic / sin(mωt) contribution to a total solution
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p0
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p pressure
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RMS Error a metric for quantifying the difference between two sets of numbers, e.g., an experimental data set across

a set of points, and predicted values at those same points

s entropy (per unit mass)

T temperature

t time, seconds

u⃗ fluid velocity
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Chapter 1

Introduction

The study of strong pressure waves in cylinders is motivated by combustion instabilities, which are unwanted pressure

waves in continuous flow propulsion and power conversion devices. The study of combustion instability, in turn, is

motivated by the desire for better propulsion and power conversion devices.

High-power-density internal-flow devices are pervasive throughout the world today. Most commercial aircraft use

them: turbofan engines, turbojet engines, and afterburners. All space launch vehicles use them: solid rocket motors

and liquid rocket engines. The majority of electricity used today is produced with them: gas turbines for natural gas,

and steam turbines for coal and nuclear. Modern society depends on rockets, jets, and turbines to maintain a fleet of

communications, navigation, and weather observation satellites; to keep homes and businesses lit and warm; to travel

for business and pleasure.

As with many technologies, the rockets, jets and turbines available today could be used without improvement.

But there is strong economic motivation for improving these devices. The increasing and volatile costs of energy

drive engineers to design higher-performance power plants and aircraft engines. A rising international concern with

environmental impact drives the development of low-emission devices. The need to replace an aging fleet of navigation

and weather satellites, combined with the incredible cost per launch, drives engineers to find ways to squeeze more

performance out of rockets. With this aggressive pursuit of improved devices comes large, expensive development

programs, which have high risks of unexpected combustion instabilities.

This generates a desire to predict and understand combustion instabilities as cheaply and reliably as possible.

Through the use of fluid dynamics, thermodynamics, and chemistry, it is possible to create theories for predicting

these instabilities. The present work is part of the effort to improve the theories, by examining one class of poorly

understood phenomena: the nonlinearity of strong waves in cylindrical geometries.

1.1 The Combustion Instability Problem

Combustion instabilities (CIs), also called thermo-acoustic instabilities, are a class of phenomena common to nearly

all high-power-density internal-flow devices. They often present themselves as an oscillating pressure wave inside the
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device. Combustion is not a requirement to observe these instabilities. However, since flow energy is required to drive

oscillations, combustion devices (with their high power density) are more susceptible to these instabilities than other

internal flow devices.

The pressure oscillations of combustion instabilities often create problems. In some cases, they directly induce

mechanical vibrations in surrounding structures that can have catastrophic effects (such as guidance system failures or

severe tissue damage to passengers), costly effects (such as lowering the lifetimes of expensive turbine components), or

possibly no significant effect at all (depending on how severe the vibration is). In other cases, the pressure oscillations

can couple to thrust production, causing more severe vibrations.

The F-1 engine of the Saturn V launch vehicle is often used as the canonical case-in-point of combustion instability.

During its development, an instability was observed with pressure wave amplitudes in excess of 1000 psi over the mean

pressure of 5000 psi, as shown in Figure 1.1. The vibration environment would have incapacitated the astronauts and

disabled the guidance system, and possibly would have caused structural weakening or failure. Over 2700 full-scale

firings were performed in a test program that is valued at billions of US dollars today [1].

Combustion instabilities (CIs) are potential problems for any engine and turbine development program. Despite

more than half a century of research, CIs remain unpredicted nearly every time they occur. Mitigation efforts rarely

succeed simply, quickly, or cheaply, primarily due to the lack of reliable tools to predict or analyze CIs. Programs

have been cancelled when CIs were observed in test articles, for fear of budget overruns and schedule slips (e.g.

Sargent, see [2]). Program managers are very wary of CIs, preferring to avoid systems that have the slightest history of

instability. CIs can occur at almost any phase of a system’s life cycle; they have appeared years after the deployment

of a missile system (Minuteman II stage 3, see [2] [3]).

A reliable and relatively inexpensive method for understanding, predicting and mitigating CIs is highly desirable

for future engine development. To this end, an energy balance theory has been developed which may ultimately deliver

this inexpensive, reliable engineering prediction and analysis tool. [4] The present work helps extend and validate the

nonlinear portion of this theory in the high-amplitude regime for nontrivial geometries. Though ultimately focused

on one particular class of waves–strong cylindrical waves, as described in Section 1.2–the present work develops

Figure 1.1: An F-1 engine instability [1].
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techniques that apply generally to more complicated geometries.

1.2 Strong Cylinder Waves

Combustion instabilities are standing waves in a compressible fluid within a contained geometry. There are many types

of fluid dynamic waves possible in chambers, including: pressure waves, vorticity waves, and entropy waves. Though

each type of wave is labelled with only one of the fluid dynamic variables, all three wave types involve oscillations in

several variables. This work will use the term pressure wave to refer to irrotational oscillations between the pressure

and velocity variables.1

Here, interest is focused on the strong pressure waves of cylindrical geometries. Understanding these waves begins

with understanding three things:

• standing weak pressure waves theory (the theory of acoustic resonances);

• standing weak pressure waves in cylinders (the acoustic resonances of cylinders);

• strong pressure waves.

This section presents an overview of the essential concepts from traditional acoustics, and introduces much of the

notation important to combustion instability theory.

1.2.1 Standing Pressure Waves

To understand strong cylinder waves, it is first necessary to understand weak pressure waves. Weak pressure waves

are experienced as sound. Lord Rayleigh laid out the connection between the two phenomena (pressure and sound) in

his Theory of Sound [5].

The theory of weak pressure waves, or acoustic theory, begins with the theory of gas dynamics, i.e., compressible

fluid flow in a gas. The fluid motion is described in Eulerian terms by specifying the fluid velocity at each point in

space and time, u⃗(⃗r, t), and a complete set of thermodynamic properties at every point in space and time: density

ρ(⃗r, t), temperature T (⃗r, t), and pressure p(⃗r, t). These variables are governed by fluid dynamic conservation laws

(conservation of mass, momentum, and energy), as well as thermodynamic equations of state describing how the

medium responds to changes in pressure and temperature.

Under certain assumptions (ideal gas, irrotational flow, negligible heat conduction and viscosity), the governing

equations can be reduced to a single equation governing one scalar variable, such as pressure p, speed of sound a, or

velocity potential Φ (with u⃗ = −∇Φ). Enflo [6] derives this equation in terms of Φ as

∂2

∂t2Φ − a2
0∇2Φ =

∂

∂t

(∇Φ · ∇Φ) +
γ − 1
2a2

0

(
∂Φ

∂t

)2 (1.1)

where ρ0 is the average density, γ is the ratio of specific heats of the gas, and a0 is the average speed of sound (as

given by a2
0 = γRT0 with R the specific gas constant of the fluid).

1The combustion instability community often uses the term “acoustic” to refer to this kind of wave, but “acoustic” implies that the waves are
weak, where combustion instabilities can be very strong waves.
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Acoustic theory makes one further assumption: the wave is “weak”. This is equivalent to saying that the variation

of fluid properties due to the wave is much smaller than the average value of those fluid properties. With p0 the average

pressure, pmax and pmin the maximum and minimum pressures, the weak assumption states:

∆p
p0
=

pmax − pmin

p0
<< 1 (1.2)

Under this assumption, Equation 1.1 becomes the wave equation of classical acoustics (for details, see e.g.

Rayleigh [5]):
∂2

∂t2Φ − a2
0∇2Φ = 0 (1.3)

This is the traditional form of a linear wave equation. Solutions to this equation break down, broadly, into two

categories. The first is travelling waves in free space. Most acoustic theory is concerned with waves of this type:

pressure waves as radiation. In theories of radiation, waves begin at a source, propagate away from that source, and

decay. Sometimes waves interact with material transitions, causing reflections, refractions, and transmissions. Waves

are considered to be propagating through a space much larger than the wave.

The second class of solutions to the wave equation are cavity waves.2 These waves are confined in some way,

and the geometry of constraint dictates what kinds of waves are possible. Combustion instabilities are pressure waves

confined to combustion chambers or other internal flow geometries, and are thus closely related to the weak cavity

waves of classical acoustics.

When a wave is strictly confined, some set of surfaces do not allow the fluid to flow freely. For these irrotational

pressure waves, the no-slip condition cannot be enforced consistently. Instead, the normal component of the fluid

velocity vector must vanish (u⃗ · n̂ = 0, with n̂ the unit normal vector), meaning that the fluid cannot flow through the

surfaces of the cavity. This sets up the boundary value problem:

∂2

∂t2Φ − a2
0∇2Φ = 0 (1.4)

n̂ · ∇Φ = 0 along the boundaries (1.5)

This boundary value problem is an eigenvalue problem. For a given geometry, only kinds of certain solutions are

allowed (called the eigenmodes, natural modes, or simply modes), and those solutions have a well-defined frequency

of oscillation (called the eigenfrequency or resonant frequency).3

To see how these modes and resonant frequencies arise, consider the longitudinal geometry. The longitudinal

geometry is any 3D geometry which has one long dimension, and which has a constant correctional area and shape

along that dimension. Examples include tubes, slab-shaped solid rocket motors, and long boxes. Figure 1.2 shows a

typical geometry with length L, demonstrating the 1-D coordinate system in x with bounds at x = 0 and x = L. For

2Section 1.2.4 will explore the distinction between “cavity” and “chamber”. Here, the physics usage of “cavity” is used to denote “the geometry
containing the primary wave”.

3This remains true for more general boundary conditions, so long as the boundary conditions constrain the system.
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Figure 1.2: Longitudinal geometry

these geometries, modes in the longitudinal direction are governed by the one dimensional wave equation:

∂2

∂t2Φ − a2
0
∂2

∂x2Φ = 0 (1.6)

∂Φ

∂x

∣∣∣∣
x=0
=
∂Φ

∂x

∣∣∣∣
x=L
= 0 (1.7)

This equation can be solved by a separation of variables, assuming Φ(x, t) = X(x)Y(t):

∂2

∂t2 (XY) − a2
0
∂2

∂x2 (XY) = 0 (1.8)

X
∂2Y
∂t2 − a2

0Y
∂2X
∂x2 = 0 (1.9)

1
Y
∂2Y
∂t2 −

a2
0

X
∂2X
∂x2 = 0 (1.10)

(1.11)

With the first term dependent only on time, and the second dependent only on space, each term must be equal to the

same constant (which is selected to be the square of an unknown constant ω):

1
Y
∂2Y
∂t2 = ω

2 (1.12)

1
X
∂2X
∂x2 =

ω2

a2
0

≡ κ2 (1.13)

Both these equations have sine and cosine solutions, with a frequency ω for the time-dependence and a wave number

κ for the space-dependence. Therefore, the total solution is given by:

Φ(x, t) = X(x)Y(t) (1.14)

= (A cos(κx) + B sin(κx))(C cos(ωt) + D sin(ωt)) (1.15)
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Thus far, ω and κ are unconstrained, except that ω = a0κ. Applying the boundary condition at x = 0:

∂Φ

∂x
(x = 0, t) = (−κA sin(κ0) + Bκ cos(κ0))(C cos(ωt) + D sin(ωt))

= Bκ(C cos(ωt) + D sin(ωt))

= 0

requiring B = 0. Then applying the boundary condition at x = L:

∂Φ

∂x
(x = L, t) = (−κA sin(κL))(C cos(ωt) + D sin(ωt))

= 0

If A , 0 (as required for a nontrivial solution), then sin(κL) = 0, which requires that κL = nπ for some nonnegative

integer n. Negative integers would be allowed, but do not give unique solutions: sin(−nπx/L) = − sin(nπx/L), which

can be absorbed into the nonnegative n solutions. Absorbing the constant A into C and D, the complete solutions

becomes (with τn the period of oscillation):

Φn(x, t) = cos(κnx) (C cos(ωnt) + D sin(ωnt)) (1.16)

ωn =
nπa0

L

τn =
2π
ωn

κn =
ωn

a0
=

nπ
L

n = 0, 1, 2, 3, . . .

The mode shapes are the spatial distribution functions corresponding to each mode; in this case, cos(κnx). At any given

point in time, the distribution of pressure through the chamber will look like the mode shape times some constant.

Figure 1.3 shows the shapes for several modes, and Figure 1.4 shows the time variation of one of those modes.

Since governing Equation 1.7 is linear, the superposition principle applies: if ΦA and ΦB are solutions, so then so

is CAΦA +CBΦB for any two constants CA,CB. Therefore, the complete solution to the longitudinal wave is

Φ(x, t) =
∞∑

n=0

cos(κnx) (Cn cos(ωnt) + Dn sin(ωnt)) (1.17)

where Cn,Dn describe the amplitude and phase of each mode. The solution can be rewritten

Φ(x, t) =
∞∑

n=0

Rn cos(κnx) cos(ωnt + ϕn) (1.18)

where now Rn is the amplitude, and ϕn the phase, of each mode.
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(a)

(b)

(c)

(d)

(e)

Figure 1.3: Longitudinal modes shapes for the first five modes of a long thin cavity. (a) Mode 1, (b) Mode 2, (c) Mode
3, (d) Mode 4, (e) Mode 5.
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Figure 1.4: Time history of the 3rd longitudinal mode. Vertical axis is pressure, horizontal axis is nondimensional
longitudinal coordinate x/L. τ is the period of oscillation, and individual plots are labelled by the time offset from the
top-left figure.
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Although this solution is in terms of an abstract concept–the velocity potential Φ–the physical variables, pressure

and velocity, related by:

p(x, t) = −ρ0
∂Φ

∂t
= ρ0

∞∑
n=0

ωn cos(κnx) (Cn sin(ωnt) − Dn cos(ωnt)) (1.19)

u⃗(x, t) = −∇Φ =
∞∑

n=0

κn sin(κnx) (Cn cos(ωnt) + Dn sin(ωnt)) x̂ (1.20)

This longitudinal example models an important geometry that is seen in real world problems. It contains features

common to all geometries (mode shapes, resonant frequencies, superposition). But most real world problems contain

(at minimum) a more complicated transverse geometry which has its own resonant mode solutions. In many cases, as

in the case studied here, that transverse geometry is circular.

1.2.2 Cylinder Waves

Liquid rocket combustion chambers, turbojet afterburners, and turbine combustors are most commonly circular in

cross-section. The acoustic mode structure of cylinders is different from that of boxes.

As with longitudinal modes, the modes of circular cavities are derived using the acoustic wave equation confined

to a particular geometry. Figure 1.5 shows such a geometry with radius R, for a polar coordinate system in r and θ. In

this geometry, the boundary value problem of Equation 1.5 becomes:

∂2

∂t2Φ − a2
0

(
1
r
∂

∂r

(
r
∂Φ

∂r

)
+

1
r2

∂2Φ

∂θ2

)
= 0 (1.21)

r̂ ·
(
∂Φ

∂r
r̂ +

1
r
∂Φ

∂θ
θ̂

) ∣∣∣∣
r=R
= 0 (1.22)

An additional boundary condition arises from the requirement that the solution be continuous in θ, given θ as a

periodic coordinate variable:

Φ(r, θ) = Φ(r, θ + 2πn), n an integer (1.23)

A similar procedure of separation of variables, followed by the application of boundary conditions, again results in an

eigenvalue problem. The detailed derivation can be found in, e.g., Arfken and Weber [7], and results in a sinusoidal

equation in t, a sinusoidal equation in θ, and a Bessel equation in r. The mode shapes that satisfy these equations are
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given as:

Φn,m(r, θ, t) =

 (A sin(ωnmt) + B cos(ωnmt) cos(nθ)Jn(λnmr/R)

(A sin(ωnmt) + B cos(ωnmt) sin(nθ)Jn(λnmr/R)
(1.24)

n = 0, 1, 2, . . . azimuthal mode number (1.25)

m = 0, 1, 2, . . . radial mode number (1.26)

∂Jn

∂r
(λnm) := 0 λnm is defined as the nth root of J′n (1.27)

ωnm =
a0λnm

2πR
the resonant frequency (in radians per second) (1.28)

fnm =
ωnm

2π
the resonant frequency (in Hertz) (1.29)

τnm =
1

fnm
the period of oscillation (in seconds) (1.30)

The two mode numbers, n and m, have a geometric significance. The azimuthal mode number n (the tangential mode

number to the CI community) indicates the number of nodal diameters: lines across the chamber where the pressure

does not change. The radial mode number m indicates the number of nodal circles: circular lines where the pressure

does not change. A particular circular mode is often referred to as, for instance, the “1T 2R” mode, meaning it has

n = 1 and m = 2. Figure 1.6 shows the pressure distributions associated with the several of these circular modes.

Note in Equation 1.24 that both sin(nθ) and cos(nθ) distributions are possible for a particular set of mode numbers

n,m. This is often referred to as a spatial degeneracy, as there are two distinct modes that can ring at the same

frequency (the term arises from the study of matrix eigenvalues, see e.g. Arfken and Weber [7]). If two degenerate

modes are ringing 90 degrees out-of-phase with each other, a special condition is set up where the mode shape appears

Figure 1.5: Circular geometry
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Figure 1.6: Circular mode shapes, showing the pressure distribution across the circular chamber for different values of
the two mode numbers
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to spin or travel around the chamber. For the 1T modes, the solution becomes:

Φ1T,0R(r, θ, t) = Jn(λ10r/R) cos(θ + ω10t) (1.31)

Figure 1.7 shows a comparison of the two types of waves.

Although it is useful to use the space/time separated decomposition of Equation 1.24, another decomposition

is possible where the degeneracy is handled by one “traveling mode” cos(nθ + ωnmt) and one “sloshing mode”

(cos(nθ) cos(ωnmt)) for each set of mode numbers. The two descriptions of the mode structure are mathematically

equivalent. The spinning/sloshing description is perhaps more useful for understanding observed phenomena quali-

tatively; the sloshing/sloshing description is often more useful for calculations as it contains a complete space/time

variable separation.

The mode shapes laid out in this section are called the linear or acoustic mode shapes, as they are the solutions to

the linear acoustic problem of Equation 1.5. One of the essential assumptions of this problem, and therefore of these

solutions, is that the wave amplitudes are weak. However, waves in many devices are strong enough to violate that

assumption. This leads to so-called “strong” pressure waves.

1.2.3 Strong Waves

Strong waves, also called finite amplitude waves, are waves whose amplitudes are large enough for nonlinear gas

dynamic effects to become apparent. These nonlinear effects distort the wave shapes. In free plane waves, this leads

to “N-waves”, or shocks [6]. A similar shock-shape is seen when longitudinal modes reach high amplitudes [8].

The traditional explanation for this phenomena comes from a consideration of the speed-of-sound across a wave.

For very weak waves, the speed of sound is nearly constant throughout the wave. But for strong waves, the temperature

and speed-of-sound significantly deviate from their mean values. The parts of the wave with higher speed-of-sound

“catch up” to the slower regions, until the wave becomes a travelling weak shock instead of classical acoustic wave.

This process is called steepening.

The CI community has developed some alternate explanations for this process, and they are described in Section

1.3.

1.2.4 Some Issues with Terminology

Combustion instabilities are standing gas dynamic waves within a contained geometry. Two distinct communities work

on such phenomena, and they have two distinct terminologies. Acousticians have one set of terms, often inherited from

the physics community. Combustion instability experts, on the other hand, inherit much of their terminology from the

propulsion community. The overloading of terms can cause confusion, so some clarifications are needed.

As mentioned before, three kinds of waves can occur. The kind described in Section 1.2 are irrotational waves in

(primarily) pressure and velocity. Though the waves can, at high enough amplitudes, induce variations in temperature,

entropy, and speed-of-sound, those effects are secondary to the pressure/velocity effects. Often, the CI community use

12



Time 1T Sloshing Mode 1T Spinning Mode

t = 0
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Figure 1.7: Comparison of sloshing and spinning modes. Surface height is proportional to pressure deviation from
normal for a unit wave as described in Equation 1.24 with B = 1, A = 0.
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the term “acoustic wave” to denote these irrotational pressure/velocity waves. But “acoustic” denotes weak waves in

the acoustics community, even in so-called “nonlinear acoustics”, yet the irrotational pressure/velocity waves discussed

here can have very high amplitudes. Since this type of wave can be described by just one fluid variable, and since the

other wave types have little or no direct effect on pressure, these waves are referred to in the present work as pressure

waves.

Physicists (and acousticians) refer to contained and standing waves as “cavity waves”, as in Section 1.2 above. In

propulsion terminology, however, the term “cavity” often refers to devices that are secondary to the main geometry

(Helmholtz resonator “cavities”, for instance). From this point on, the term “cavity” will be avoided, and “chamber”

will be used for the primary wave containing geometry.

Acousticians regularly deal with “traveling waves”, by which they mean plane (or spherical, or cylindrical) waves

propagating through free space. Occasionally they work with “standing waves”, which are confined waves in cham-

bers. As the CI community rarely works with free waves, propulsion analysts are more likely to use the term “traveling

wave” to refer to the “spinning wave” solutions in cylindrical geometries, and “standing wave” to refer to “sloshing

modes” (see Section 1.2.2). Here, the terms spinning and sloshing are used to refer to the two different types of cylin-

drical waves, and standing and travelling are used to describe radiation waves and waves in chambers, respectively.

In the combustion instability community, transverse waves are standing waves transverse to the direction of mean

flow. In a typical rocket or jet, the mean flow travels axially down the cylindrical chamber. These waves are therefore

sloshing across the cylinder or travelling around the rim. In the CI literature, the terms “transverse waves” and “tan-

gential waves” are used nearly interchangeably to refer to the azimuthal and radial modes of a cylindrical geometry.

However, in acoustics literature (for example, the 3D acoustics work done by Coppens et al. [9]), “transverse” simply

means “transverse to the longest chamber direction” and can refer to any geometry (a rectangular box, for instance).

To avoid confusion, the terms “transverse” and “tangential” will be avoided. “Cylindrical waves” and “cylindrical

modes” will be used to refer to standing waves and modes specific to cylindrical geometries: the radial and azimuthal

modes.

In propulsion, modes that slosh along the direction of mean flow are called axial modes. This generally aligns

with the acoustics community usage: “axial” being “the direction along the longest chamber dimension”. Sometimes,

however, both communities use the term “axial mode” to refer to the one dimensional Cartesian solution (the solution

laid out in Section 1.2.1). Some propulsion systems and acoustic chambers have constant area along one dimension,

but many do not. Yet these still have “axial modes” in the sense of “sloshing modes along the direction of mean flow”

or “sloshing along the longest chamber direction”. Hereafter, as in Section 1.2.1, the term longitudinal modes will be

used to describe 1-D Cartesian solutions, and “axial” will be reserved for more general geometries.

Finally, it is important to have clearly defined distinctions between the terms “harmonics”, “overtones” and “res-

onance frequencies”. Overtones and harmonics are defined relative to some fundamental frequency f . Overtones are

any frequencies higher than the fundamental that appear in a signal. Harmonics are special overtones that are integer

multiples of the fundamental frequency: 2 f , 3 f , 4 f , et cetera. Note that the nth harmonic of a frequency is actually

(n + 1) f , as a frequency is not considered a harmonic of itself. Harmonics arise naturally from any periodic function

14



Table 1.1: Sample set of harmonics

Harmonic Frequency Multiplier

fundamental 44 Hz 1
1 88 Hz 2
2 132 Hz 3
3 176 Hz 4
4 220 Hz 5

through Fourier analysis. Any sufficiently well-heeled periodic function4 can be decomposed into a superposition of

sines and cosines ringing at harmonics of the fundamental frequency (the inverse of the period of the function). Table

1.1 shows a list of harmonics of a fundamental frequency.

In contrast, a resonance frequency is defined relative to a particular geometry under particular mean conditions. A

resonance is a mode solution of the linear acoustics problem of Section 1.2, with an associated resonance frequency,

or natural frequency. The natural frequencies of the longitudinal geometry are the first mode’s frequency and its

harmonics. The cylindrical geometry does not have this property, as shown in Table 1.2.

1.3 State of the Art

The propulsion research community has been actively pursuing a means of predicting and modelling combustion

instabilities for the better part of a century. At present, several approaches are used to model and analyze combustion

instabilities.

Some working groups pursue direct computational fluid dynamic (CFD) solutions for particular systems (e.g.,

Xia [10]). With modern advancements in computer hardware and recent developments in CFD theory, these solutions

are increasingly accurate. However, accurate solutions for turbulent, combusting devices are still expensive, often

requiring months on supercomputer-grade hardware. Those solutions, once acquired, are device and condition specific,

allowing diagnostics of only one particular system under one particular set of operating conditions. Moreover, CFD

provides no direct information on what is causing the instability, just an “answer” to whether a particular setup exhibits

an instability. This limits the applicability of this technique to very large programs or dedicated research projects.

Several working groups pursue models based upon classical acoustic modes. These are often described as “ana-

lytical models” or “analytical frameworks”, though all employ various numerical techniques. There are two primary

approaches, a nonlinear wave equation method and an unsteady energy balance method. Both employ a procedure

pattern similar to this:

• Compute the linear acoustic modes and frequencies of the system.

• Identify all physical processes that can drive / damp acoustic vibration.

• For each mode: sum all the damping and driving processes to determine linear stability.

4One sufficient condition is: the function is continuous at all but a finite number of points.
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Table 1.2: Natural frequencies of a cylinder. The multiplier is the ratio of the mode’s frequency to the 1T 0R mode
frequency.

Mode number Frequency Multiplier

1T 0R 2025 Hz 1
2T 0R 3360 Hz 1.66
0T 1R 4215 Hz 2.08
1T 1R 5865 Hz 2.90
2T 1R 7377 Hz 3.64
0T 2R 7717 Hz 3.81
etc.

• Use a nonlinear model to couple the modes together and determine limit cycle behaviour.

For a detailed overview of this procedure, the reader is referred to the AGARD text of Culick [3]. The unsteady

energy balance method makes fewer assumptions than the nonlinear wave equation approach, and thus captures more

effects. The combustion instability community primarily uses one of these approaches in the practical diagnostics of

real systems, as they require less computational resources and often offer greater insight into the causes of instability.

Recently, one group has applied the techniques of CFD to a single-variable nonlinear wave equation [11]. This

approach models the physical processes that can damp or drive acoustic waves in much the same way as the analytic

models. However, instead of performing the various calculations outlined above, the system is directly modeled

numerically using a finite-difference technique. This approach shows some promise, though its results are as yet

preliminary.

1.3.1 CFD Instability Modelling

There are too many recent papers on CFD models for particular instability problems to detail them all. One working

group’s work will be considered as indicative of the current state-of-the-art in CFD CI models: the Purdue group

working jointly on a single-element combustor experiment and a detailed CFD model of the same experiment [10].

At present, the working group has produced repeatable experimental data for the high-frequency instability of a

combustor, and several CFD solutions. The final CFD model, a three-dimensional, turbulent, combusting DES-like

simulation, compared well against the experiment, and showed most if not all the major behaviors observed in the

experiment. The work shows how it is possible to achieve a very accurate solution accounting for all effects.

However, the work also shows how much effort is required to achieve that solution for a system with multiple time

and space scales (associated with multiple physical processes). The simulations required several months of computer

time on a 100-600 processor computer cluster.
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1.3.2 Linear Combustion Instability Theory

Linear combustion instability theory uses the experimental observation that combustion instabilities appear at acoustic

mode frequencies and have spatial distribution similar to acoustic modes. This observation was quantified over the

years, as various experiments were performed that measured mode shapes as well as frequencies.

The linear theory begins with a modal decomposition of the chamber which experiences an instability. The theory

assumes that any “instabilities” are, in fact, acoustic modes being driven by some process. The oscillating pressure is

assumed to be

p1 (⃗r, t) = p0

∑
n

Rn(t) sin(ωnt + ϕn)ψn (⃗r) (1.32)

where ψn and ωn correspond to an acoustic mode, p0 is the mean chamber pressure, Rn is the amplitude of oscillation

of each mode n, and ϕn is the phase of each mode. The Rn and ϕn are allowed to change in time (as chamber conditions

change, etc.).

The various theories proceed in various ways, either with unsteady energy balances (Flandro et al. [4]) or with

inhomogeneous wave equations (Culick et al. [12], Crocco et al. [13]). These theories each capture different effects,

but at a certain point they all proceed in roughly the same way to roughly the same results. The unsteady pressure

expansion, along with expansions for the other field variables in terms of Rn, ψn, ωn, are inserted into governing

equations. Various techniques such as Galerkin, spatial averaging, and time averaging are employed. The complicated

physical processes are all reduced to a single equation for each mode that are given as:

dRn

dt
=

∑
m

αn,m

 Rn (1.33)

Each m on the right hand side corresponds to a physical process, such as viscosity, nozzle damping, or pressure-

coupling to the combustion process. Collapsing the sum to a single number αn,

dRn

dt
= αnRn (1.34)

the solution becomes

Rn(t) = eαnt. (1.35)

If αn is negative, then any disturbances will decay away exponentially, and mode n is called linearly stable. If αn is

positive, then disturbances will grow exponentially, and the mode is termed linearly unstable. Assuming all sources

of driving and damping can be accounted for, then adjusting various device parameters to make a mode linearly stable

will guarantee that any disturbance will decay. For this reason, the majority of research in the combustion stability

world has focused on identifying these sources and sinks of unsteady energy. However, if a mode is not linearly stable,

the linear theory predicts unbounded growth. Nature does not permit unbounded growth, which leads to nonlinear

combustion instability theory.
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1.3.3 Nonlinear Combustion Instability Theory

Linear CI theory will predict the stability of a mode, if and only if all effects are captured correctly. Jacob has

shown how nonlinear interactions can cause the linear theory to give incorrect conclusions regarding experiments [14].

Without the ability to validate against experiments, CI theories will continue to be murky at best. Therefore, a full

understanding of the nonlinear effects is required.

The linear assumption of acoustics fails if a mode is unstable, because the amplitude of a disturbance becomes

large and the linear theory no longer applies. If the procedure described for the linear CI theory is repeated, but with

nonlinear gas dynamics included, then terms will appear that couple the modes together. Jacob [15] derives these

terms as:
dRn

dt
= αnRn +

∑
m

∑
l

EnmlRmRl (1.36)

This model describes the nonlinear steepening of a wave as a “cascade” of energy to other modes. As one mode

rises in amplitude, it starts to drive other modes, which in turn drive (or damp) other modes. Most modes are linearly

stable (as viscosity is always present), so the energy cascades through the system until the nonlinear driving/damping

of each mode balances against the linear driving/damping. This condition, where none of the amplitudes are changing

significantly in time, is called a limit-cycle. Accurately predicting the limit-cycle amplitudes of each mode is the goal

of the nonlinear theory of combustion instability.

Note that this approach to the nonlinear behaviour continues to make the assumption that the linear acoustic mode

shapes, with simple sinusoidal time dependence, are able to capture the nonlinearity. This leads to the first of two

questions addressed in the presented work:

1. How much error is created by the mode/frequency assumption of Equation 1.32?

This theory was used with moderate success over the years to produce two- or three-mode approximations to

various solutions. In the past decade Flandro, French, and Jacob have successfully incorporated many more modes into

numerical simulations [16] [17] [18]. Wilson and Jacob recently validated this nonlinear model quantitatively against

experiment, showing that the model can predict limit cycle amplitudes and spectra of longitudinal waves [19] [20].

Part of the success of the longitudinal predictions, however, came from two properties of longitudinal modes

coinciding. Experimentally, finite-amplitude waves in longitudinal geometries steepen into shock-like shapes, i.e., a

periodic waveform that (when decomposed with a Fourier analysis) contains a certain harmonic structure relative to

the fundamental frequency. Because the natural frequencies of the chamber and harmonics of the wave are the same,

the decomposition of Equation 1.32 is both easy-to-use and effective.

The natural frequencies of cylindrical modes are not harmonically related, yet experimental evidence (see Chapter

2) shows that the limit-cycles of strong, cylindrical waves are periodic, with harmonics of the fundamental frequency.

This leads to the other principal question investigated in this work:

2. Why do waves steepen into apparent harmonics, despite the natural resonances being nonharmonic?
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1.3.4 Strong Cylindrical Instabilities

Steepened cylindrical waves look very different from steepened longitudinal waves (see Chapter 2). The nonlinear the-

ory predicts that energy cascades from one mode into higher modes. However, the resonant frequencies of cylindrical

modes are not integer harmonics of each other. Traditional CI theories perform a simple time average of the govern-

ing equations and prevent reconciling the nonharmonic natural frequencies to the harmonic frequencies observed in

experiments.

The oldest and best known attempt to model steepened cylindrical waves is the seminal paper by Maslen and

Moore in 1956 [21]. Before the development of CI theory (both linear and nonlinear) as it is practiced today, Maslen

and Moore used a perturbation method to obtain a solution for isentropically steepened cylindrical waves. The solution

was thorough and widely accepted, but quantitative experimental validation was not reported in the literature.

Various descendants of Crocco have worked on the problem. Zinn and Powell used two- and three-mode approx-

imations [22], and relaxed the assumptions regarding the time dependence of each mode. They obtained reasonable

results, although unlike Maslen and Moore’s. Culick [12], Yang [23] and Burnley [24] developed a general nonlinear

equation governing an arbitrary number of modes, which they implemented for a small number of modes (less than

5). French [16] incorporated Burnley’s nonlinear analysis into the Standard Stability Prediction (SSP) code, and was

able to show many modes locking onto harmonics of the primary instability. None these studies were compared with

experiment to determine whether it accurately captured limit-cycle spectra and amplitudes.

Flandro and Jacob were the first to compare waveforms quantitatively against experiment [18]. In modelling the

Corporal rocket engine as tested at Caltech, Jacob was able to show agreement between theory and experiment in

growth-rate, limit-cycle amplitude, and limit-cycle waveform shape [25]. Figure 1.8 shows those results. That work

assumed, with some motivation from experiment, that the traditional cylindrical modes rang at integer multiples of the

first mode’s natural frequency. This assumption led to excellent results, and partially motivated the present work to

fully reconcile theory and experiment.

1.4 New Contributions

The goal of the present work was originally to address two questions concerning steepened cavity waves in cylinders.

1. Why do waves steepen into apparent harmonics, despite the natural resonances being nonharmonic?

2. How much error is created by the mode/frequency assumption of Equation 1.32?

The current state-of-the-art had several open problems that were addressed in the present work. First, the theories

that might address the questions were lacking in experimental validation. Second, no clear consensus had emerged

for how and why cylindrical waves steepen. Third, it was unclear from the experiments whether the harmonics have

shifted mode-shapes, or whether the classical acoustic mode shapes still apply. These were all successfully addressed

in this dissertation.

As the work progressed, two additional contributions emerged. First, an experiment performed in the 1960s at

NASA Lewis was discovered that seems to have been overlooked for its importance to the theory of strong waves.
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Figure 1.8: Prediction of Corporal data by Jacob [25]
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Second, a spatially-dependent but time-independent (zero-frequency) pressure shift was confirmed in several theories,

a phenomenon which would appear to have importance for the interpretation of experimental data but which seems to

have been overlooked by the community.

1.4.1 Experiment

In an effort to assure that any theoretical developments explored would be connected to physical reality, experimental

validation was pursued for all models used. Different data sets were explored, and one experiment was located which

had all the properties of steepened cylindrical waves (see Chapter 2). This experiment was used as the problem

modeled with each theory, and the experimental data used to validate each theory.

The experiment, performed by Heidmann at NASA Lewis in the 1960s [26], has not been discussed in the literature.

Yet the experiment exhibited all the hallmarks of an excellent diagnostic experiment: high repeatability, excellent

range of variable parameters, exhibits behaviors only usually seen sporadically in more complex systems. Upon closer

inspection, the experiment seemed to have produced the highest (fractional) amplitude pressure waves ever created.

Chapter 2 explores why this experiment might have been overlooked, and why it could be valuable to the CI community

going forward.

1.4.2 Why Waves Steepen

No consensus had previously emerged for why and how cylindrical waves steepen to have harmonics. This is partly

explained by the differences among the various theories. Three theories offer three different explanations, and each

explanation is correct. This is similar to the differences among the theories of motion: force balance (Newtonian),

conservation (energy/momentum), action minimization (Lagrangian). All correctly describe the motion of particles,

but each offers a different explanation for “how” and “why”.

Some analogous happens with steepening theories. The theory of steepening by wave distortion into a changed

periodic shape was given by Maslen and Moore [21]. Flandro and Jacob have developed the energy balance model to

include frequencies, which explains mode frequency shift as a form of energy storage similar to mode amplitude [15].

The nonlinear oscillator equations of Crocco et al. [13] and Culick et al. [12] [23] [24] admit of another explanation,

which has not been explored before: a “harmonic cascade” through nonlinearly coupled harmonic oscillators. All

three explanations, two given by others and one given here for the first time, are presented in their respective Chapters

(3, 4 and 5).

1.4.3 The Mode/Frequency Assumption

The traditional decomposition of combustion stability theory is Equation 1.32, repeated here:

p1(⃗r, t) = p0

∑
n

Rn(t) sin(ωnt + ϕn(t))ψn(⃗r) (1.37)

Applying this decomposition to the nonlinear theory assumes two things.
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First, the nonlinearity only acts to change the amplitudes and phases, not the mode shape. It is important to note

that Maslen and Moore assumed the exact opposite: that the nonlinearity acts to shift the shape of one mode, and does

not couple the modes.

Second, the nonlinearity acts to change the amplitudes, frequencies and phases, but does not change the shape

of the time dependence. Though experiment suggests that the total time dependence must be periodic, it does not

guarantee that each mode is ringing at only one frequency. Each mode could have content at multiple harmonics of the

fundamental frequency. This violates the linear acoustic equation–where the speed of sound locks each mode shape

onto a single corresponding frequency. But nonlinearity often introduces new frequencies into problems.

To examine these questions, four theories were used:

1. An energy balance model due to Flandro and Jacob (Chapter 3);

2. Maslen and Moore’s perturbation technique (Chapter 4);

3. A nonlinear oscillator theory due to Culick (Chapter 5);

4. A finite volume CFD solver (Chapter 6).

The first theory makes the traditional assumption–that the solution can be represented with a superposition of acoustic

modes ringing at single frequencies–and was able to predict the waveform shape for each of the experimental test cases

reasonably well. The three other theories do not make the assumption, and were therefore used to determine whether

the assumption leads to errors. The errors associated with the assumption were found to be low over a wide range of

wave amplitudes.

1.4.4 DC Shift Valley

An effect in nonlinear signal processing is DC shift. The term derives from “direct current” (DC) and “alternating

current” (AC), terms that refer to steady and oscillating electric signals. In electronics, an oscillating (AC) signal

passing through a nonlinear system will have its harmonic content altered as well as a steady offset–the “DC shift”.

The term is used in the CI community to refer to a change in mean chamber pressure during an instability.

While verifying that the decomposed solutions correctly recomposed back to the same solution, a result was

observed that was not anticipated at the outset of this research. The recomposed solutions were incomplete; there was

a consistently different shape to the original solution. It was determined that the difference was due to a zero-frequency

(or time-independent) spatially distributed offset to the solution. This offset was the first radial mode times a negative

constant, making it a valley shape.

It became clear that this effect is present in all theories that allow it. Maslen and Moore’s solution includes a

radially dependent function in the second order. The nonlinear oscillator solution permits arbitrary time functions, and

the first radial mode’s time dependence include a constant offset. The CFD solution certainly permits constant spatial

distributions, and when the decomposition takes zero-frequency components into account, the DC valley appears.

However, the literature is nearly silent about this feature of steepened cylindrical waves. Maslen and Moore’s

solution, though widely cited, was never numerically evaluated for particular systems, so it seems likely no one

realized the valley feature existed. The nonlinear oscillator approach was nearly always applied with a small number of
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modes (which rarely if ever includes radial modes) and often assumed a sinusoidal dependence for the modes included.

Perhaps CFD solutions have had this feature. However, observing the feature requires a modal decomposition analysis,

and has thus never been remarked in CFD solutions.

This feature is examined in more detail in Chapter 7, including ways that this might impact real propulsion systems

and what to look for in experimental data.

1.5 Summary of Procedure

This work encompasses many different analytic, numeric and computational techniques. The experiment required

specific tools to recover and digitize the test cases. Each of the four theories required their own techniques. The

general procedure for each theory was as follows:

1. The model problem was identified.

2. The theory was evaluated for the model problem.

3. Numerical evaluation techniques were set up to simulate the model problem.

4. The dominant model parameter that governs limit-cycle wave amplitude was located.

5. Solutions were obtained for a range of wave amplitudes.

6. Solutions matching the specific wave amplitudes of the test data were located.

7. The theory was validated against the experimental test data.

8. All solutions were decomposed spatially into acoustic modes.

9. For each solution, each spatial mode’s time dependence was decomposed into fundamental/harmonic coeffi-

cients.

10. An error quantity was evaluated for each solution using its double-decomposition.

11. The solution was investigated for the DC valley component.

1.5.1 Model Problem

The model problem selected was: a spinning 1T mode in a 2D cylindrical geometry. The 1T mode is the most

commonly observed cylindrical instability, and data is available for validation of this case. Chapter 2 contains more

details for why this was selected as the model problem.

1.5.2 Evaluating Theories

Each of the theories has its own procedure for simulating the model problem. The theories also have different properties

that limit the maximum amplitude attainable. These are detailed in the respective chapters for each theory.

23



1.5.3 Experimental Validation

To compare with experiment, each theory was evaluated at conditions which gave a solution whose total wave ampli-

tude (pmax − pmin) matched the amplitude of a known test case. The experimental data considered had five such test

cases over a wide range of amplitudes.

In the experimental data, the steepened shape of a wave depended on the amplitude of the wave. To be considered

valid for these waves, each theory was required to predict the correct waveform shape. To evaluate the quality of

each prediction, the solution was used to plot a pressure-versus-time curve at the spatial location corresponding to the

experimental data, which was jointly plotted. This provided a means of visually comparing the two predictions and

determining whether the solution was lining up with experiment.

Additionally, the solutions were evaluated at every point in time available for each test case. The fractional RMS

error of solution against experiment was calculated for each test case:

RMS Errorexperiment =
1
N

∑(
pexperiment − psolution

pexperiment

)2

(1.38)

where N is the number of data points available for a particular test case. This RMS error quantified the match between

experiment and prediction.

1.5.4 Mode/Harmonic Decomposition

Once a solution technique was validated, a decomposition was applied to probe the properties of the acoustic modes

and harmonics of the system.

The decomposition works as follows: Consider a periodic solution to the boundary conditions p(⃗r, t) such that

∇p · n̂ = 0 along the boundaries. At any given moment in time t, the solution can be expressed as a decomposition of

the acoustic modes ψn (which form an orthogonal basis for the problem) as so:

p1(⃗r, t) =
∞∑

n=1

ηn(t)ψn (⃗r) (1.39)

where ηn(t) is the integral

ηn(t) =

∫
V p(⃗r, t)ψn(⃗r)dV∫

V ψ
2
ndV

(1.40)

So long as these ηn are reasonably well-heeled (continuous at all but a finite or possibly countable number of points)

and periodic, they can be decomposed using a discrete Fourier transform:

ηn(t) =
∞∑

m=1

an,m sin(mωt) + bn,m cos(mωt) (1.41)

where ω = 2π f is the angular frequency corresponding to the original periodic frequency f . By integrating over the
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period T = 1
f , the coefficients are found as

an,m =

∫
T ηn(t) sin(mωt)dt∫

T sin2(mωt)dt
(1.42)

bn,m =

∫
T ηn(t) cos(mωt)dt∫

T cos2(mωt)dt
(1.43)

which gives a “double-decomposition” of the original solution p–a representation decomposed in space and time:

p1 (⃗r, t) =
∞∑

n,m=1

(anm sin(mωt) + bnm cos(mωt))ψn (⃗r) (1.44)

Each theory yields this decomposition slightly differently. The CFD solution yields discrete space-time data that

can be interpolated to a function p; p can then be substituted directly into this procedure and the resulting integrals

performed numerically. The perturbation/analytic method of Maslen and Moore allows direct harmonic decomposi-

tion, requiring only spatial integrals of certain numerical functions. The nonlinear oscillator approach actually yields

the ηn directly, so computing anm, bnm requires only the discrete Fourier transform. The energy balance method yields

anm, bnm directly through the limit-cycle amplitudes and frequencies applied to each spatial mode, though only certain

harmonics m are allowed by the theory (i.e., many of the coefficients are zero by assumption).

1.5.5 Error Energy

With this decomposition, the quality of the mode/frequency assumption can be quantified by using energy concepts.

For each mode n, the fraction of energy not in the “dominant” harmonic M is expressed as

Errn =

∑
m,M a2

nm∑
m a2

nm
(1.45)

This can be further reduced to a single number: the ratio of energy in nondominant harmonics to the total energy

in the system. This, however, requires careful inclusion of some constants. While integrating over the sine/cosine

functions produces a single constant that drops out of the equation, the spatial mode shapes are not normalized. So the

total error is given as:

Errharmonics =

∑
m

∑
n not dominant

(∫
V
ψ2

n

)
a2

nm∑
m

∑
n

(∫
V
ψ2

n

)
a2

nm

(1.46)

This error quantifies the quality of the assumption that each mode is ringing at only one frequency. If this error is zero

or small compared with 1, then the assumption was considered to be reasonable.

Similarly, for each harmonic m, the fractional energy not in the “dominant” mode N is expressed as

Em,err =

∑
n,N a2

nm

a2
Nm

(1.47)
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As with the harmonics, this can be reduced to a single error quantity representing the quality of the unshifted-mode-

shapes assumption:

Errmode shapes =

∑
n

∑
m not dominant

(∫
V
ψ2

n

)
a2

nm∑
n

∑
m

(∫
V
ψ2

n

)
a2

nm

(1.48)

The maximum of these two errors was taken as the error for meeting the combined mode/frequency assumption,

as it represents the maximum error of the system with respect to the mode/frequency assumption. This is best under-

stood in the context of a particular system, and several examples are given in Appendix D to demonstrate how this

decomposition and energy error work.

1.6 Summary of Work

To restate briefly: The desire to use acoustic decompositions in combustion stability theories has generated a tension.

Observed cylindrical instabilities show harmonics, but CI theories use the nonharmonic resonant frequencies. The

desire to use linear acoustic modes conflicts with observed frequency shifts. The quality of an underlying assumption–

that the linear acoustic modes can represent the nonlinear solution–is thus questioned. The general lack of experimental

validation of the theories make it difficult to tell where and how the theories require work.

In the present work, several theories were validated against experiment, and used to address the tension between

harmonics and resonance frequencies. The quality of the underlying assumption was quantified using these theories,

showing the assumption to be valid in a wide range of nonlinear steepened cylindrical waves.

Finally, a time-independent, spatially distributed feature common to several theories was observed. Though it

arises from long-standing theories, it has not been remarked upon by the community. Its potential significance as a

feature of cylindrical combustion instabilities is noted, including potential consequences to propulsion system design

and operation.
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Chapter 2

Steepened Wave Experiments

Propulsion and power conversion devices, the devices which exhibit combustion instabilities, are a staple of exper-

imental evidence for the phenomenon. The difficulty of interpreting engine data motivated fundamental academic

experiments, focused on understanding the physics of the problem rather than producing a commercially viable de-

vice. Other experiments relevant to CI were originally motivated by acoustic investigations.

To examine the properties of strong cylindrical waves, it was necessary to locate or create an experiment with de-

tailed measurements of such waves. The experiment needed to be repeatable under well-defined operating conditions,

to have sufficient available data, and to exhibit the nonlinear steepening associated with strong cylinder waves.

During a survey of the experimental work related to combustion instability, one such experiment emerged: Heid-

mann’s rotating gas jet [27], discussed in Section 2.2.

2.1 Survey of Experimental Work

Experimental work in combustion instability is broadly split into three categories: measurements made during device

development programs, focused academic experiments into combustion instability, and acoustics experiments.

2.1.1 Device Development Programs

Each industry that is concerned with combustion instability has its own history of experimental observations. Design-

ers of electric power turbines, aircraft jet engines, solid rocket motors and liquid rocket engines work with different

devices. Though the theories that govern combustion instability are the same across all devices, the different industries

have not always communicated well on the topic.

The work presented here was largely motivated by rocket engine development. Harrje and Reardon reviewed

most of that work that relates to liquid rocket engines in the NASA document which established liquid rocket engine

instability tests and requirements in 1972 [28]. The F-1 liquid rocket engine is, perhaps, the touchstone of that industry.

With a severe instability and an expensive test program, the F-1 engine remains legendary in the combustion instability
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community [1].

Unfortunately, nearly all large liquid rocket development programs in the US predate 1990. Sackheim presented

a time line of these programs [29], shown in Figure 2.1. The lack of large engine development is significant to

combustion instability progress. Large engines have lower resonant frequencies than small engines. Lower frequency

instabilities are easier to measure, and sometimes high frequency instabilities cause fewer system level problems (no

effort is made to measure or understand them).

The available experimental data from programs and experiments before 1990 is sparse at best. There may be

several reasons for this. The political environment of the era prevented detailed information on potentially threatening

technologies from being published. Data acquisition techniques of the time limited how data could be captured and

stored; paper and magnetic tape records may have been accidentally destroyed, thrown out as programs moved on,

deteriorated beyond use, or simply lost. Some of this has been documented for particular cases, as Yang and Oefelein

did for the F-1 engine [1]. However, most of this is conjecture; the general state of affairs is that the data is simply

unavailable with no reasons offered.

Blomshield summarized the historical efforts related to solid rocket motors [2]. Again, many of the development

programs predate 1990, with the commensurate lack of available data. Blomshield’s review also shows that many of

the observed instabilities were intermittent (i.e. non-repeatable).

Figure 2.1: Timeline of large liquid rocket programs, from Sackheim [29]
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2.1.2 Academic CI Research

Some efforts have been made to research combustion instability directly (not as part of an engine development pro-

gram).

Brownlee and Marble (1959) performed a series of experiments where they achieved repeatable results with

tactical-missile size solid rocket motors [30] . Krieg (1964) focused on measuring radial and azimuthal shapes of

cylindrical instabilities [31]. Reardon, Harrje, and Crocco (1962) worked to validate the n − τ hypothesis, and ob-

served longitudinal, 1T and 2T modes [32]. Swithenbank, Clayton, Sotter (1969) instrumented a Corporal engine and

took extensive measurements across the diameter as well as down the length of the engine [33].

Further experimental work has been done in combustion instability, but much or most of it focused on particular

aspects: combustors, injectors, acoustic liners, etc. Few full-scale rocket engines have been instrumented for the study

of combustion instabilities. Blomshield, who tested full-scale tactical missile motors in the 1990’s [34], stands as the

primary counterexample to the trend away from testing with full-scale systems.

As with notable engine development programs, most of these efforts were made before 1970. Many of the ad-

vancements in combustion instability theory postdate these efforts. The data from these well executed experiments is

mostly inaccessible. This state of affairs makes it difficult to validate recent developments in combustion instability

theory.

2.1.3 Longitudinal Wave Experiments

Though the primary interest here is in cylindrical waves, the evidence of strong longitudinal waves provides a baseline

for comparison.

At least as far back as Lord Rayleigh [5], the existence of shocks was predicted. Schlieren photography of attached

shocks goes back nearly as far [35]. Saenger presents a history [36], tracing shock wave theory and experiment as far

back as the eighteenth century, and therefore that survey will not be repeated here. However, the direct observance

of steepened travelling waves requires instrumentation that can capture high-speed transient effects and present them

on timescales and spatial scales appropriate to human senses. It was not until the twentieth century that pressure

transducers and high-speed recording apparatus allowed direct measurement of unsteady pressure.

In the late 1950’s, Saenger drove resonant waves in a long thin tube using a camshaft-piston arrangement [36].

He made high-speed measurements of pressure at several points along the tube, showing the travelling shock waves

(Figure 2.2) anticipated by Riemann and others.

Temkin expanded the work in the direction of varying amplitudes, using a powerful magnetic driver with a rigid

piston [37]. Using a frequency analyzer, he showed that increasing amplitudes led to more harmonic content. Figure

2.3 shows the first and second harmonics rising with increased driving amplitude. This data, presented in great detail

in a technical contract report [38], has been overlooked for its importance in validating high-amplitude wave theories

of all kinds.

Recently, Jacob [20] and Wilson [39] extended this work. Jacob [20] connected the existence of a DC shift in a
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Figure 2.2: Saenger’s steepened pressure traces [36]. Each photograph is a plot showing the pressure variation at the
end of the tube for different driving frequencies.

Figure 2.3: Temkin’s steepened harmonics [38]. Each line plots the relative amplitude of a harmonic versus the nondi-
mensional piston driving length. The relative amplitude is the pressure amplitude of the harmonic (pn, in Temkin’s
notation) divided by the pressure amplitude of the fundamental p1.
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Figure 2.4: Jacob’s measured mean pressure shift [20]. Mean pressure is plotted versus driving frequency, showing a
sharp rise around 56.2 Hz, which is a resonant frequency of the tube.

piston-driven tube–also observed by Saenger [36]–with the same phenomenon observed in rocket motors. DC shift is

a change in the mean pressure caused by nonlinearity in the unsteady solution. Figure 2.4 shows the observed DC shift

in pressure versus driving frequency. Wilson further developed the same apparatus, and quantified the γ dependence

of the nonlinear steepening effect [39].

2.1.4 Cylindrical Wave Experiments

Despite being one of those subjects that is “well understood”, there is little in the experimental literature concern-

ing waves in cylindrical chambers (outside of the combustion instability work). Like longitudinal modes, cylindrical

acoustic modes were understood mathematically long before instrumentation was able to measure them directly. The

author was only able to find three pieces of experimental work on strong waves in cylindrical chambers: Caap and

Monkewitz [40] (radial modes), Phillips [41] (sloshing azimuthal modes and radial modes), and Heidmann [42] (spin-

ning modes).

Caap and Monkewitz attempted to drive finite amplitude nonlinear radial waves. [40] Although they were unable to

push the amplitudes into the strongly nonlinear regime, they did observe and report the presence of the first harmonic

at maximum driving. They also reported detailed wave shape measurements for an isolated radial mode (Figure 2.5),

something the author has been unable to find elsewhere in the literature.

Phillips developed an apparatus similar to that of Temkin [41]. Phillips, however, focused on cylindrical geome-

tries. He was able to excite many different modes, as shown in Figure 2.6, and drove the amplitudes well into the
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Figure 2.5: Caap and Mokewitz’s radial mode shape [40]. The top plot shows relative peak-to-peak pressure amplitude
versus radial location. The bottom plot the phase of measured waves relative to the driving signal, again plotted versus
radial measurement location.

nonlinear regime.

Heidmann (reputedly working with Priem [43]) developed an apparatus that produced powerful cylindrical waves

[42] (apparatus in Figure 2.7). He used an unusual apparatus that could only drive spinning waves (a cylindrical

chamber with a spinning gas jet at the center). Though he could only drive spinning waves, he published waveforms

with amplitudes as high as 24 psi peak-to-peak with “near atmospheric” mean pressure (14.7 psi), and mentioned

observing amplitudes as high as 38 psi. Figure 2.8 shows his chamber response to different driving frequencies, at

various driving amplitudes. Note that Heidmann was able to identify the first three cylindrical spinning modes (1T,

2T, 3T), labelled ”transverse mode” on Figure 2.8.

2.2 The Case for Heidmann’s Experiment

Of the experiments surveyed, Heidmann’s stood out. Unlike many combustion driven waves, the rotating gas jet

experiment demonstrated repeatable results under defined conditions. All the known nonlinear properties of strong

cylindrical waves mentioned in the literature were observable in the reported results. The experiment attained the

highest peak-to-peak amplitude resonant waves of any the author has encountered: 200% of the mean pressure or

higher.

Yet Heidmann’s work seems to have been largely overlooked by the community of combustion instability re-

searchers of the time. Heidmann’s work was published in two NASA technical reports [44] [42] and one AIAA
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Figure 2.6: Phillips’ chamber response [41]. The plot shows the measured sound pressure level versus driving fre-
quency. When the driving frequency is at a resonant frequency, the corresponding mode is excited and observed
pressure waves are much stronger.

Figure 2.7: Heidmann’s apparatus [44].
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Figure 2.8: Heidmann’s chamber response to various excitations [42]. The vertical axis (labelled in three different unit
sets) shows the dimensional peak-to-peak wave amplitudes. The horizontal axis denotes different driving frequencies
in cycles per second (cps). The different symbols and lines each correspond to a flow rate for the jet, i.e., indicates
how strongly the wave is being driven.
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Journal note [26]. A survey of Web of Science at the time of writing showed that Heidmann’s AIAA Journal note

on the work [26] was cited only once, by Caap and Monkewitz [40]. A Google Scholar search showed the technical

reports cited three times: once by a combustion instability technical report [45], once by Heidmann in a later note [46],

and once by Heidmann in the second technical report [42]. This lack of references by the combustion instability theo-

rists (Culick, Yang, Flandro etc.) indicates that, for one reason or another, they did not find the experiment valuable in

their work.

It was apparently thought that Heidmann’s experiment did not accurately reflect the conditions inside a rocket

engine. The flat pancake shaped chamber was thought to have powerful and cross-interacting acoustic boundary

layers on the two cylindrical surfaces. These strongly interacting boundary layers have no analogue in rocket engines,

causing the CI community to consider the work irrelevant. [43]

Heidmann’s attitude regarding this work was perhaps as significant as the CI community’s dismissal. Heidmann

did not see his work on rotating gas jets as a significant fluid dynamic experiment. He apparently viewed his work

as evaluating a novel tool that could one day be used to do “real” combustion instability experiments. One NASA

technical note from the work was entitled “Performance Evaluation of a Rotating Gas Jet...” [44], implying that the

work was a type of technical calibration of equipment. The other NASA technical document was entitled “Empir-

ical Characterization of Some Pressure Wave Shapes...’ [42]’, again indicating that the work was empirical without

connection to theory. The one published note related to the work [26] begins:

Recent experiments have demonstrated a method of generating strong...(spinning) acoustic modes... A

generator of this type could...[be] used to study the dynamic behaviour of physical and chemical phenom-

ena related to propulsion systems (drop breakup, vaporization, burning, solid-propellant burning, acoustic

absorption).

This statement indicates that the experiment was intended to prove a tool for the development of other experiments,

not provide evidence in the validation (or invalidation) of theories.

Perhaps it was thought that nonlinearity and steepening were solved. Then, as now, Maslen and Moore’s work was

often cited, but no papers reproduced the solution for cases other than the one mode presented in the original 1956

work. It was considered to cover everything necessary about nonlinearity in cylindrical waves. Work was beginning

to focus on the linear combustion instability analysis: identifying sources and sinks of unsteady energy.

Whatever the reason, Heidmann’s work was ignored. Considering Jacob’s recent finding (that modelling nonlin-

earity is critical to understanding experiments [14]) the experiment should no longer be ignored. With the need to

validate nonlinear theory as in the present work, the rotating gas jet experiment of Heidmann offers an opportunity to

compare nonlinear theory with well understood experimental waves at very high amplitudes, without the complexities

of combustion devices.

Although the experiment does not accurately reflect the environment of a rocket engine, it does achieve high-

amplitude cylindrical waves. With peak-to-peak amplitudes at 200% of mean pressure, Heidmann may have observed

the strongest standing pressure waves ever recorded. No stronger waves were found in cold flow experiments during

the extensive literature search for such experiments.
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Table 2.1: Summary of Heidmann experiment parameters [44].

Chamber diameter 6 in Two configurations were used: 4” and 6”. The
6” chamber was used for these tests.

Chamber height 1.1 in
Mean temperature 60 F STP (standard temperature and pressure)

Ratio of specific heats, γ 1.4 nitrogen working fluid

Heidmann’s experiment is not a rocket engine experiment. However, it exhibits the 1T and 2T spinning cylindrical

modes. These modes are among the most common experienced by production engines, as they have the lowest frequen-

cies and low frequency oscillations experience less viscous damping (see, for instance, Wilson [39]). The experiment

achieves relative amplitudes (∆p/p0) as high as any combustion instability. It exhibits gas dynamic steepening, just as

combustion instabilities do.

So for any nonlinear theory which claims to predict the limit cycle amplitude and/or the steepened waveform shape

of a rocket engine or any other combustion device:

Theories that predict the nonlinearity of combustion instabilities should be able to predict the nonlinearity of this

experiment.

This experiment therefore offers an opportunity to validate such theories in the context of a system that might be

much easier to model than more typical combustion instability experiments (i.e., engines).

2.3 Model Problem: Spinning Wave

Heidmann’s experiment meets all the criteria sought: cylindrical modes, observed nonlinearity, repeatability, available

data. None of the other experiments offered sufficient data at sufficiently high amplitudes to use for validation of

cylindrical steepening theories.

Therefore, the 1T spinning mode of Heidmann’s apparatus was selected as a model problem. Each theory was

used to model the geometry and flow conditions of this experiment, and each theory was validated against the data

made available in Heidmann’s reports [44] [42].

2.3.1 Description of Experiment

Heidmann’s experiment consists of a shallow cylindrical chamber (Figure 2.7). At the center of one end, a small pipe

protrudes into the chamber. This pipe has an opening on one side, and rotates. By pumping air through the pipe while

it is spinning, a gas jet that rotates around the chamber is created. When this gas jet rotates around the chamber at the

same speed as one of the antinodes of a resonant spinning wave, the resonant mode is excited. Table 2.1 presents the

primary geometric and flow parameter characteristics known or presumed for Heidmann’s experiment.

In Performance Study of Rotating Gas Jet Generator for Strong Travelling Transverse Acoustic Modes [44], plots
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of the pressure variation of 5 1T cylindrical waves at different peak-to-peak amplitudes are recorded with detailed flow

conditions. Figure 2.9 shows each of these test cases. Nominal jet flow rates for each of the jet pressures were reported

in the text of the report, and from Figure 2.10 it was possible to determine the mean pressure conditions for each test.

The known flow parameters that are particular to these five test cases are presented in Table 2.2.

Figure 2.9: 1T spinning mode test cases [44].
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Figure 2.10: Mean pressure in experiment chamber versus jet flow rate [44].

Table 2.2: Summary of Heidmann experiment cases [44]

Case Amplitude Frequency Gas jet pressure Jet flow rate Mean Relative amplitude
∆p f p0

∆p
p0

1 2.8 psi 647 Hz 62.5 psi 0.01 lb/sec 14.7 psi .19
2 5.5 psi 641 Hz 125 psi 0.02 lb/sec 14.8 psi .37
3 10.0 psi 644 Hz 250 psi 0.04 lb/sec 14.9 psi .67
4 15.5 psi 634 Hz 500 psi 0.08 lb/sec 15.3 psi 1.01
5 24.0 psi 629 Hz 1000 psi 0.16 lb/sec 15.7 psi 1.52
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2.3.2 Data Analysis of Spinning Wave

To transform the pressure-time information of Figure 2.9 into digital information (a list of time-pressure pairs of

numbers), the “Digitize Image” feature of Origin 8.6 was used with the following procedure:

1. Identify the two adjacent peaks in the graphic.

2. Establish the horizontal coordinate scale based on frequency (see Figure 2.11).

3. Identify the uppermost and lowermost extremes of the plot.

4. Establish the vertical coordinate scale based on pressure amplitude (see Figure 2.12).

5. Select some number of points on the graphic corresponding to the curve.

6. Export the identified points under the identified coordinate system to file.

7. Scatter-plot the digitized data and compare with the original graphic.

Figure 2.13 shows scatter plots of the resulting digital information, side-by-side with scans of Heidmann’s plots.

This digitized data was used to validate each theory that was used to model strong cylindrical waves.

Figure 2.11: Frequency information and periodic waveform are used to establish horizontal dimensions.

Figure 2.12: Peak/trough in plot and pressure amplitude are used to establish vertical plot dimensions.
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Figure 2.13: The digitized data for each test case is scatter plotted next to the original plot. In top-down order: 647
Hz, 2.8psi peak-to-peak, 641 Hz, 5.0psi peak-to-peak, 644 Hz, 10.0psi peak-to-peak, 634 Hz, 15.5psi peak-to-peak,
629 Hz, 24.0psi peak-to-peak.
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2.4 Summary

An extensive search was performed of the literature concerned with experiments in combustion instability and nonlin-

ear chamber acoustics. Several experiments were identified as possibly providing cylindrical wave data for validation

of theories.

Heidmann’s work with a rotating gas jet was found to have all the characteristics desired for a validation exper-

iment. Heidmann’s data and the experiment (if re-implemented) were evaluated for use in the present and future

validation of combustion instability theories.

Finally, Heidmann’s experimental data was analyzed and digitized to provide a model problem and numerical

values for validation of the theories under consideration in subsequent chapters.
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Chapter 3

Theory 1: Energy Cascade

Energy balance methods have been a successful technique for modelling combustion instabilities. The original linear

energy balance model calculated stability by determining the difference between the addition of energy to a resonant

mode through positive feedback mechanisms, and the energy loss in the mode due to negative feedback mechanisms

[4].

This model has been extended to treat nonlinear transfer of energy between modes [4]. Flandro [18] and Jacob [25]

have predicted limit cycle waveforms and amplitudes using this method. Wilson and Jacob have partially validated

this nonlinear model using the piston-driven shock tube experiment [19].

Here, this model was used in two ways. In extended form, it was used to examine the energy stored in frequency

shifts, and to find a physical description of harmonics in cylindrical waves. In its traditional form, under the assumption

that the nonlinear solution can be modeled by a superposition of linear acoustic modes with sinusoidal time depen-

dence, it was used to simulate the model problem of Chapter 2, showing that it can predict experimental observations

while making the assumption.

3.1 Theory

The theory used here was derived in detail by Jacob [15]. One additional term for non-feedback driving, as derived by

Wilson [39], was added to the nonlinear equation for cylindrical modes derived by Jacob [15]. Appendix A shows that

derivation in detail.

The unsteady pressure p1 (⃗r, t) was assumed to be an expansion in the linear acoustic modes with time-varying

amplitude functions Rn(t). The other unsteady variables (ρ1,T1, u⃗1) are also given in terms of the acoustic modes and

these amplitude functions (see Appendix A).

p1 (⃗r, t) = p0

∞∑
n=1

Rn(t) sin(ωnt)ψn(⃗r) (3.1)

The Rn(t) were assumed to be slowly varying functions of time, i.e., they change on a time scale smaller than the
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fundamental period, τ1T . Jacob has recently generalized this work to allow fast-time considerations [47]. Here,

however, the phases were assumed to be zero as in previous work [25].

A complete set of governing equations for the unknowns Rn(t) were found by inserting this expansion into the

third-order energy balance, then space- and time-averaging the resulting equations. The energy balance equation was

transformed into a set of energy balance equations for each mode. Those energy balance equations became a first

order, nonlinearly coupled set of ODEs:

Ṙn(t) = ζn − αnRn(t) − γ − 1
2γ

ωn

∞∑
m,l=1

FnmlRm(t)Rl(t) (3.2)

with ζn a non-feedback driving coefficient, and αn the linear growth constant (see Appendix A). The coupling matrix

Fnml for cylindrical modes was derived as:

Fnml =
π

κmκl
(Mnml(δ1 + δ2 + δ3) + Nnml(−δ1 + δ2 + δ3))

Mnml =

∫ 1

0
Jn(κnr)Jm(κmr)Jl(κlr)

1
r

rdr

Nnml =

∫ 1

0
Jn(κnr)

(
1
r

Jm(κmr) − κmJm+1(κmr)
) (

1
r

Jl(κlr) − κlJl+1(κlr)
)

rdr

δ1 = δ(n − m − l)

δ2 = δ(n + m − l)

δ3 = δ(n − m + l)

where

δ(m) =

 0 if m , 0

1 if m == 0

3.2 Physical Explanation

One of the two questions posed at the start of this work was:

Why do cylindrical waves steepen into apparent harmonics, despite the natural resonances being nonhar-

monic?

The answer to that question resulting from the energy balance theory was:

Waves steepen into harmonics no matter the geometry or natural frequencies, because of energy stored in

the frequency shift of each mode, and the balance of linear gains/loses and nonlinear coupling to other

energy in the system.
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3.2.1 Amplitude Energy Balance

To understand the energy balance of the frequency shifts, it was first necessary to understand the energy cascade model

as it applies to amplitudes. In the expansion of Equation 3.1, each mode is governed by a time-dependent amplitude,

Rn(t). That amplitude is governed by an energy balance, comes down to Equation 3.2:

dRn(t)
dt

= ζn − αnRn(t) − γ − 1
2γ

ωn

∞∑
m,l=1

FnmlRm(t)Rl(t) (3.3)

In this equation, different terms are competing to change the energy of the mode. ζn provides a constant increase

or decrease of energy (depending on its sign). αn provides a feedback increase or decrease, increasing or decreasing

the mode’s energy depending on the mode’s current energy. And the final term allows other modes to drain energy

from, or add energy to, this mode.

If one mode is unstable (i.e., has positive αn)–or is being driven by a positive ζn–then that mode’s amplitude and

energy will increase until αnRn is equal to the other terms on the right hand side. When this happens, the time derivative

vanishes, and the mode’s energy stops increasing, but it also does not decrease. The energy sources and sinks are in

balance, and a stable limit cycle is achieved.

This process is illustrated in Figure 3.1. The figure, made by Flandro [18], shows the process whereby a strong

mode redistributes energy into higher modes as it increases in amplitude. With an unstable mode, or a powerfully

driven mode, the nonlinear coupling terms start draining energy out of this mode and into other modes. Each of those

modes starts to have its own energy balance fight. If those modes are linearly stable and are not directly driven (often

the case, as usually viscous damping dominates other processes at high frequencies), then those modes experience a

balance between the nonlinear energy coupling (which adds energy to the mode) and linear viscous damping (which

drains energy from the mode).

This energy balance description explained the presence of harmonics in longitudinal geometries as the excitation

of higher modes–which happen to have natural frequencies that are harmonically related to each other. For cylindrical

geometries, this amplitude-only model predicted the excitation of higher modes with their natural frequencies–not

harmonics.

3.2.2 Burnley’s Optimal Energy Transfer

Burnley offered a physical description of the harmonic frequencies [24], using a two-mode expansion for cylindrical

waves derived by Yang and Culick [23] which includes a time-dependent phase relationship between the two modes.

Burnley derived a form for the energy evolution of these two modes:

dE1T

dt
= 2α1T E1T + 2aT E1T R2T cos XT (3.4)

dE2T

dt
= 2α2T E2T + 2bT E2T

R2
1T

R2T
cos XT (3.5)
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Figure 3.1: Nonlinear energy cascade in amplitude Flandro [18]. The blue lines describe the amplitude evolution of
the dominant mode, the yellow lines show the amplitude evolution of higher modes.

where (in Burnley’s notation) En is the energy in a mode, Rn is the amplitude of a mode, aT , bT are constants, and

XT (t) is a function of the frequencies and phases of both modes. The last term in these two equations represents energy

transfer between the two modes. Burnley further demonstrated that this energy transfer is maximal when the second

mode locks onto the first harmonic of the first mode.

This description has two shortcomings. First, this technique does not explain why all modes lock onto harmonics,

since it only addresses two modes. Second, the description is a pair of observations: the experiments show integer

harmonics, and energy transfer between modes is most efficient if the shifted frequencies are harmonic. Burnley does

not offer a physical principle or mathematical justification for why ”most efficient energy transfer” would be sought

by the system.

Despite these shortcomings, the observations have merit. The experiments behave as though efficient energy trans-

fer among modes is required, indicating that theoretical model involving energy transfer should explain the frequency

shifts.

3.2.3 Extended Energy Balance

The energy balance technique of Flandro/Jacob was extended to discuss frequency energy. To do this, the expansion

of Equation 3.1 was altered to allow shifted frequencies:

p(⃗r, t) =
∞∑

n=1

Rn(t) sin(ω′n(t)t)ψn (⃗r) (3.6)
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where ω′n(t) = ωn + ∆ωn(t) is some time-dependent shifted frequency.

Inserting this new expansion into the energy balance equation, volume-integrating, and time-averaging (see the

procedure of Appendix A), the total second-order unsteady energy became

⟨ ∫
V

E2
⟩
=
ρ0

2

∞∑
n=1

AnRn(t)2
(
1 +

ω′n(t)2 − ω2
n

2ω2
n

)
(3.7)

This new form for the unsteady energy indicates that there is energy stored in the frequency shift of each mode. A

complete derivation of an energy balance equation governing the frequency shift was attempted. It is likely that the

further unpublished work of Jacob, which is much more general than that presented in this section, will complete this

energy balance explanation [47].

3.3 Procedure

To solve Equation 3.2 for the model problem of Chapter 2, the following procedure was employed using Mathematica

9:

• Select and order a finite subset of modes to model the system.

• Calculate the coupling matrix Fnml for the selected modes.

• Determine the correct form of driving coefficients ζn for the model problem.

• Use an ansatz technique to find appropriate values for αn, ζn.

• Time-integrate the equations from initial conditions to limit cycle.

• Extract the limit cycle amplitudes and reconstruct the limit cycle waveform.

• Map the solution space: relative peak-to-peak pressure amplitude ∆p/p0 versus driving parameter ζn.

3.3.1 Selection of Modes

To solve for the 1T spinning mode, a solution was first obtained for one 1T sloshing mode with 5 modes; one each of

1T0R, 2T0R, 3T0R, 4T0R and 5T0R modes (each mode number has the sin(nθ) versus cos(nθ) degeneracy, and only

the cosine modes were used).

This is a limited set of modes. Large numbers of modes were attempted, but this was often found to cause stiffness

and nonphysical results (such as negative amplitudes). Experience has shown that this restricted technique leads to

fairly accurate results, as will be shown.
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3.3.2 Determining Coefficients

A Mathematica script was written to compute the spatial coupling integrals:

Mnml =

∫ 1

0
Jn(κnr)Jm(κmr)Jl(κlr)

1
r

rdr (3.8)

Nnml =

∫ 1

0
Jn(κnr)

(
1
r

Jm(κmr) − κmJm+1(κmr)
) (

1
r

Jl(κlr) − κlJl+1(κlr)
)

rdr (3.9)

These coupling integrals also appear in the theories of Chapters 4 and 5. As this third-rank matrix is very expensive to

compute (653 = 274, 625 integrals for 65 modes), the coefficients were computed once for 65 modes, and the results

were saved.1

The use of Mathematica allowed most of the coefficients to be analytically evaluated to zero, as opposed to some

small machine-precision approximation of zero. Knowing which coefficients are analytically zero allows equations

containing them to be simplified analytically before being calculated, lowering the computational cost of simulations.

There are other symbolic calculation programs, such as Maple, which would have allowed for this as well, but numeric

integration routines would not.

The driving coefficients ζn were set to zero for all but the 1T 0R mode, as only that mode is directly driven in the

model problem. An ansatz value for ζ1 was selected, and iterated against the growth constants αn.

Viscous damping is known to induce a frequency-squared dependence on αn:

αn ∝ ω2
n (3.10)

An exact value was not computed. Instead, an ansatz was made for the first coefficient, α1, and the remaining coeffi-

cients were calculated as

αn = α1
ω2

n

ω2
1

(3.11)

These ansatz values for α1 and ζ1 were iterated until the solution reached a limit cycle in about .25 seconds. From

there, ζ1 was varied to achieve different limit cycle amplitudes. See Appendix A for a detailed description for why

these ansatz values were chosen.

3.3.3 Solution

With computed coefficients and chosen values for ζ and α, the governing equations of Equation 3.2 were truncated to

the fixed number of modes N:

dRn(t)
dt

= ζn − αnRn(t) − γ − 1
2γ

ωn

N∑
m,l=1

FnmlRm(t)Rl(t) (3.12)

This equation set was then generated in Mathematica. An example of these equations is given in Figure 3.2.

165 is the number of unique nT mR modes up to n = 5,m = 5.
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Mathematica’s NDSolve routine was then used to integrate uniformly zero initial conditions (Rn(t = 0) = 0)

forward to a limit cycle (R′n(t) ≈ 0) using, e.g., a Runge-Kutta integration routine. NDSolve can use many different

algorithms, and a few were tried, with no significant differences among the solutions.

3.3.4 Amplitude vs. Driving

As the driving coefficient ζ1 was increased from zero, the equations eventually became numerically unstable. Figure

3.3, which shows the maximum and minimum relative pressure values (pmax/p0 and pmin/p0) in the chamber, might

indicate why this happened. As ζ1 passed 1000, the minimum pressure approached 0. Negative pressures often cause

solvers to crash.

Though the system became numerically unstable, it reached high amplitudes before failing. As Figure 3.4 shows,

peak-to-peak wave amplitudes of 2.5 times the mean pressure were achieved in the simulation. All five test cases of

Chapter 2, with a maximum wave amplitude of 1.6 times the mean pressure, were within the practical range of the

model.

3.4 Experimental Validation

The theory was validated against experiment in two ways. First, for each test case, the experimental data and the

solution with matching peak-to-peak amplitude were plotted together, as shown in Figure 3.5. The characteristic

steepening shape–the shift from sinusoidal to a “U” shape–was apparent in both theory and experiment, and the two

visually matched fairly well. Errors in the frequency might be causing the waveforms to appear shifted.

Second, an error was calculated between the predicted and observed waveforms. The error was taken as the root-

mean-square of the fraction error of each pressure measurement i of the M test points available for a given test case:

RMS error =

√√
1
M

∑
i

(
pi,experiment − pi,theory

pi,experiment

)2

(3.13)

R(1)′(t) = −344.919R(2)(t)R(1)(t) − 500.714R(1)(t) − 221.401R(2)(t)R(3)(t)
− 161.204R(3)(t)R(4)(t) − 125.537R(4)(t)R(5)(t) + 160.

R(2)′(t) = 1384.97((R(1)(t))2 − 781.804R(3)(t)R(1)(t) − 2002.86R(2)(t)
− 534.717R(2)(t)R(4)(t) − 404.731R(3)(t)R(5)(t) + 0.

R(3)′(t) = 5941.68R(1)(t)R(2)(t) − 887.504R(5)(t)R(2)(t) − 4506.43R(3)(t) − 1248.24R(1)(t)R(4)(t) + 0.

R(4)′(t) = 6056.59(R(2)(t))2 + 10250.4R(1)(t)R(3)(t) − 8011.42R(4)(t) − 1728.47R(1)(t)R(5)(t) + 0.
R(5)′(t) = 20143.2R(2)(t)R(3)(t) + 15670.7R(1)(t)R(4)(t) − 12517.8R(5)(t) + 0.

Figure 3.2: Sample amplitude equations from Mathematica.
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Figure 3.3: Minimum and maximum relative pressures ( pmax
p0
, pmin

p0
) of energy balance solution to 1T spinning wave

Figure 3.4: Peak-to-peak amplitudes ( pmax−pmin
p0

) of energy balance solution to 1T spinning wave
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Case Wave

1

2

3

4

5

Figure 3.5: Pressure-time comparison of energy balance prediction (in red) to Heidmann experiment (in blue). See
Table 2.2 for information on cases.
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Table 3.1 shows this RMS error for each test point. The 4% to 9% RMS errors observed indicate good agreement.

3.5 Mode/Harmonic Decomposition

The mode/harmonic decomposition seeks to put the solution in terms of coefficients anm, bnm as in Equation 1.44:

p(⃗r, t) =
∞∑

n,m=1

(anm sin(mωt) + bnm cos(mωt))ψn (⃗r) (3.14)

However, the expansion assumed in Equation 3.1 is already in this form:

p1 = p0

∞∑
n=1

Rn(t) sin(ωnt)ψn (3.15)

with bnm ≡ 0 and anm = Rn(t f )δnm (t f the time at limit cycle, and δnm the Kronecker delta function). The first few

coefficients are shown in Table 3.2. Note that since only a small number of purely tangential (azimuthal) modes were

considered, most of the coefficients were zero by assumption.

The error energy of this decomposition is identically zero, indicating that this simulation shows exact agreement

with the mode/frequency assumption. And it should, given that the assumption was made during the derivation of this

model.

3.6 Summary

The energy balance theory was shown to provide a physical explanation of harmonics in strong cylindrical waves:

shifted frequencies store energy and obey an energy balance, which drives the frequency shifts towards harmonics of

the dominant frequency. Further unpublished work anticipated from Jacob [47] was expected to show the exact form

of this energy balance.

The theory was then used in its traditional form–without frequency shifts–to model the experiment. The model

was numerically solved to the maximum amplitude permitted numerically, which was 2.5 times the mean pressure.

Table 3.1: RMS error comparison of energy balance prediction to experiment

Peak-to-peak Relative RMS err
Case ∆p ∆p

p0

1 2.8 psi 0.19 4.15%
2 5.5 psi 0.37 4.55%
3 10.0 psi 0.67 7.02%
4 15.5 psi 1.01 8.94%
5 24.0 psi 1.52 5.36 %
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Table 3.2: Decomposition coefficients for energy balance. Modes n are ordered by natural frequency. sin/cos indicates
the θ-coordinate spatial degeneracy. Harmonics m

m 0 1 2 3 4 5 6
n anm

0 1T0R cos 0 .30 0 0 0 0 0
1 1T0R sin 0 0 0 0 0 0 0
2 2T0R cos 0 0 .06 0 0 0 0
3 2T0R sin 0 0 0 0 0 0 0
4 0T1R – 0 0 0 0 0 0 0
5 3T0R cos 0 0 0 .02 0 0 0
6 3T0R sin 0 0 0 0 0 0 0

m 0 1 2 3 4 5 6
n bnm

0 1T0R cos 0 0 0 0 0 0 0
1 1T0R sin 0 .30 0 0 0 0 0
2 2T0R cos 0 0 0 0 0 0 0
3 2T0R sin 0 0 .06 0 0 0 0
4 0T1R – 0 0 0 0 0 0 0
5 3T0R cos 0 0 0 0 0 0 0
6 3T0R sin 0 0 0 .02 0 0 0

The model was compared against the experiment, which it matched well: 4% to 9% waveform RMS error.

Finally, the solution was decomposed (trivially) to show what a decomposed system that meets the mode/frequency

assumption looks like in coefficients.
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Chapter 4

Theory 2: Steepening

The first approach to predicting flow behavior in a system is to derive analytical solutions from the governing equations.

Maslen and Moore used the tools available to them to generate such a solution to the strong cylindrical wave problem

in 1956 [21]. That solution was and is widely cited whenever strong cylindrical waves are considered.

Maslen and Moore’s solution approach was explored and used to simulate the model problem. The solution

was validated against Heidmann’s experiment–possibly the first time Maslen and Moore’s solution has been directly

compared to experiment. The double-decomposition process was applied to the solution. Finally, a spatially distributed

but time-independent component of the solution was identified as an aspect of strong cylindrical waves, possibly

overlooked by the combustion instability community.

4.1 Theory

An attempt was made to derive a similar solution using more recent developments in nonlinear acoustics, see Appendix

B. The governing equations derived this way agreed with Maslen and Moore’s to second order, and contained fewer

terms at third order. As Maslen and Moore’s derivation made fewer assumptions than the nonlinear acoustics approach,

their older solution was considered better for modeling the problem.

The procedure followed by Maslen and Moore [21] was:

1. State the governing equations (fluid, thermodynamic, state).

2. Reduce the number of field variables (potential flow assumption).

3. Derive a (nonlinear) wave equation (eliminate variables from the governing equations).

4. Reduce the nonlinear problem into a series of linear problems (perturb the wave equation).

5. Apply boundary conditions to solve the first order problem (find the eigenvalue / eigenfunction solution space).

6. Use the first order solutions to solve for second-order corrections to each eigenfunction.

7. Use the first- and second-order solutions to solve for third-order corrections to each eigenfunction.

Under this procedure, Maslen and Moore derived a nonlinear wave equation in velocity potential Φ (with u⃗ =
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−∇Φ). Perturbing that wave equation, they obtained governing equations in the form of modified telegrapher’s equa-

tions:

Φ(x⃗, t) = Φ0 + ϵΦ1 + ϵ
2Φ2 + ϵ

3Φ3 + . . . (4.1)

ϵ = strained/perturbation parameter < 1 (≪ 1 for analytic convergence) (4.2)

Φ0 = constant ≡ 0 (no mean flow) (4.3)

∂2Φ1

∂t2 − c2
0∇2Φ1 = 0 (4.4)

∂2Φ2

∂t2 − c2
0∇2Φ2 = −

∂

∂t

∇Φ1 · ∇Φ1 +
γ − 1
2a2

0

∂Φ1

∂t
∂Φ1

∂t

 (4.5)

∂2Φ3

∂t2 − c2
0∇2Φ3 = −

∂

∂t

2∇Φ1 · ∇Φ2 +
γ − 1

a2
0

∂Φ1

∂t
∂Φ2

∂t

 (4.6)

− 1
2
∇Φ1 · ∇

(
∇Φ1)2

)
+
γ − 1

2
(∇Φ1)2 ∂

2Φ1

∂t2

− (γ − 1)2 ∂Φ1

∂t
∂Φ1

∂t
∂2Φ1

∂t2

− ∂

∂t

[
(γ − 1)∇Φ1 · ∇Φ1

∂Φ1

∂t

]

Appendix B gives a derivation of similar equations that shows the process in greater detail.

They then state the solutions to these equations, in terms of well-known functions (such as sine and cosine) as

well as some unusual functions Pi j(r) (the solutions to inhomogeneous Bessel equations stated in their articles). For

spinning modes, those solutions are:

p = p0 ∗ (1 + ϵp1 + ϵ
2 p2 + ϵ

3 p3 + . . .) (4.7)

p1 = −γP10 cos(ωnt + nθ) (4.8)

p2 = −2γP20 cos(2ωnt + 2nθ) − 2γP23 (4.9)

p3 = −4γP30 cos(3ωnt + 3nθ) − γP34 cos(ωnt + nθ) (4.10)

Maslen and Moore laid out, in complete detail, the exact equations and boundary conditions that govern these

Pi j(r) functions [21], with only one notation difference. They used α = r/R, the nondimensional radial coordinate

variable: Pi j(α).
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4.2 Physical Explanation

One of the two questions posed in the introduction concerns the “why” of cylindrical harmonics:

Why do cylindrical waves steepen into apparent harmonics, despite the natural resonances being nonhar-

monic?

The answer to that question resulting from the mode-steepening theory is:

Waves steepen into harmonics no matter the geometry or natural frequencies, because the wave is a single,

coherent periodic fluid dynamic motion. Though it changes shape due to nonlinearity, it remains periodic

and therefore spectral analysis will only reveal harmonics.

This explanation was found to be common to two ways of thinking about steepening: speed-of-sound variations, and

nonlinear amplifiers.

4.2.1 Speed-of-Sound and Wave Reflections

Maslen and Moore introduced the subject of cylindrical waves steepening with a discussion of the traditional plane-

wave steepening explanation. They described waves steepening due to the change in wave speed: part of the wave

“catches up” to the leading edge of the wave, causing each pulse to steepen into a shock (see Figure 4.1).

Maslen and Moore stated that cylindrical waves do not behave in the same way, however, due to wave reflections.

When a wave is turned, part of the wave scatters (Figure 4.2). In a cylindrical chamber, the wall is continuously turning

the wave, leading to a changed waveform. This explanation seems reasonable, though no detailed mathematics were

offered in support of it.

4.2.2 Nonlinear Amplifiers

The method of strained parameters offered yet another explanation. Each of the Equations 4.4 to 4.6 can be thought of

as a linear operator equation in the form:

L[y] = f (x) (4.11)

where L is the wave equation operator, y is the solution at the next order, and f (x) is some polynomial function of the

previous orders. Looked at this way, each successive correction is a nonlinearly amplified version of previous orders.

Since the nonlinearity is polynomial of finite order and the excitation is sinusoidal, each successive solution will only

contain sum-and-difference frequencies of the excitation, i.e., harmonics.

All three points of view led to the same conclusion: the wave is transformed nonlinearly, but it remains a periodic

wave, and can thus only contain harmonics.
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Figure 4.1: Longitudinal/planar steepening diagram. The horizontal axis is a distance coordinate x − ct for which the
wave appears to be standing still. The progression from top to bottom shows how a wave tries to become multi-valued
due to differing wave speeds, and collapses to a shock.

Figure 4.2: Turn-scattering of an acoustic pulse (from [21]). An initial pulse P becomes a continuing pulse P′ plus a
scattered pulse P′′.
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4.3 Procedure

To simulate the model problem of Chapter 2, the following procedure was used:

• The functions Pi j(r) were numerically evaluated using Mathematica.

• The Maslen/Moore pressure solutions of Equation 4.7 were calculated for a range of ϵ’s, and peak-to-peak

amplitudes calculated.

• The solutions were plotted and validated against the five test cases of Chapter 2.

• The solutions were analytically and numerically decomposed into modes/harmonics, and the frequency/mode

assumption examined.

• The solution was plotted with and without the zero-frequency component, revealing a nontrivial contribution to

the overall wave shape.

4.3.1 Numerical Solutions

With modern computers, numerically evaluating Maslen and Moore’s solution seemed like a trivial task. However,

the inhomogeneous Bessel equations that define the solution functions Pi j(r) are singular at r = 0. Solving them

numerically was more difficult than anticipated.

One approach was to enforce the boundary conditions at r = ϵ0 << 1 instead of at r = 0. This method was used in

the solution that follows. At second order, this gave solutions similar to, but not identical to, Maslen and Moore’s. At

third order, many of the functions were quite different from Maslen and Moore’s (see Figure 4.3).

It is unclear which of the two numerical evaluations is more accurate. The modern numerical solutions were used,

as those solutions validated against experiment.

4.3.2 Amplitude vs. Epsilon

It is fairly common for perturbation solutions to be accurate well beyond the validity of the perturbation assumption.

In this case, that corresponds to situations where ϵ ≪ 1 does not hold. Solutions were tested up to ϵ = 2. Throughout

this range, the equations never became numerically unstable. Negative pressure appeared for ϵ ≥ 1.5, making the

solution physically invalid for that range (Figure 4.4). For ϵ < 1.5, the maximum pressure increased more rapidly than

the minimum pressure declined, allowing the wave to reach amplitudes a purely sinusoidal wave could not reach. Pure

sinusoidal variation around a mean value has a maximum valid peak-to-peak amplitude of twice the mean value.

As Figure 4.5 shows, peak-to-peak wave amplitudes of 3.5 times the mean pressure were achieved in valid simu-

lations (i.e., no negative pressures, with ϵ < 1.5). As a point of comparison, this was the same maximum amplitude

achieved with the method of Chapter 3. All five test cases of Chapter 2, with a maximum wave amplitude of 1.6 times

the mean pressure, were within the practical range of the model.
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(a) (b)

Figure 4.3: (a) Maslen and Moore’s Pi j functions, evaluated for n = 1, as reported by Maslen and Moore. (b) The Pi j

functions, as recreated by the author. Both plots have the same axes: a nondimensional solution function along the
vertical, and the nondimensional radial coordinate variable r/R along the horizontal.

Figure 4.4: Minimum and maximum relative pressures ( pmax
p0
, pmin

p0
) of Maslen/Moore 1T spinning wave solution.
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Figure 4.5: Peak-to-peak amplitudes ( pmax−pmin
p0

) of Maslen/Moore 1T spinning wave solution.

4.4 Experimental Validation

The theory was validated against experiment in two ways. First, for each test case, the experimental data and the

solution with matching peak-to-peak amplitude were plotted together, as shown in Figure 4.6. The characteristic

steepening shape–the shift from sinusoidal to a “U” shape–is apparent in both theory and experiment, and the two

visually match fairly well through the first 3 test cases. At high amplitudes–corresponding to values of ϵ above 0.5–

it is probable that the shape began to deviate because of the truncation to third-order (ϵ5 = ϵ4 = ϵ3 for ϵ = 1, so

higher-order terms should contribute nontrivially). Even so, the high-amplitude predictions were not as bad as would

be expected, being in an invalid range of the perturbation expansion.

Second, an error was calculated between the predicted and observed waveforms. The error was taken as the root-

mean-square of the fractional error of each pressure measurement i of the M test points available for a given test

case:

RMS error =

√√
1
M

∑
i

(
pi,experiment − pi,theory

pi,experiment

)2

(4.12)

Table 4.1 shows this RMS error for each test point. The first three cases showed minimal error (< 4%), while the error

grew sharply for the higher amplitude test cases: 7% and 10%.
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1

2

3

4

5

Figure 4.6: Pressure-time comparison of Maslen/Moore analytic prediction to Heidmann experiment. See Table 2.2
for information on cases.
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Table 4.1: RMS error comparison of Maslen/Moore prediction to experiment

Case Peak-to-peak (dimensionless) RMS err
∆p ∆p

p0

1 2.8 psi 0.19 2.61%
2 5.5 psi 0.37 2.58%
3 10.0 psi 0.67 4.46%
4 15.5 psi 1.01 7.56%
5 24.0 psi 1.52 9.98%

4.5 Mode/Harmonic Decomposition

Maslen and Moore predicted a distorted shape for strong waves by directly distorting a single mode. More recent

theories have predicted the distorted wave shape using a superposition of undistorted linear modes. As described in

Chapter 1, a mode/harmonic deconstruction was used to address the question of whether Maslen and Moore’s shifted

mode shapes are different from a superposition of natural modes.

Maslen and Moore gave the pressure solution to Equation 4.1 for a spinning wave. In the following equations, Pi j

are functions of the radial variable only, and depend on solutions to complicated inhomogeneous Bessel equations.

p = p0 ∗ (1 + ϵp1 + ϵ
2 p2 + ϵ

3 p3 + . . .) (4.13)

p1 = −γP10 cos(ωnt + nθ) (4.14)

p2 = −2γP20 cos(2ωnt + 2nθ) − 2γP23 (4.15)

p3 = −4γP30 cos(3ωnt + 3nθ) − γP34 cos(ωnt + nθ) (4.16)

These can be analytically decomposed for their temporal harmonic content:

p = pm(r, θ) + p0

3∑
n=1

pnc(r, θ) cos(nωnt) + pns(r, θ) sin(nωnt) (4.17)

pm(r, θ) = p0 ∗ (1 − 2ϵ2γP23(r)) (4.18)

(4.19)

p1c = −ϵγ
[
P10(r) + ϵ2P34(r)

]
cos(nθ) (4.20)

p1s = ϵγ
[
P10(r) + ϵ2P34(r)

]
sin(nθ) (4.21)

(4.22)
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p2c = −ϵ22γP20(r) cos(2nθ) (4.23)

p2s = ϵ22γP20(r) sin(2nθ) (4.24)

(4.25)

p3c = −ϵ34γP30(r) cos(3nθ) (4.26)

p3s = ϵ34γP30(r) sin(3nθ) (4.27)

(4.28)

The decomposition coefficients anm, bnm could then be evaluated as:

anm =

∫
pms(r, θ)ψn(r, θ)dr r dθ (4.29)

bnm =

∫
pmc(r, θ)ψn(r, θ)dr r dθ (4.30)

A complete set of example coefficients for a high-amplitude (ϵ = 1.1) simulation is given in Tables 4.2 and 4.3.

4.5.1 Assumption Examined

The second of the two primary questions posed at the start concerned the quality of an assumption:

How much error is created by the mode/frequency assumption of Equation 1.32?

As described in Chapter 1, the mode/harmonic coefficients determined from Maslen and Moore’s solution were used

to address this question.

Note that from Tables 4.2 and 4.3, the solution does not exactly match a solution containing sinusoidally excited

linear acoustic modes. That would require all but one element in each column to be very small or zero. However,

there are multiple nontrivial coefficients in at least the m = 1 column associated with the fundamental frequency. The

solution does match the assumption that each linear acoustic mode is ringing at only one frequency: each row contains

at most one nontrivial coefficient.

This indicated “shifted mode shapes”: by summing the contributions for each column, a new mode shape was seen

to be ringing at each frequency:

R′mψ
′
m (⃗r) =

∑
n

anmψn(⃗r) (4.31)

To quantify the change in the solution with and without the assumption, the coefficients were examined with an

energy-error method as described in Chapter 1. Note that this error addressed a different question from the RMS ex-

periment error. The RMS experiment error addressed the issue of whether the solutions agreed with physical evidence.

This energy error addressed the question of whether the theory agrees with the mode/frequency assumption.
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Table 4.2: anm decomposition coefficients for Maslen/Moore. Modes n are ordered by natural frequency. sin/cos
indicates the θ-coordinate spatial degeneracy. Harmonics m are numbered from m = 1 for the fundamental frequency.
Coefficients with values smaller than .001 are displayed as λ.

m 0 1 2 3
m anm

0 1T0R sin λ 1.013060 λ λ
1 1T0R cos λ λ λ λ
2 2T0R sin λ λ -1.281840 λ
3 2T0R cos λ λ λ λ
4 0T1R – -0.222832 λ λ λ
5 3T0R sin λ λ λ 0.411064
6 3T0R cos λ λ λ λ
7 4T0R sin λ λ λ λ
8 4T0R cos λ λ λ λ
9 1T1R sin λ -0.144673 λ λ

10 1T1R cos λ λ λ λ
11 2T1R sin λ λ 0.028957 λ
12 2T1R cos λ λ λ λ
13 0T2R – 0.016478 λ λ λ
14 3T1R sin λ λ λ -0.001445
15 3T1R cos λ λ λ λ
16 1T2R sin λ 0.006040 λ λ
17 1T2R cos λ λ λ λ
18 4T1R sin λ λ λ λ
19 4T1R cos λ λ λ λ
20 2T2R sin λ λ -0.009517 λ
21 2T2R cos λ λ λ λ
22 0T3R – -0.006684 λ λ λ
23 3T2R sin λ λ λ 0.004317
24 3T2R cos λ λ λ λ
25 1T3R sin λ 0.011526 λ λ
26 1T3R cos λ λ λ λ
27 4T2R sin λ λ λ λ
28 4T2R cos λ λ λ λ
29 2T3R sin λ λ 0.005385 λ
30 2T3R cos λ λ λ λ
31 0T4R – 0.005940 λ λ λ
32 3T3R sin λ λ λ -0.015068
33 3T3R cos λ λ λ λ
34 1T4R sin λ -0.002542 λ λ
35 1T4R cos λ λ λ λ
36 4T3R sin λ λ λ λ
37 4T3R cos λ λ λ λ
38 2T4R sin λ λ -0.003615 λ
39 2T4R cos λ λ λ λ
40 3T4R sin λ λ λ λ
41 3T4R cos λ λ λ λ
42 4T4R sin λ λ λ λ
43 4T4R cos λ λ λ λ
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Table 4.3: bnm decomposition coefficients for Maslen/Moore. Modes n are ordered by natural frequency. sin/cos
indicates the θ-coordinate spatial degeneracy. Harmonics m are numbered from m = 1 for the fundamental frequency.
Coefficients with values smaller than .001 are displayed as λ.

m 0 1 2 3
m bnm

0 1T0R sin 0 λ λ λ
1 1T0R cos 0 -1.013130 λ λ
2 2T0R sin 0 λ λ λ
3 2T0R cos 0 λ 1.282640 λ
4 0T1R – 0 λ λ λ
5 3T0R sin 0 λ λ λ
6 3T0R cos 0 λ λ -0.410909
7 4T0R sin 0 λ λ λ
8 4T0R cos 0 λ λ λ
9 1T1R sin 0 λ λ λ

10 1T1R cos 0 0.144722 λ λ
11 2T1R sin 0 λ λ λ
12 2T1R cos 0 λ -0.029253 λ
13 0T2R – 0 λ λ λ
14 3T1R sin 0 λ λ λ
15 3T1R cos 0 λ λ 0.001448
16 1T2R sin 0 λ λ λ
17 1T2R cos 0 -0.006157 λ λ
18 4T1R sin 0 λ λ λ
19 4T1R cos 0 λ λ λ
20 2T2R sin 0 λ λ λ
21 2T2R cos 0 λ 0.009648 λ
22 0T3R – 0 λ λ λ
23 3T2R sin 0 λ λ λ
24 3T2R cos 0 λ λ -0.004337
25 1T3R sin 0 λ λ λ
26 1T3R cos 0 -0.011484 λ λ
27 4T2R sin 0 λ λ λ
28 4T2R cos 0 λ λ λ
29 2T3R sin 0 λ λ λ
30 2T3R cos 0 λ -0.005356 λ
31 0T4R – 0 λ λ λ
32 3T3R sin 0 λ λ λ
33 3T3R cos 0 λ λ 0.015062
34 1T4R sin 0 λ λ λ
35 1T4R cos 0 0.002480 λ λ
36 4T3R sin 0 λ λ λ
37 4T3R cos 0 λ λ λ
38 2T4R sin 0 λ λ λ
39 2T4R cos 0 λ 0.003672 λ
40 3T4R sin 0 λ λ λ
41 3T4R cos 0 λ λ λ
42 4T4R sin 0 λ λ λ
43 4T4R cos 0 λ λ λ
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Figure 4.7: Plot of energy error versus perturbation ϵ.

Figure 4.7 shows this energy-error varying with the perturbation parameter ϵ. The maximum error shown, approx-

imately 0.5%, indicated that at very large amplitudes, the energy stored in nondominant modes in Maslen and Moore’s

solution is minimal. This means that while the mode shapes do shift, those shifted mode shapes do not significantly

change the solution.

4.6 DC Valley

The m = 0 columns of Tables 4.2 and 4.3 show a nontrivial component of the solution with zero-frequency. This

component was apparent from Equation 4.7, but was not anticipated by the other theories motivating this work.

To understand how this steady component contributes to the overall wave, the wave was plotted with and without

this component, as in Figure 4.8. The oscillatory component of that figure spins around the chamber, while the steady

component does not change with time. The effect of adding the steady component to the oscillatory component is to

flatten out a saddle-shaped region near the center of the wave, making the wave a steeper surface.

4.7 Summary

Maslen and Moore’s solution was examined and recreated, then applied to the model problem. The solution was

validated to an accuracy of 4% within the validity of the perturbation expansion (ϵ < .5), and to an accuracy of 10%

to the limit of physically accurately solutions (ϵ = 1.5).
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Oscillatory component Steady component (DC valley)

Combined solution

Figure 4.8: DC valley in Maslen and Moore. Surface height indicates pressure value (nondimensional: p/p0), hori-
zontal axes are x, y coordinates.
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Maslen and Moore’s solution was found to be approximated well by a four-mode expansion with one frequency

per mode: < 0.5% of total energy is missed by such an expansion at ϵ = 1.1.

Finally, the solution was noted to contain a time-independent, spatially distributed component given primarily by

the 0T1R mode.
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Chapter 5

Theory 3: Oscillators

By assuming a general time dependence for each mode (instead of sinusoidal time dependence), several investigators

[12] [23] [48] have found coupled, second-order ordinary differential equations governing the system.

These second-order equations take the form of a set of damped, driven, nonlinearly coupled harmonic oscillators.

This led to a new physical explanation of the presence of harmonics in strong waves: a “harmonic cascade” through

nonlinearly coupled oscillators.

Previously, there were few direct comparisons between this theoretical approach and experiment. Here, the theory

was applied to the model 1T spinning wave problem and validated against experiment.

This oscillator approach also allowed further evaluation of the mode/frequency assumption. The generalized time

functions allowed the solutions to have shifted modes and multiple-frequencies-per-mode. Applying the double-

decomposition of Chapter 1 to these solutions enabled quantification of the assumption to more harmonics than the

solution offered by Maslen and Moore (Chapter 4).

5.1 Theory

The nonlinear oscillator equations of Culick and Yang [23] were used to simulate the model problem.

5.1.1 Expansion

The fluid dynamic variables were assumed to take the form of an expansion in the linear acoustic modes:

p1 = p0

∞∑
n=1

ηn(t)ψn (⃗r) (5.1)

u⃗1 =

∞∑
n=1

1
γκ2

n
η̇n(t)∇ψn (⃗r) (5.2)

The other fluid dynamic variables were also computed in terms of ηn and ψn.
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No assumption was made about the form of time dependence, ηn(t). The goal of this approach was to find governing

equations for these functions, then solve for them numerically. The resulting solutions to ηn(t) could have any structure

allowed by the equations. It is not constrained (as is the usual practice) to a sinusoidal function with one frequency

and slowly varying amplitude and phase. In particular, ηn(t) could have any number of harmonics, or it could even

have continuous nonharmonic frequency content.

5.1.2 Governing Equations

Restated from Culick and Yang [23]:

η̈n + ω
2
nηn = −

∞∑
m,l=1

η̇mη̇l
1

γAnκ
2
l κ

2
m

(
1
2

(κ2
n − κ2

m + κ
2
l )Bnml + κ

2
l Bnml − γκ2

mκ
2
l Cnml

)

−
∞∑

m,l=1

ηmηl
−a2

0

γAn

(
−Bnml + κ

2
l Cnml + Bnml − γκ2

l Cnml

)
(5.3)

with the spatial dependence reduced to coefficients:

An =

∫
V
ψ2

n dV (5.4)

Bnml =

∫
V
ψn∇ψm · ∇ψl dV (5.5)

Cnml =

∫
V
ψnψmψl dV (5.6)

Note that Bnml,Cnml are the same as Mnml,Nnml from Chapter 3. Values calculated for one theory were reused for

the other.

5.2 Physical Explanation

One of the two questions posed in the introduction concerns the “why” of cylindrical harmonics:

Why do cylindrical waves steepen into apparent harmonics, despite the natural resonances being nonhar-

monic?

A new explanation was developed from the nonlinear oscillator theory:

When only one frequency is driven or has positive feedback in a set of nonlinearly coupled oscillators, the

nonlinear coupling cascades harmonics of that frequency through the system as a form of driving on each

individual oscillator.
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5.2.1 The Harmonic Cascade

Consider Culick’s nonlinear oscillator equation:

η̈n + ω
2
nηn − 2αnη̇n =

n−1∑
m=1

(Anmηmηn−m + Bnmη̇mη̇n−m) +
∞∑

m=1

(Cnmηmηn+m + Dnmη̇mη̇n+m) (5.7)

Now suppose that the first mode, η1, is being driven by sin(ωt), making no assumptions about ω (i.e., it might not

be a natural frequency of the system at all). Assume all initial conditions are zero: ηn(0) = η̇n(0) = 0.

Induction: Step 0. Consider the first mode at t = 0. The equation of motion simplifies to

η̈1 + ω
2
1η1 − 2α1η̇1 = sin(ωt) +

1−1∑
m=1

(A1mηmη1−m + B1mη̇mη̇1−m) +
∞∑

m=1

(C1mηmη1+m + D1mη̇mη̇1+m) (5.8)

= sin(ωt) (5.9)

because the first sum has no terms, and in the second sum all terms are initially zero.1Solve this equation, to obtain the

particular solution to the damped driven simple harmonic oscillator:

η1(t) = a1 sin(ωt + θ1) (5.10)

Likewise, since all the higher modes simplify to a simple harmonic oscillator equation, but without forcing and

with zero initial conditions, those modes have only the trivial solutions at this time:

ηn(t) = 0 , n > 1 (5.11)

Induction: Step 1. Consider the system at some incrementally later time, t′. The equation and solution for the first

mode remain unchanged.

Consider the second mode. Since the first mode (and only the first mode) now has a non-zero solution, the equation

of motion for the second mode becomes

η̈2 + ω
2
2η2 − 2α1η̇2 =

2−1∑
m=1

(A2mηmη2−m + B2mη̇mη̇2−m) +
∞∑

m=2

(C2mηmη2+m + D2mη̇mη̇2+m) (5.12)

= A21η1η1 (5.13)

= A21a2
1 sin2(ωt + θ1) (5.14)

= S 1 + S 2 sin(2ωt + θ2) (5.15)

where all terms on the right-hand-side not involving the first mode are uniformly zero.

1This is the essential assumption of the proof, that the system can be considered in small periods of time.
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Setting M = 1 (anticipating the next step of the proof), the solution to this equation takes the form

η2(t) =
2M∑
k=0

a2k sin(kωt + θ2kt) (5.16)

Note that η1 can be written in this form as well.

Again, since all higher modes contain no non-zero terms on the right hand side of the simple harmonic oscillator

equation, those modes have only the trivial solution:

ηn(t) = 0, n > 2 (5.17)

Induction: Step N. Now consider the system after some time t’. The modes are ringing according to

ηn(t) =


∑M

k=0 ank sin(kωt + θnk), n ≤ N

0, n > N
(5.18)

Consider a mode n ≤ 2N.

η̈n + ω
2
nηn − 2αnη̇n =

n−1∑
m=1

(Anmηmηn−m + Bnmη̇mη̇n−m) +
∞∑

m=1

(Cnmηmηn+m + Dnmη̇mη̇n+m) (5.19)

=

n−1∑
m=1

(Anmηmηn−m + Bnmη̇mη̇n−m) +
2N∑

m=1

(Cnmηmηn+m + Dnmη̇mη̇n+m) (5.20)

=

2N∑
m=1

M∑
j,k=0

Rnmk j sin( jωt) sin(kωt) (5.21)

=

2N∑
m=1

2M∑
l=0

R′nml sin(lωt + θnml) (5.22)

This has a solution of the form

ηn(t) =
2M∑
k=0

ank sin(kωt + θnk), n ≤ 2N (5.23)

For n > 2N, all the right-hand-side terms are zero, and again the trivial solutions

ηn(t) = 0, n > 2N (5.24)

result.

Thus, given that at a time t up to N modes are ringing at only harmonics of the driven frequency, then after time t,

up to 2N modes are ringing at only harmonics of the driven frequency, and all other modes will have no excitation.

By induction, only harmonics of the driven system ever appear.
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5.2.2 Generalization

This argument generalizes to the situation where at most M modes either have positive growth (are “linearly unstable”)

or are directly driven. Each mode appears as a damped-driven harmonic oscillator. Only the natural frequencies of

unstable modes will give rise to limit cycles; all other frequencies will decay. This is a property of the homogeneous,

also called the transient, solutions associated with non-driven natural frequencies.

With the only surviving frequencies belonging to unstable or driven modes, the sum and difference frequencies of

those modes will survive due to the nonlinear, coupling nature of the inter-modal driving terms. Sum and difference

frequencies of each mode with itself lead to harmonics. The case of multiple unstable or driven frequencies leads to

chaotic-looking solutions2.

It is out of the scope of this chapter to address the question of whether and to what degree multiple unstable

modes have been observed in combustion instabilities. The things to look for are: noisy or random pressure signa-

tures that transform to a more ordered spectrum consisting of a few dominant frequencies, their harmonics, and their

sum/difference frequencies.

5.3 Procedure

Solving Equation 5.3 numerically for the ηn functions of time was a multi-stage process:

• Numerically compute values for frequency for each mode, and order the modes by frequency (ωn ≤ ωn+1).

• Numerically compute values for the tensors An, Bnml,Cnml by numerically integrating the appropriate functions

(ψn,∇ψn).

• Program the equations and initial conditions.

• Numerically integrate the equations forward in time (with e.g. a Runge-Kutta routine).3

Initially, this was done using initial conditions corresponding to a spinning wave (the first two modes started with

out-of-phase initial conditions, all other modes zero). However, the results appeared chaotic. It was determined that

the natural (nonharmonic) frequencies of several of the non-fundamental modes were ringing indefinitely with limit

cycle amplitudes. Therefore, the equations were altered to be damped-driven-nonlinear oscillators, as follows:

η̈n − αnη̇n + ω
2
nηn = Fn −

∞∑
m,l=1

η̇mη̇l
1

γAnκ
2
l κ

2
m

(
1
2

(κ2
n − κ2

m + κ
2
l )Bnml + κ

2
l Bnml − γκ2

mκ
2
l Cnml

)
(5.25)

with αn = Dω2
n. Driving a spinning wave then consisted of uniformly zero initial conditions, with F1 = F sin(ω1t), F2 =

F cos(ω2t), Fn = 0 (n > 2), remembering that ω1 = ω2 because the first two modes are the sin and cos solutions of the

same Bessel function and root.

This, then, added two steps to the simulations:

2Chaotic-looking signals are signals which appear to be noisy or random with possibly some periodicity, but which result from structured
deterministic systems.

3Integration was performed with the default routine of Mathematica 9’s “ndsolve” function. The default routine uses an adaptive Runge-Kutta
solver for initial-value-problems with known Jacobians. Other integration routines were tried, with no difference to the solution.
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Figure 5.1: Minimum and maximum relative pressures ( pmax
p0
, pmin

p0
) of oscillator 1T spinning wave solution.

• Determine appropriate values for D.

• Perform the full simulation process for varying values of F.

All of this was accomplished using Mathematica 9, and the complete simulation results for one value of F are presented

in Appendix C.

5.3.1 Driving vs. Amplitude

Simulations for the 1T spinning mode were run with varying values of forcing amplitude F. The first 44 spatial mode

shapes were included (up to 5 modal diameters and 5 nodal circles, with sin(θ), cos(θ) degeneracies). The solutions

became numerically unstable above values of F corresponding to peak-to-peak amplitudes of 1.2p0.

Figure 5.1 shows the progression of maximum and minimum pressure as F is increased from zero. Note that

the minimum pressure never goes below 0.7p0, which is quite different from the simulations of Chapters 3 and 4.

This suggests that a different numerical instability is limiting the process. The specific error attained was “step size is

effectively zero”. As this numerical technique captured the oscillation directly in the numerical solution, this suggested

that the solution was varying too fast for the solver’s precision.4

Peak-to-peak amplitudes were calculated for the limit cycle wave of each simulation run. Figure 5.2 shows these

peak-to-peak amplitudes plotted against the forcing constant, F. The maximum amplitude attained with this method

was 1.2p0, significantly lower than the 2.5p0 attained with the theories of Chapters 3 and 4.

4A 64-bit version of Mathematica 9 was employed using machine precision: 64-bit.
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Figure 5.2: Peak-to-peak amplitudes ( pmax−pmin
p0

) of oscillator 1T spinning wave solution.

5.4 Experimental Validation

Note that the maximum attained peak-to-peak amplitude with the oscillator theory was 1.2p0, which excludes one of

the test cases.

The theory was validated against the model experiment of Chapter 2 in two ways. First, for each test case, the

experimental data and the solution with matching peak-to-peak amplitude were plotted together, as shown in Figure

5.3. The characteristic steepening shape–the shift from sinusoidal to a “U” shape–is apparent in both theory and

experiment, and the two visually match fairly well for all four test cases. Though this theory was unable to model the

highest-amplitude case, this nonlinear oscillator approach produced waveforms that were more visually similar to the

experiments than the waveforms produced by the theories of Chapters 3, 4 and 6.

Second, an error was calculated between the predicted and observed waveforms. The error was taken as the root-

mean-square of the fractional error of each pressure measurement i of the M test points available for a given test

case:

RMS error =

√√
1
M

∑
i

(
pi,experiment − pi,theory

pi,experiment

)2

(5.26)

Table 5.1 shows this RMS error for each test point. The first three cases showed minimal error (< 4%), while the error

grew somewhat for the higher amplitude case to 7%.

74



Case Wave

1

2

3

4

Figure 5.3: Pressure-time comparison of nonlinear oscillator prediction (in red) to Heidmann experiment (in blue).
See Table 2.2 for information on cases.
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5.5 Mode/Harmonic Decomposition

The mode/harmonic decomposition seeks to put the solution in terms of coefficients anm, bnm as in Equation 1.44:

p(⃗r, t) =
∞∑

n,m=1

(anm sin(mωt) + bnm cos(mωt))ψn (⃗r) (5.27)

The expansion assumed in Equation 5.1 was already halfway in this form:

p1 = p0

∞∑
n=1

ηn(t)ψn (⃗r) (5.28)

with the only required calculation being the temporal decomposition:

anm =

∫ τ

t=0 sin(mωt)ηn(t)dt∫ τ

t=0 sin2(mωt)dt
(5.29)

bnm =

∫ τ

t=0 cos(mωt)ηn(t)dt∫ τ

t=0 cos2(mωt)dt
(5.30)

with τ the period of oscillation. Tables 5.2 and 5.3 show an example set of decomposition coefficients for one oscillator

simulation.

5.5.1 Assumption Examined

The second of the two primary questions posed at the start of the work concerned the quality of an assumption:

How much error is created by the mode/frequency assumption of Equation 1.32?

To restate the mode/frequency assumption: the total nonlinear wave solution can be described as a superposition of

linear acoustic modes, each ringing at a single frequency. As described in Chapter 1, the mode/harmonic coefficients

determined from the oscillator solution were used to address this question.

Table 5.1: RMS error comparison of oscillator prediction to experiment

Peak-to-peak (dimensionless) RMS err
Case ∆p ∆p

p0

1 2.8 psi 0.19 2.5%
2 5.5 psi 0.37 2.7%
3 10.0 psi 0.67 3.9%
4 15.5 psi 1.01 7.4%
5 24.0 psi 1.52 Unknown
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Table 5.2: anm decomposition coefficients for nonlinear oscillators. Modes n are ordered by natural frequency. sin/cos
indicates the θ-coordinate spatial degeneracy. Harmonics m are numbered from m = 1 for the fundamental frequency.
Coefficients with values smaller than .001 are displayed as λ.

m 1 2 3 4 5 6 7 8 9
m anm

0 1T0R sin -0.105 -0.001 λ λ λ λ λ λ λ
1 1T0R cos 0.684 -0.001 λ λ λ λ λ λ λ
2 2T0R sin -0.001 -0.436 λ λ λ λ λ λ λ
3 2T0R cos λ 0.016 -0.002 0.002 λ λ λ λ λ
4 0T1R – λ 0.083 λ λ λ λ λ λ λ
5 3T0R sin -0.002 -0.004 -0.037 λ -0.002 λ λ λ λ
6 3T0R cos -0.013 0.010 -0.297 λ λ λ λ λ λ
7 4T0R sin -0.004 0.013 -0.001 0.199 λ λ λ λ λ
8 4T0R cos -0.003 -0.003 -0.002 -0.035 λ -0.002 λ λ λ
9 1T1R sin -0.025 0.003 -0.022 0.001 λ λ λ λ λ

10 1T1R cos -0.062 0.002 0.031 0.002 λ λ λ λ λ
11 2T1R sin λ 0.042 0.002 -0.040 -0.002 λ λ λ λ
12 2T1R cos λ -0.005 λ 0.034 0.001 λ λ λ λ
13 0T2R – λ -0.003 λ 0.005 λ λ λ λ λ
14 3T1R sin -0.004 λ λ λ -0.057 -0.001 λ λ λ
15 3T1R cos λ λ 0.025 0.001 -0.033 -0.001 λ λ λ
16 1T2R sin 0.003 λ -0.009 λ -0.007 λ λ λ λ
17 1T2R cos 0.023 λ -0.007 λ λ λ λ λ λ
18 4T1R sin λ λ λ 0.012 λ 0.025 λ λ λ
19 4T1R cos λ -0.003 λ λ λ -0.053 λ λ λ
20 2T2R sin λ -0.011 λ 0.008 0.001 -0.008 λ λ λ
21 2T2R cos λ λ λ -0.013 λ λ λ λ λ
22 0T3R – λ -0.003 λ -0.002 λ λ λ λ λ
23 3T2R sin 0.001 λ λ λ 0.007 λ -0.007 λ λ
24 3T2R cos λ λ -0.001 λ 0.009 λ -0.010 λ λ
25 1T3R sin λ λ 0.005 λ λ λ λ λ λ
26 1T3R cos -0.009 λ 0.004 λ -0.002 λ λ λ λ
27 4T2R sin λ λ λ λ λ 0.016 λ 0.008 λ
28 4T2R cos λ λ λ λ λ -0.002 λ -0.010 λ
29 2T3R sin λ 0.004 λ -0.003 λ 0.003 λ λ λ
30 2T3R cos λ λ λ 0.003 λ -0.002 λ λ λ
31 0T4R – λ 0.002 λ λ λ λ λ λ λ
32 3T3R sin λ λ λ λ λ λ λ λ λ
33 3T3R cos λ λ 0.002 λ 0.003 λ 0.003 λ -0.002
34 1T4R sin λ λ -0.001 λ λ λ λ λ λ
35 1T4R cos 0.004 λ -0.002 λ 0.001 λ λ λ λ
36 4T3R sin λ λ λ -0.001 λ λ λ 0.005 λ
37 4T3R cos λ λ λ λ λ λ λ 0.002 λ
38 2T4R sin λ -0.002 λ λ λ λ λ λ λ
39 2T4R cos λ λ λ λ λ λ λ λ λ
40 3T4R sin λ λ λ λ λ λ λ λ λ
41 3T4R cos λ λ -0.002 λ λ λ 0.001 λ λ
42 4T4R sin λ λ λ 0.001 λ λ λ λ λ
43 4T4R cos λ λ λ λ λ λ λ λ λ
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Table 5.3: bnm decomposition coefficients for nonlinear oscillators. Modes n are ordered by natural frequency. sin/cos
indicates the θ-coordinate spatial degeneracy. Harmonics m are numbered from m = 1 for the fundamental frequency.
Coefficients with values smaller than .001 are displayed as λ.

m 1 2 3 4 5 6 7 8 9
m bnm

0 1T0R sin -0.849 0.003 λ -0.006 λ λ λ λ λ
1 1T0R cos -0.060 0.003 λ -0.006 λ λ λ λ λ
2 2T0R sin λ -0.019 -0.002 -0.002 λ λ λ λ λ
3 2T0R cos 0.001 -0.439 0.002 λ λ λ λ λ λ
4 0T1R – λ -0.003 0.003 λ λ λ λ λ λ
5 3T0R sin 0.015 0.010 0.297 λ λ λ λ λ λ
6 3T0R cos -0.003 0.004 -0.037 λ -0.002 λ λ λ λ
7 4T0R sin -0.001 0.003 -0.002 0.035 λ 0.002 λ λ λ
8 4T0R cos 0.004 0.013 0.002 0.199 -0.001 λ λ λ λ
9 1T1R sin 0.061 λ -0.040 -0.002 λ λ λ λ λ

10 1T1R cos 0.008 -0.002 -0.015 λ λ λ λ λ λ
11 2T1R sin λ 0.003 λ -0.035 -0.001 λ λ λ λ
12 2T1R cos λ 0.039 -0.002 -0.040 -0.002 λ λ λ λ
13 0T2R – λ -0.009 λ -0.008 λ λ λ λ λ
14 3T1R sin λ λ -0.025 0.001 0.033 0.001 λ λ λ
15 3T1R cos -0.005 λ λ λ -0.057 -0.001 λ λ λ
16 1T2R sin -0.016 λ 0.011 λ λ λ λ λ λ
17 1T2R cos 0.002 λ -0.007 λ -0.005 λ λ λ λ
18 4T1R sin λ 0.003 λ λ λ 0.053 λ λ λ
19 4T1R cos λ λ λ 0.012 λ 0.025 λ λ λ
20 2T2R sin λ -0.002 λ 0.012 λ λ λ λ λ
21 2T2R cos λ -0.009 λ 0.008 λ -0.008 λ λ λ
22 0T3R – λ 0.005 λ λ λ -0.001 λ λ λ
23 3T2R sin -0.001 λ 0.001 λ -0.009 λ 0.010 λ λ
24 3T2R cos λ λ -0.001 λ 0.007 λ -0.007 λ λ
25 1T3R sin 0.005 λ -0.004 λ 0.003 λ λ λ λ
26 1T3R cos -0.002 λ 0.004 λ λ λ λ λ λ
27 4T2R sin λ λ λ λ λ 0.002 λ 0.010 λ
28 4T2R cos λ λ λ λ λ 0.016 λ 0.008 λ
29 2T3R sin λ 0.001 λ -0.003 λ 0.002 λ λ λ
30 2T3R cos λ 0.004 λ -0.002 λ 0.003 λ λ λ
31 0T4R – λ -0.002 λ 0.001 λ λ λ λ λ
32 3T3R sin λ λ -0.002 λ -0.003 λ -0.003 λ 0.002
33 3T3R cos λ λ λ λ λ λ λ λ λ
34 1T4R sin -0.003 λ λ λ -0.001 λ λ λ λ
35 1T4R cos 0.001 λ -0.001 λ λ λ λ λ λ
36 4T3R sin λ λ λ λ λ λ λ -0.002 λ
37 4T3R cos λ λ λ -0.001 λ λ λ 0.005 λ
38 2T4R sin λ λ λ λ λ λ λ λ λ
39 2T4R cos λ -0.003 λ λ λ λ λ λ λ
40 3T4R sin λ λ 0.002 λ λ λ -0.001 λ λ
41 3T4R cos λ λ λ λ λ λ λ λ λ
42 4T4R sin λ λ λ λ λ λ λ λ λ
43 4T4R cos λ λ λ 0.001 λ λ λ λ λ
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Figure 5.4: Plot of error energy versus relative peak-to-peak pressure amplitude for oscillator simulations

Tables 5.2 and 5.3 show that the assumption was not met exactly. In any given row or column, one coefficient is an

order of magnitude larger than nearly all the other coefficients. However, there are modes (2T1R, for instance, row 11

in Table 5.2) that have more than one harmonic ringing at the same order of magnitude. Also, some harmonics (e.g.

m = 3, column 3 of Table 5.2) have distinct contributions from more than one mode shape. This indicates both shifted

mode shapes (as in Chapter 4) and non-sinusoidal excitation of individual modes.

To quantify the change in the solution with and without the assumption, the coefficients were examined with an

energy-error method as described in Chapter 1. This energy error addressed a different question from the RMS exper-

iment error. The RMS experiment error addressed the issue of whether the solutions agreed with physical evidence.

This energy error addressed the question of whether the theory agrees with the mode/frequency assumption.

Figure 5.4 shows this error varying with the forcing parameter F. The maximum error shown, 1.2%, indicates

that the energy stored in nondominant modes in the nonlinear oscillator solutions is two orders of magnitude smaller

than the total unsteady energy. That is to say, though the assumption is not met exactly, the error associated with the

assumption is < 2% for amplitudes up to 1.2p0.

Note, however, the presence of an exponential trend in Figure 5.4. This approach cannot predict the error of

higher-amplitude waves, but if this trend continues, the error associated with the mode/frequency assumption will

reach unacceptable levels at 2p0.
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(a) (b)

Figure 5.5: 1R component of oscillator simulation: (a) mode shape, (b) η1R(t) versus time (sec)

5.6 DC Valley

At first, the solutions decomposed into anm, bnm and then recomposed into waveforms were different from the solutions

plotted directly from the numerically evaluated ηn functions.

This was traced to missing zero-frequency (time-independent) components, primarily in the 0T1R mode (also

called the “1R” mode). Figure 5.5 shows the 1R mode shape and a time-history of the numerically solved η1R(t)

function. η1R(t) shifted from zero to a negative value, with little or no oscillation. This negative value, multiplied by

the 1R mode, gives a valley shape, with lowered mean pressure at the center and raised mean pressure at the rim.

This DC valley offset is discussed further in Chapter 7.

5.7 Summary

Models of the form of nonlinearly coupled harmonic oscillators were sought. A previously derived oscillator model

was numerically solved under damped, driven conditions appropriate to drive a 1T spinning mode. The model was

found to be numerically unstable above limit cycle peak-to-peak relative amplitudes of 1.2 times the mean pressure.

The solutions were validated against experiment. Visual comparison showed the characteristic “U” shape wave-

form matching the experimental waveforms, and RMS error comparisons revealed 7% error or less for all test cases.

The solutions were decomposed into mode/harmonic coefficients, and the coefficients showed the mode/frequency

assumption to be valid to amplitudes of 1.2p0, peak-to-peak.

The DC valley observed in Maslen and Moore’s solution also appeared in the oscillator solution. It contributed in

a similar way to the waveform shape.

Overall, the conclusions of Chapter 4 were confirmed using a different theory that made different assumptions,

providing reinforcement of two conclusions:
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• The mode/frequency assumption is a valid to amplitudes of at least 1.2p0 peak-to-peak (with no data for higher

amplitudes).

• Steepened 1T cylindrical waves induce a time-independent, radially distributed DC shift in pressure (and other

flow variables).

81



Chapter 6

Theory 4: CFD

Computational fluid dynamics (CFD) is employed by researchers and engineers to obtain solutions to the fluid dy-

namic equations. CFD was used to provide additional evidence concerning the question of shifted mode shapes (the

mode/frequency assumption).

6.1 Theory

To obtain a CFD solution for the mode problem of Chapter 2, it was necessary to state appropriate equations governing

the solution, and select a suitable numerical scheme to solve the governing equations.

6.1.1 Governing Equations

The exact form of the governing equations selected depends on the numerical scheme used to solve them. A finite

volume approach was employed, which used the fluid dynamic equations in integral form:

d
dt

∫
V
ρdV +

∫
∂V
ρ(u⃗ · dA⃗) = 0 Conservation of Mass

d
dt

∫
V

u⃗ρdV +
∫
∂V
ρu⃗(u⃗ · dA⃗) =

∑
k

Fk Conservation of Momentum

d
dt

∫
V
ρedV +

∫
∂V
ρe(u⃗ · dA⃗) =

∑
k

Γk Conservation of Energy

(6.1)

In the above equations, Fk are various forces acting on the fluid, and Γk are various sources/sinks of internal energy

(such as heat transfer). The only force considered in the solver was pressure, and no sources or sinks of energy were

considered.

6.1.2 Numerical Approach

The heart of CFD schemes is transforming integral or differential equations governing a continuous domain into

algebraic equations governing a discrete domain.
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The CFD scheme chosen was as follows, with justifications listed for each decision.

• Finite volume. Finite volume solvers use the volume form of the fluid dynamic equations. For the inviscid

equations and first order schemes, this eliminates the need to calculate all derivatives except the time derivative.

• Unstructured mesh. This comes down to a preference. No one structured mesh would work equally well for

all problems under consideration, and generating highly refined unstructured meshes is easier than generating

custom structured meshes. However, unstructured meshes have higher dissipation than structured meshes.

• Roe flux scheme. While originally an AUSM+ scheme was used [49], the Roe flux scheme is trusted by CFD

veterans as having lower dissipation and giving higher quality solutions. [50]

Some might question the choice of a traditional CFD solver over a computational aeroacoustics (CAA) method.

The problems under consideration are essentially pressure waves, and CAA was developed extensively to deal with

specific issues encountered in the calculation of fluid dynamic waves. These include [51]:

• wide frequency ranges;

• small amplitudes;

• radiation to far field;

• radiation boundary conditions;

• multiple scales.

However, of these concerns, only the first and last apply to the problem of finite amplitude waves in closed cavities.

The waves under consideration are of the same order of magnitude as the mean variables, which is different from CAA

problems where pressure variations are five or six orders of magnitude smaller. Internal flow with rigid wall boundaries

means radiation out of the system should not happen, exactly the opposite of a typical aeroacoustics problem.

The remaining two concerns (wide frequency ranges and multiple scales), as well as the known difficulties with

using first order schemes and unstructured meshes (dissipation), are addressed in this case by increasing the compu-

tational cell density. Remembering that the order accuracy of a scheme (first order, fourth order, etc.) is not the same

as the accuracy of a solution; solutions capturing wide ranges of frequencies and wavelengths can be achieved for this

problem of strong waves by using small time steps and tightly spaced grid points.

6.2 Procedure

6.2.1 Solver Development

A new custom finite-volume solver was developed in phases as experience was gained and capabilities added. The

original motivation for the solver was unpublished work by Jacob [47], using a one dimensional AUSM+ solver to

simulate the longitudinal steepening problem.

The AUSM family has many strong advantages, especially programmatic simplicity and low computational cost.

[49] However, for this relatively simple 2D problem, its disadvantages (primarily numerical dissipation) seemed larger.

The Riemann solver of Roe [50] is believed to be one of the lowest dissipation flux schemes available to finite volume
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Figure 6.1: Sod shock problem verification: nondimensional pressure

solvers. Though the Roe scheme requires eigenvalues and eigenvectors of the Riemann problem, with many thanks to

Dr. Masatsuka for his freely available well-documented codes [52], a Roe scheme from those codes was adapted and

incorporated in the new solver.

The new solver was verified using a standard test problem: the Sod shock tube. The Sod shock tube problem

is a one dimensional problem with three initial conditions: zero velocity throughout the domain (fluid initially at

rest), dimensionless pressure of 1 in the left half of the domain with 0.1 in the right half of the domain, and initial

dimensionless densities of 1 in the left half and 0.1 in the right half. From this initial discontinuity, a shock propagates

to the right and an expansion fan propagates to the left.

In order to verify the 2D solver, the Sod shock tube problem was simulated on a square mesh, with the wave

propagation along the y = x line (i.e., rotated 45 degrees from purely x or purely y). Figures 6.1 and 6.2 show

that the solver exhibits all the expected waves (fast expansion left, contact discontinuity right, fast shock right), with

some dispersion of the shocks relative to the analytic solution. Remembering that this is a first order scheme on an

unstructured 2-D mesh, this dispersion is within the expected range. Figures 6.3, 6.4, and 6.5 show how the solution

was oriented on a diagonal 2-D mesh.

6.2.2 Test Case Development

In following Jacob [47], the original goal of the CFD work was to give the solver initial conditions for an acoustic

mode at very high amplitude, then permit the solver to steepen the wave. Initial results were promising, and with mesh

refinement the solution appears to have little dissipation in the first dozen wavelengths, while fully steepening in the
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Figure 6.2: Sod shock problem verification: nondimensional density

Figure 6.3: Sod shock problem: nondimensional pressure surface
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Figure 6.4: Sod shock problem: nondimensional density surface

Figure 6.5: Sod shock problem: nondimensional x-velocity surface
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Figure 6.6: Example CFD trace showing pressure at one point on the edge, throughout the simulation

first two wavelengths.

It was suggested that modeling the wave as driven and damped might give better results. In the CFD solver, driving

would require careful selection of oscillatory boundary conditions matched to the model problem. Damping would

require adding viscous and heat transfer effects (in turn requiring the addition of gradient estimation methods).

From the primary models of Chapters 3, 4 and 5, it was unclear whether an isentropic steepening or damped/driven

steepening would be more appropriate. The solution of Maslen and Moore was isentropic, yet seemed to capture the

steepening reasonably well. Both other methods, however, were numerically unstable without damping/driving.

Several different approaches were tried to find boundary conditions suitable to driving. While partially successful,

the amplitudes achievable with these driving boundary conditions were too small to be useful for considering the

steepening problem. Only one of the five test cases fell within the range of amplitudes that were successfully achieved

with steepening.

As the primary difficulty seemed to be the appearance of negative densities, range limiters were added to the solver

to enforce density to be strictly positive. Though this permitted solutions to run longer, it did not solve the problem,

as eventually the fluxes were calculated to be above machine precision, and NaN (not-a-number) values appeared in

the solution.

Thus, the isentropic steepening approach was applied: begin with initial conditions corresponding to an acoustic

mode at very high amplitudes, start the solver, and stop the solver once the solution achieved a limit cycle waveform.

This turned out to be approximately 10 wave cycles for the mesh used on test cases.

6.2.3 Mesh Refinement

To ensure the solution was independent of a particular mesh, the mesh was refined multiple times and compared

against the finest mesh used. The model simulation was a spinning wave initial condition, run through 10 wavelength

cycles. A single point in space was studied over time (Figure 6.6 shows an example), and the entire spatial solution

was studied at the final time of the simulation (see Figure 6.7).

Figures 6.8 and 6.9 are closely related, in that they show the observed convergence of the solution with mesh

refinement. Both compare each solution in the series to the solution with the smallest grid spacing, using an RMS
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Figure 6.7: Example CFD mode shape showing pressure at every point in space, at one point in time
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Figure 6.8: Mesh independence of final spatial pressure distribution

error:

RMS convergence error of solution k to final solution f =

√√
1
N

∑
n

(
pk,n − p f ,n

p f , n

)2

(6.2)

where N is the number of points considered. Figure 6.8 uses the final spatial distribution as the points under con-

sideration. The RMS error is between the pressure surfaces at final time for each solution, showing that each mesh

refinement got closer to the same final pressure distribution. Figure 6.9 uses the times of an individual point in space

as the points under consideration. The RMS error represents the difference between different time histories, showing

converging of the time-dependent solution.

Over the range studied, mesh refinement always caused declining RMS error. Machine precision error was not

reached in the studied case. In applying CFD to the model problem, a mesh of 5,000 points was used, corresponding

to average spatial separation of 0.03 (nondimensional, corresponds to 3% of the chamber radius).

6.2.4 Initial Conditions vs. Amplitude

Simulations for the model problem of Chapter 2 were run with varying values of the initial acoustic mode amplitude.

The initial conditions are determined by multiplying an initial amplitude factor A0 by the 1T spinning mode solution

at time t = 0:

ψ1T (r, θ, t) = A0J1(λ1T r/R) cos(θ + ω1T t) (6.3)

This initial amplitude factor A0 is not the same as peak-to-peak wave amplitude (nor even peak-to-mean wave am-

plitude), as it would be for a sine or cosine mode. Unlike sine and cosine, Bessel functions do not rise/fall in equal

measure. Nevertheless, A0 is the dimensionless amplitude of the mode.
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Figure 6.9: Mesh independence of pressure-time solution at the wall.

When this velocity potential ψ1T is transformed into velocity, pressure and density distributions, the resulting initial

conditions show the pressure distribution and velocity distribution 90 degrees out of phase with each other, as shown

in Figure 6.10.

As the initial amplitude A0 was increased, the solutions became unstable at A0 = 0.8 and the solver was unable

to complete the simulation. As Figure 6.11 shows, the pressure did not approach zero at these amplitudes. Some

other limitation of the solver, possibly maximum precision, limited the range of achievable amplitudes. Figure 6.12

shows the range of achieved peak-to-peak amplitudes and their corresponding initial wave amplitudes. The maximum

realized peak-to-peak amplitude was approximately 0.9p0, excluding two of the experimental test cases.

6.3 Experimental Validation

Note that the maximum attained peak-to-peak amplitude with the CFD solver was 0.9p0, which excludes two of the

test cases.

The theory was validated against experiment in two ways. First, for each test case, the experimental data and

the solution with matching peak-to-peak amplitude were plotted together, as shown in Figure 6.13. The characteristic

steepening shape–the shift from sinusoidal to a “U” shape–is apparent in both the CFD simulations and the experiment.

The third test case showed the theory deviating at the peaks from the symmetric “U” shape, though still capturing the

sharper peaks and shallower troughs. This deviation may be due to numerical instabilities appearing in the solution,

enough to alter the solution but not enough to cause the solver to crash.

Second, an error was calculated between the predicted and observed waveforms. The error was taken as the root-

mean-square of the fractional error of each pressure measurement i of the M test points available for a given test
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Figure 6.10: Diagram of CFD initial conditions, showing the pressure distribution (left) and the velocity distribution
(right).

Figure 6.11: Minimum and maximum relative pressures ( pmax
p0
, pmin

p0
) of CFD 1T spinning wave solution
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Figure 6.12: Peak-to-peak amplitudes ( pmax−pmin
p0

) of CFD 1T spinning wave solution.

case:

RMS error =

√√
1
M

∑
i

(
pi,experiment − pi,theory

pi,experiment

)2

(6.4)

Note that this RMS error is different from that of Section 6.2.3. This RMS experiment error measured the difference

between a particular solution and the experimental evidence. The RMS error of Section 6.2.3 measured the difference

between two solutions to the same problem with different meshes.

Table 6.1 shows this RMS error for each test point. The first two cases show an error of < 5%, while the error

grew for the higher amplitude case to 11.1%. Though this error does not indicate excellent agreement, it indicates that

the solution is capturing at least some of the relevant physics.

6.4 Mode/Harmonic Decomposition

6.4.1 Procedure

The final limit cycle solutions were decomposed numerically into linear-mode/harmonic coefficients, as described

in Chapter 1. As the CFD solution consisted of the values of fluid variables at discrete mesh points, no analytical

techniques could be performed to simplify the computation of the integrals. Mathematica 9 was used to interpolate the

CFD solution and compute the decomposition integrals of Chapter 1 numerically.

The decomposition was in some ways at least as challenging as obtaining a reasonable solution. Consider decom-
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Case Wave

1

2

3

Figure 6.13: Pressure-time comparison of CFD prediction (in red) to Heidmann experiment (in blue). See Table 2.2
for information on cases.

Table 6.1: RMS error comparison of CFD prediction to experiment

Peak-to-peak (dimensionless) RMS err
Case ∆p ∆p

p0

1 2.8 psi 0.19 4.5%
2 5.5 psi 0.37 3.8%
3 10.0 psi 0.67 11.1%
4 15.5 psi 1.01 Unknown
5 24.0 psi 1.52 Unknown
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posing one solution into N modes with M harmonics, given data over T seconds at time slices every dt seconds. One

decomposition requires M ∗ (T/dt) two-dimensional spatial integrals to resolve the time functions of each mode, and

M ∗ N temporal integrals to resolve the harmonic coefficients from the time functions. For M = 44, N = 20, and

T/dt = 200, this comes to 8800 two-dimensional integrals and 880 one dimensional integrals.

Several different numerical integration techniques were explored. Mathematica’s QuasiMonteCarlo method was

found to provide the most accurate results in reasonable times. (The accuracy of a decomposition was determined by

comparing the decomposed/reconstructed solution to the original solution.) However, ultimately it proved much less

costly to estimate the spatial integrals by using a technique similar to Discrete Fourier Transforms, except applied to

the acoustic mode shapes.

To evaluate the spatial integrals:

ηn(t) =

∫
V p(⃗r, t)ψn(⃗r)dV∫

V ψ
2
ndV

(6.5)

The integrals were replaced by sums over the mesh points k:

ηn(t) ≈
∑

k p(⃗rk, t)ψn(⃗rk)dVk∑
k ψn(⃗rk)2dVk

(6.6)

By approximating dVk as a constant, it factors out of the numerator and denominator sums, then cancels, leaving the

equation:

ηn(t) ≈ 1
Cn

∑
k

p(⃗rk, t)ψn (⃗rk) (6.7)

Cn =
∑

k

ψn(⃗rk)2 (6.8)

The procedure was as follows:

• Pre-calculate the value of each acoustic mode at each of the mesh points: ψn(⃗rk)

• Pre-calculate the normalizing coefficients Cn.

• For each mode and each time step, compute the sum in Equation 6.7

Unlike the other theories, the numeric integrals for the higher modes introduced errors into the solution. The

decomposed/recomposed solution actually got worse when higher modes were included in the decomposition. This

indicated that one of the limitations of CFD–the ability to resolve spatial variations on the scale of the mesh–was

influencing the decomposition. Higher modes have many more nodes and antinodes, requiring meshes with much

smaller grid spacing than was employed.

This limited the analysis to ten modes, though those ten modes were enough to capture the majority of the wave:

< 2% RMS error across the solution domain. That is to say, an RMS fractional solution error across the mesh points

comparing the CFD solution and the decomposed/recomposed solution was < 2% when only ten modes were included

in the decomposition.

Tables 6.2 and 6.3 show an example set of decomposition coefficients for one CFD simulation.
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Table 6.2: anm decomposition coefficients for CFD. Modes n are ordered by natural frequency. sin/cos indicates the
θ-coordinate spatial degeneracy. Harmonics m are numbered from m = 1 for the fundamental frequency. Coefficients
with values smaller than .001 are displayed as λ.

m 1 2 3 4 5 6 7 8 9
m anm

0 1T0R sin 0 -0.007 0.002 λ -0.001 -0.002 λ λ λ
1 1T0R cos 0 -0.607 -0.013 λ -0.004 -0.005 -0.003 -0.003 -0.002
2 2T0R sin 0 -0.277 0.010 0.005 -0.004 -0.006 -0.003 -0.002 -0.002
3 2T0R cos 0 -0.084 -0.023 0.029 0.012 0.006 0.006 0.005 0.004
4 0T1R – 0 -0.086 -0.062 0.031 0.015 0.008 0.007 0.006 0.005
5 3T0R sin 0 0.007 0.018 λ 0.003 0.004 0.002 0.002 0.002
6 3T0R cos 0 -0.027 0.021 -0.002 -0.012 -0.013 -0.007 -0.006 -0.006
7 1T1R sin 0 -0.044 -0.022 0.023 0.025 0.012 0.010 0.008 0.007
8 1T1R cos 0 0.028 -0.013 -0.025 0.006 0.006 0.003 0.003 0.002
9 2T1R sin 0 0.034 -0.008 0.002 0.003 0.005 0.003 0.003 0.002

Table 6.3: bnm decomposition coefficients for CFD. Modes n are ordered by natural frequency. sin/cos indicates the
θ-coordinate spatial degeneracy. Harmonics m are numbered from m = 1 for the fundamental frequency. Coefficients
with values smaller than .001 are displayed as λ.

m 1 2 3 4 5 6 7 8 9
m bnm

0 1T0R sin 0.003 -0.001 -0.003 λ λ λ λ λ λ
1 1T0R cos 0.011 -0.342 -0.013 λ 0.002 -0.001 -0.002 λ λ
2 2T0R sin -0.048 0.551 -0.007 -0.002 0.002 -0.002 -0.003 -0.001 -0.001
3 2T0R cos -0.072 -0.132 -0.092 0.022 0.014 0.004 0.001 0.002 0.001
4 0T1R – -0.005 0.047 0.056 -0.005 -0.004 -0.005 -0.005 -0.003 -0.002
5 3T0R sin -0.073 0.006 -0.011 -0.002 -0.002 λ 0.001 λ λ
6 3T0R cos -0.048 -0.084 -0.087 0.014 0.023 0.007 λ 0.002 0.001
7 1T1R sin -0.020 0.016 -0.005 0.006 0.002 -0.002 -0.003 -0.001 -0.001
8 1T1R cos 0.017 0.027 0.006 0.019 λ λ 0.002 λ λ
9 2T1R sin -0.007 -0.002 0.008 0.038 λ 0.003 0.004 0.002 0.002
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6.4.2 Assumption Examined

The second of the two primary questions posed at the start of the work concerned the quality of an assumption:

How much error is created by the mode/frequency assumption of equation 1.32?

To restate the mode/frequency assumption: the total nonlinear wave solution can be described as a superposition of

linear acoustic modes, each ringing at a single frequency. As described in Chapter 1, the mode/harmonic coefficients

determined from the CFD solution were used to address this question.

Tables 6.2 and 6.3 show that the assumption was not met exactly, though it was met approximately. The majority

of coefficients are weak but some harmonics (columns) have more than one nontrivial coefficient, and some modes

(rows) have more than one coefficient. This indicates a small deviation from the linear/acoustic mode assumption

(each column would have only one nonzero coefficient) and from the single-frequency-per-mode assumption (each

row would only have one nonzero coefficient).

To quantify the change in the solution with and without the assumption, the coefficients were examined with an

energy-error method as described in Chapter 1. This energy error addressed a different question from either the RMS

mesh error or the RMS experiment error. The RMS experiment error addressed the issue of whether the solutions

agreed with physical evidence. The RMS mesh error addressed the difference of the solution under different mesh

conditions. This energy error addressed the question of whether the theory agrees with the mode/frequency assump-

tion.

Figure 6.14 shows this error varying with the forcing parameter F. The maximum error shown, approximately 4%,

indicates that at an amplitudes of .9p0 peak-to-peak, the mode/frequency assumption misses only 4% of the system

energy.

6.5 DC Valley

As in both the perturbation theory of Chapter 4 and the oscillator theory of Chapter 5, the CFD solution exhibited

significant zero-frequency (time-independent) components. Figure 6.15 shows the effect of these time-independent

components on the overall solution.

The shape of the steady component was observed to be visually different from that of the other theories. The

CFD steady component had a saddle shape, rather than the radially symmetric valley shape of the other approaches.

Nevertheless, it had a similar effect on the overall wave shape: flattening down a hump in the center of the wave,

making the lower part of the wave flatter and the rising part of the wave steeper.
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Figure 6.14: Plot of energy in nondominant mode/harmonic combinations

6.6 Summary

CFD solutions for the model problem were sought using a custom unstructured, finite volume solver. Initial conditions

for a strong cylindrical mode were observed to steepen to shapes similar to other solutions.

The CFD solution had weaker experimental validation than the other two theories (11% error for case 3 with

CFD, versus < 4% for the other theories). Even so, the CFD solution provided further evidence for the two primary

conclusions of Chapters 4 and 5:

• The mode/frequency assumption is a reasonable assumption to amplitudes of 1.2p0 peak-to-peak, or higher.

• Steepened 1T cylindrical waves induce a time-independent, radially distributed DC shift in pressure (and other

flow variables).
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Figure 6.15: DC valley in CFD results. Surface height indicates pressure value (nondimensional: p/p0).
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Chapter 7

Conclusions

The mode/harmonic assumption simplifies both linear and nonlinear combustion instability analysis and prediction.

If justified, it reduces the time and cost of instability predictions and analysis, which in turn reduces the cost and

uncertainty of new engine development. Yet cylindrical waves–the simplest non-axial waves–call this assumption into

question.

The most common cylindrical wave instability–the 1T spinning wave–was used as a test problem to determine

how and to what degree the mode/harmonic assumption can be made for strong waves in non-axial geometries (where

natural resonance frequencies are not integer harmonics).

7.1 Rediscovering Heidmann

In a literature search for good experimental validation data, some work by Heidmann [26] was found that used a

rotating gas jet to generate strong, spinning cylindrical waves.

This work was found to be representative of 1T waves as found in the combustion instability literature. Yet the

work also appeared to be ignored by the combustion instability community. The properties of this experiment were

seen to be valuable for validating nonlinear combustion instability theories.

7.2 The Why of Cylindrical Harmonics

The first of two questions posed at the start of the work was:

Why do cylindrical waves steepen into apparent harmonics, despite the natural resonances being non-

harmonic?

Three theories were used to investigate this question, leading to three answers.

The first theory treated wave steepening as a nonlinear cascade of energy between modes, each governed by an

energy balance. It was found that the frequency shift of each mode stores energy, and those frequency shifts are each
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governed by an energy balance. When all modes are in balance with only one strongly unstable frequency, all other

modes will shift to harmonics of that frequency.

The second theory treated steepened waves as a single fluid-dynamic motion. It was found that harmonics appear

because the solution remains a periodic wave as it changes shape, and all periodic functions decompose into harmonics.

The third theory treated steepened waves a nonlinearly coupled harmonic oscillators. It was found that only

harmonics appear due to the nonlinear coupling acting to drive modes at sum and difference frequencies, leading to a

harmonic cascade of a driven or unstable frequency.

7.3 Mode/Frequency Assumption

The second of the two primary questions posed at the start concerned the quality of an assumption:

How much error is created by the mode/frequency assumption, that nonlinear steepened waves in

chambers can be represented as a superposition of linear acoustic modes each ringing at a single fre-

quency?

Four theories were used to address this question. All theories were validated against experimental data for the

model problem, a strong 1T spinning wave.

The first theory, amplitude evolution derived from energy balance, made the assumption, and was found to predict

the waveforms of all test cases reasonably well (< 7% error).

The second theory, a nonlinear wave equation perturbing the linear mode shapes, did not make the assumption, yet

was limited to three harmonics. The resulting solutions were found to be nearly identical to a superposition of three

linear modes ringing at single frequencies: less that 0.5% error at peak-to-peak amplitudes of up to 2.0p0.

The third theory, nonlinearly coupled oscillators derived from a nonlinear wave equation, did not make the assump-

tion, and allowed near-arbitrary solutions (among those that obey the boundary conditions). The resulting solutions

were found to agree with the assumption to a high degree: < 1.2% error at peak-to-peak amplitudes of up to 1.2p0.

The fourth theory, isentropically steepening mode shapes using CFD, did not make the assumption, and allowed

near-arbitrary solutions. The resulting solutions were found to agree with the mode/frequency assumption to a reason-

able degree: < 4% error at peak-to-peak amplitudes up to 0.9p0.

7.4 DC Valley

In three of the four theories, a result was observed that was not discussed in the combustion instability literature re-

viewed: several of the modes contained a constant-offset, or zero-frequency component, in additional to the anticipated

harmonic sine/cosine content. The energy-balance theory assumes that each mode has sinusoidal time dependence,

and therefore could not predict a spatially-dependent DC shift. The other three different theories, with different as-

sumptions and calculation methods, all showed this effect. This indicated that it might be a real effect (as opposed to
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merely an artifact of the calculation technique). No experiments were ever performed to test for this (requiring static

pressure transducers across the radius of a chamber), so this finding was not experimentally validated in this effort.

DC shift, or DC offset, of pressure is a well known phenomena in combustion instability [53] [54]. DC shifts

have been observed in solid rocket motors when longitudinal modes become strong enough that nonlinear effects are

important. However, a DC offset that has a spatially-varying but non-time-varying distribution was not among the

range of expected behaviors, based upon a reading of the literature.

This time-independent, radially-distributed offset would appear, in a chamber instrumented primarily around the

diameter, as a constant offset to the mean chamber pressure. The radial distribution could have important consequences

to, e.g., liquid rocket engines, as it implies that different injectors are experiencing different mean pressure. This could

affect stoichiometry, mixing, cooling, etc.

7.5 Expanded State-of-the-Art

Prior to this work, several theories predicted the behavior of strong waves in cylinders. However, these theories made

assumptions that disagreed qualitatively with experiment (the acoustic mode frequencies versus harmonics). Also,

these theories lacked quantitative experimental validation.

The present work quantified the error associated with assuming the nonlinear solution is a superposition of linear

eigenmode solutions with altered frequencies. The error this assumption introduces was shown to grow with amplitude,

possibly exponentially. However, the error was found to be less than 10% for amplitudes up to 1.2 times the mean

pressure. This indicates that the assumption is a good one for most physical systems (even strongly nonlinear ones),

which generally have amplitudes below 0.5 times the mean pressure.

The present work also validated all of the theories against an experiment conducted at NASA Lewis by Heidmann.

This experiment was shown to have relevance to the validation of nonlinear combustion instability theories. Using this

experiment the various theories were shown to have differing degrees of accuracy in capturing the physics of strong

waves in cylinders.

Finally, the present work identified a spatially-dependent, time-independent DC-shift. This phenomena is likely

the cause of observed DC-shift in some rocket engines, but no experiment was found in the literature which was

instrumented to detect the spatial dependence of the shift. The effect is apparent in even the oldest solutions, but has

not been discussed in the combustion instability literature, despite its possible importance to system performance.

7.6 Future Work

There are several directions that future work on this subject could take.

For further validating the mode/frequency assumption, these four theories could be applied to other geometries.

Important cases would include non-longitudinal, axial geometries (e.g., cone-shaped solid rocket motors), annular

cylindrical geometries (as in turbines), and non-antisymmetric geometries (e.g., ellipsoidal geometries). Further, the
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recent approach of Sirignano [11] using a CFD solution technique on a nonlinear wave equation might also be applied,

potentially providing additional evidence concerning the assumption.

If further validation is pursued, a number of improvements could be made to improve the calculations. Estimates

could be made of the driving and viscous damping coefficients for the energy-balance and nonlinear-oscillator models,

instead of the ansatz presently used. A more complete CFD model could be developed, including viscosity, heat

transfer, and driving boundary conditions.

To provide a more general theory than the amplitude evolution model (which makes the mode/frequency assump-

tion), a nonlinear oscillator model could be derived from the energy balance model. The more general time functions

of this model would allow for more general steepened wave solutions, eliminating the question of the mode/frequency

assumption’s accuracy. Deriving an oscillator model from the energy balance theory would enable that model to

employ the power of the energy balance theory, incorporating all sources and sinks of unsteady energy.

The DC valley phenomenon opens up several avenues of further investigation. Perhaps the most urgent would be

to verify that it is a real phenomenon observed in experiments. A new implementation of the rotating gas jet would be

an excellent way to approach that problem. Instrumenting the chamber across the radius for both static and dynamic

pressure would allow the measurement of the total waveform as well as any spatial distributed mean pressure shift.

Recent advances in flow diagnostics might be applied to measure 2D pressure and velocity distributions, allowing

stronger validation of theories.

To determine what should be looked for in the experiment beyond the 1T spinning mode, the CFD and nonlinear

oscillator theories could be applied to the the first three tangential spinning and sloshing modes, and possibly some of

the higher mixed modes. This should indicate what, if any, DC shift distributions should appear in experiments if the

phenomena is physical.

Should the phenomenon be experimentally verified, then theories that deal with nonlinearity need to accommodate

it. Theories that already allow for it need to be validated: that they are predicting the shift. Other theories, such as

the energy-balance amplitude evolution, will require extension to permit energy to be stored in this zero-frequency

manner.
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Appendix A

Energy Balance: Derivation

The theory described here is attributed to Flandro [4], based on work by Myers [55] and Cantrell & Hart [56], and

exactly follows the version laid out by Jacob [15] and Wilson [39], with two modifications: The theory explicitly

assumes a cylindrical geometry (as mentioned without derivation by Jacob [15]), and the damping/driving terms are

only considered for their functional dependencies, not their exact values.

The derivation proceeds as follows:

• In Section A.1, a complete set of independent fluid and thermodynamic variables are chosen, and said variables

are assumed to have an expanded / perturbed form.

• In Section A.2, an appropriate, closed set of governing equations (fluid dynamic, thermodynamic, and state) are

chosen.

• In Section A.3, the energy balance equation is expanded around the mean (or zeroth-order) variables.

• In Sections A.3.1, A.3.2, and A.3.3, the energy balance equation is examined at each order.

• Section A.4 documents the assumptions made about the system.

• Section A.5 decomposes the fluctuations into individual acoustic modes.

• In Sections A.6, A.7, and A.8, the expansion is substituted into the expanded terms of the energy balance

equation.

• Finally, in Section A.9, the resulting terms are time averaged and volume-integrated, isolating the the amplitude

functions {Rn}.

This gives a dynamic model for amplitude evolution in time, which classically looks like

Ṙn =

∑
j

αn, j

 Rn︸         ︷︷         ︸
feedback sources and sinks

− 2 − γ
8γ

ωn

∞∑
l,m=1

En,l,mRlRm︸                         ︷︷                         ︸
nonlinear mode coupling

(A.1)
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A.1 Variables and Expansions

Motivated by a desire to choose the entropy equation (over the energy equation), the following independent field

variables are selected:

u⃗ = u⃗0 + u⃗1 + u⃗2 + . . . (A.2)

p = p0 + p1 + p2 + . . . (A.3)

ρ = ρ0 + ρ1 + ρ2 + . . . (A.4)

T = T0 + T1 + T2 + . . . (A.5)

s = s0 + s1 + s2 + . . . (A.6)

(A.7)

where
Ξi

Ξ0
≈ ϵi, (A.8)

ϵ is a small quantity (≪ 1), and Ξ ∈ {u⃗, p, ρ,T, s} .

For convenience, mass flux is defined:

m⃗ = m⃗0 + m⃗1 + m⃗2 + . . . (A.9)

≡ ρu⃗ (A.10)

= (ρ0 + ρ1 + . . .)(u⃗0 + u⃗1 + . . .) (A.11)

= (ρ0u⃗0) + (ρ0u⃗1 + ρ1u⃗0) + . . . (A.12)

A.2 Defining Equations

Based upon the choice of variables, the following governing equations are required: two thermodynamic relations, an

equation of state, and five fluid mechanic equations (three for the vector velocity plus density and entropy).

The thermodynamic relations are (for derivations, see Liepman and Roshko [57]):

dp =
a2ρ

cp
ds + a2dρ (A.13)

dT =
T
cp

ds +
1
ρcp

dp (A.14)

A thermally perfect gas is assumed, with speed of sound:

a =
√
γRT (A.15)
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Table A.1: Additional variables and their defining equations.

Variable Defining equation

h enthalpy h = e + p
ρ

e internal energy de = T ds + p
ρ2 dρ

H total enthalpy H = h + 1
2 u⃗2

ω⃗ vorticity ω⃗ = ∇ × u⃗
ζ⃗ lambda vector ζ⃗ = ω⃗ × u⃗
Q heat release Q = 1

T (Φ − ∇ · q⃗ +H)
H distributed heat release
q⃗ heat transfer
ψ⃗ viscous stress ψ⃗ = 1

ρ
(−µ∇ × ∇ × u⃗ + (η+ 4

3µ)∇(∇ · u⃗) + F⃗)
F⃗ body force
Φ viscous dissipation Pi j

∂u j

∂xi

Pi j transposed stress tensor Pi j = σ
′
i j = µ

(
∂vi
∂x j
+

∂v j

∂xi
− 2

3δik
∂vl
∂xl

)
+ ηδik

∂vl
∂xl

and further an ideal gas is assumed with equation of state:

p = ρRT (A.16)

The five fluid mechanic equations are continuity, vector momentum (three equations in one vector equation), and

entropy:

∂ρ

∂t
+ ∇ · m⃗ = 0 Continuity (A.17)

∂u⃗
∂t
+ ω⃗ × u⃗ + ∇H − T∇s = ψ⃗ Momentum (A.18)

∂(ρs)
∂t
+ ∇ · (m⃗s) = Q Entropy (A.19)

The additional variables used in these equations are given in Table A.1.

Although not required, there are additional thermodynamic relations that are of use in some of the derivations. For

completeness, the entire set of thermodynamic relations are summarized in Table A.2.
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Table A.2: The thermodynamic relations.

Symbol Variable Relation

e internal energy de = T ds + p
ρ2 dρ

h enthalpy T ds + 1
ρ

dp
γT ds + a2

ρ
dρ

p pressure dp = a2ρ
cp

ds + a2 dρ
T temperature dT = T

cp
ds + 1

ρcp
dp

dT = 1
cp

(γT ds + a2

ρ
dρ)
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A.3 Finalized Energy Balance

By applying the zeroth order equations, Jacob [15] finds the energy balance to be

∂E
∂t
+ ∇ · W⃗ = D (A.20)

with

E = ρ ((H − H0 − T0(s − s0)) − m⃗0 · (u⃗ − u⃗0) − (p − p0) (A.21)

W = (m⃗ − m⃗0) ((H − H0) + T0(s − s0)) + m⃗0(T − T0)(s − s0)

− (m j − m0 j)
(

Pi j

ρ
−

P0i j

ρ0

)
+ (T − T0)

(
q⃗
T
− q⃗0

T0

)
(A.22)

D = m⃗ · ζ⃗0 + m⃗0 · ζ⃗ − (s − s0)m⃗ · ∇T0 + (s − s0)m⃗0 · ∇T

−
(

Pi j

ρ
−

P0i j

ρ0

)
∂

∂xi
(m j − m0 j)

+ (m j − m0 j)
Pi j

ρ2

∂ρ

∂xi
−

P0i j

ρ2
0

∂ρ0

∂xi


+ (T − T0)

(
ϕ

T
− ϕ0

T0

)
+

(
q⃗
T
− q⃗0

T0

)
· ∇(T − T0)

− (T − T0)
 q⃗ · ∇T

T 2 − q⃗0 · ∇T0

T 2
0

 (A.23)

A.3.1 1st Order Energy

When the completely expanded variables are substituted into the energy balance, Jacob shows that the energy balance

equation to first order
∂E1

∂t
+ ∇ · W⃗1 = D1 (A.24)

collapses to 0 = 0; that is, the expansion itself satisfies the first order energy constraint and reveals no relationships

between the first order variables.

A.3.2 2nd Order Energy

The second order equation establishes relationships between the first order variables:

dE2

dt
+ ∇ · −→W2 = D2 (A.25)
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where

E2 =
p2

1

2ρ0a2
0

+ ρ1(u⃗0 · u⃗1) +
1
2
ρ0(u⃗1 · u⃗1) +

ρ0T0

2cP
s2

1 (A.26)

W⃗2 = m⃗1(h1 + u⃗0 · u⃗1) − m⃗1T0s1 + m⃗0T1s1 (A.27)

D2 = m⃗1 · ψ⃗1 + T1Q1 − m⃗1s1 · ∇T0 + m⃗0s1 · ∇T1

− ρ0u⃗0 · (u⃗1 × ω⃗1) − ρ1u⃗1 · (u⃗0 × ω⃗0) (A.28)

A.3.3 3rd Order Energy

The full (and extensive) third-order energy balance result derived by Jacob establishes some relationships among

second-order variables. But the third-order energy term itself reveals an additional relationship between first-order

variables:

E3 =
1
2
ρ1u⃗2

1 +
1 − 2γ)p3

1

6p2
0a4

0

(A.29)

This nonlinear coupling results in energy transfer between the various acoustic modes.

A.4 Cylinder Mode Assumptions

To obtain solutions for the system of interest, relevant assumptions are made. For an acoustic experiment with no

mean flow, assume:

u⃗0 ≡ 0 no mean flow (A.30)

s1 ≡ 0 entropy fluctuations negligible (A.31)

ω⃗0 ≡ 0 irrotational mean flow (from no mean flow) (A.32)

Further, assume there is driving at the 1T resonant frequency, ω1T .
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A.5 Acoustic Decomposition

Following Jacob [15] and based on the work of Quarteroni et al. [58], the decomposition for a short, flat circular

chamber is a standard Galerkin spectral decomposition:

p1 = p0

∞∑
n=1

ηn(t)ψn (⃗r) (A.33)

u1 =

∞∑
n=1

1
γk2

n
η̇n(t)∇ψn (⃗r) (A.34)

ηn = Rn sin(ωnt) (A.35)

ψn = cos
(
mnθ +

π

2
χn

)
Jmn (λn

r
R

) (A.36)

ωn = jn ∗ λmn

a0

R
(A.37)

kn =
ωn

a0
(A.38)

mn = 0, 1, 2, 3, ... number of modal diameters (A.39)

jn = 0, 1, 2, 3, ... number of modal circles (A.40)

λmn = jn root of J′mn
(r) (A.41)

χn =

 0, cos(mθ) solutions

−1, sin(mθ) solutions
(A.42)

A.6 Source: Driving Work

The previous work with this theory focused on the self-excited oscillations common in combustion devices, or piston-

driving as used in active control systems and acoustics experiments. Here, the primary source of oscillating energy is

the work done by a rotating gas-jet. The theory had never been used before with systems this kind of driving, therefore

the work term needed to be evaluated and the time/space-averaging procedure applied.

The work term
−→
W2 in the second order energy balance is given by

−→
W2 = m⃗1(h1 + u⃗0 · u⃗1) − m⃗1T0s1 + m⃗0T1s1 (A.43)

Table A.3 inserts expansions and assumptions into this expression for W⃗2, which simplifies to

W⃗2 = u⃗1 p1 (A.44)

Integrating to get the total rate of work done, and applying the divergence theorem,

∫
V
∇ · W⃗2 dV =

∫
S

n̂ · (u⃗1 p1) dS (A.45)
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Note that u⃗1 vanishes everywhere except at the inlet of the rotating gas jet, which has area Ap, offset from center

R j, injection velocity U j, and azimuthal rotation θ j(t) = ω1T t.

Evaluating this integral does not result in the usual form of the α constant. The equation R′ = αR is a feedback

equation, where the change in oscillations depends upon the already existing oscillations. But this is a driven system,

and therefore energy will be added whether oscillations currently exist or not. Hence a constant term ζn is required to

in the dynamic model:

Ṙn = αnRn + ζn (A.46)

Solutions to this equation have a linear, unbounded rise in amplitude at the driven resonant frequency, with no

other frequencies excited. Nonlinear terms and viscous damping are required to prevent this non-physical result.

A.7 Sink: Viscous Boundary Layer Losses

In his textbook, Culick [3] derived the growth constant α due to viscous losses in the acoustic boundary layer of a

cylinder. For the sake of brevity the derivation will not be repeated here. Rather, it can be shown that the boundary

layer growth constant is given by:

αbl,n = −
1
Rt

√
ωnν

2

(
1 +

γ − 1
√

Pr

)
(A.47)

Table A.3: Assumptions and expansions applied to W⃗2.

−→
W2 substitution reason

m⃗1(h1 + u⃗0 · u⃗1) − m⃗1T0s1 + m⃗0T1s1 Second order energy
m⃗1(h1 + u⃗0 · u⃗1) − m⃗1T0s1 + m⃗0T1s1 s1 ≡ 0 Entropy fluctuations neglected
m⃗1(h1 + u⃗0 · u⃗1)
m⃗1(h1 + u⃗0 · u⃗1) u⃗0 ≡ 0 No mean flow
m⃗1h1
(ρ0u⃗1 + ρ1u⃗0)h1 m⃗1 = ρ0u⃗1 + ρ1u⃗0 From variable expansion
(ρ0u⃗1 + ρ1u⃗0)h1
(ρ0u⃗1 + ρ1u⃗0)h1 u⃗0 ≡ 0 No mean flow
ρ0u⃗1h1

ρ0u⃗1

(
p1
ρ0
+

(
γT1 −

a2
0

cP

)
s1

)
h1 =

p1
ρ0
+

(
γT1 −

a2
0

cP

)
s1 From variable expansion

ρ0u⃗1

(
p1
ρ0
+

(
γT1 −

a2
0

cP

)
s1

)
ρ0u⃗1

(
p1
ρ0
+

(
γT1 −

a2
0

cP

)
s1

)
s1 ≡ 0 Entropy fluctuations neglected

ρ0u⃗1
p1
ρ0

ρ0u⃗1
p1
ρ0

(canceling)
u⃗1 p1
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A.8 Sink: Compressive Viscous Losses

Morse and Ingard [59] derive the rate of energy loss per unit volume Dcv due to the effects of compressive viscosity in

an acoustic wave to be

Dcv = (η+
4
3
µ)

⟨∣∣∣∣∣dux

dx

∣∣∣∣∣2⟩ (A.48)

The same process is applied to this source term: substitute the spectral expansion, time average, and volume integrate.

For a longitudinal excitation of a long, thin tube, this results in an α:

αcv = (γII + 4/3)µ
ω2

n

2ρ0RT0γ

= (γII + 4/3)
µ

ρ0

ω2
n

2a2
0

= (γII + 4/3)ν
ω2

n

2a2
0

(A.49)

This shows an ω2
n dependence for the compressive viscous losses. This ω2

n rapidly dominates the
√
ωn dependence

of the boundary layers, causing this compressive viscous effect to dominate the viscous losses.

Rather than performing exact computations for the viscous coefficient, an ansatz based upon this dependence was

used.

A.9 Dynamic Model

Following Flandro (and applying the changes required by driving), the dynamic model used was:

Ṙn =

∑
j

αn, j

 Rn︸         ︷︷         ︸
feedback sources and sinks

+
∑

k

ζn,k︸ ︷︷ ︸
forced sources and sinks

− 2 − γ
8γ

ωn

∞∑
l,m=1

En,l,mRlRm︸                         ︷︷                         ︸
nonlinear mode coupling

(A.50)
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Appendix B

Steepening: Alternate Wave Equation

Derivation

Maslen and Moore derived a nonlinear wave equation directly from the governing equations of gas dynamics. They

then applied the method of strained parameters to derive a series of linear, inhomogeneous ordinary differential equa-

tions governing components of the solution.

This derivation used a different wave equation to derive governing equations. The wave equation was derived by

Kuznetsov [60] and expanded on by Söderholm [61], and (as used here) was described in Enflo [6].

The procedure followed by Maslen and Moore, and emulated here, is:

1. State the governing equations (fluid, thermodynamic, state).

2. Reduce the number of field variables to one (potential flow).

3. Derive a (nonlinear) wave equation (eliminate variables from the governing equations).

4. Reduce the nonlinear problem into a series of linear problems (perturb the wave equation).

5. Apply boundary conditions to solve the first-order problem (find the eigenvalue / eigenfunction solution space).

6. Use the first-order solutions to solve for second-order corrections.

7. Use the first- and second-order solutions to solve for third-order corrections.

B.1 Governing Equations

Strong wave in cylinders are unsteady, compressible, thermodynamic flows. With an Eulerian perspective, the solution

consists of field variables specified at every point in space (x⃗) and time (t):

ρ density

p pressure

T temperature

u⃗ fluid velocity
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This requires knowledge of thermodynamic properties of the fluid as a function of pressure and temperature:

s entropy

h enthalpy

e internal energy

κ thermal conductivity

µ shear viscosity

ζ = 2
3λbulk (compressive) viscosity

The governing equations are the physical conservation equations,

Mass:
[
∂ρ

∂t
+ ∇(ρu⃗)

]
= 0 (B.1)

Momentum: ρ

[
∂u⃗
∂t
+ (u⃗ · ∇)u⃗

]
= − ∇p + η∇2u⃗ +

(
ζ +

η

3

)
∇(∇ · u⃗) (B.2)

Energy: ρT
[
∂s
∂t
+ (u⃗ · ∇)s

]
= κ∇2T + ζ(∇ · u⃗)2 +

1
2
η

(
∂u j

∂xi
+
∂ui

∂x j
− 2

3
∇ · u⃗δi j

)2

(B.3)

combined with thermodynamic state equations:

Ideal fluid: p = (cp − cv)ρT (B.4)

Enthalpy of ideal fluid: h(p,T ) = cpT (B.5)

Constant shear viscosity: µ(p,T ) = µ0 (B.6)

Constant bulk viscosity: ζ(p,T ) = ζ0 (B.7)

Constant thermal conductivity: κ(p,T ) = κ0 (B.8)

Constant specific heats: cp(p,T ) = (cp)0, cv(p, t) = (cv)0 (B.9)

Note the assumptions made. Constant diffusion properties (µ, ζ, κ) were assumed in the derivation of the momen-

tum and energy equations as presented. The ideal fluid assumption led to simpler forms of most of the thermodynamic

relations. Implicitly, the fluid was assumed to be everywhere in local thermodynamic equilibrium. At an even more

fundamental level, the continuum assumption was made to use these forms of the governing equations. For strong

waves, the constant diffusion property assumption may not hold. For short wavelengths, the continuum assumption

may not hold. For steep gradients, the equilibrium assumption may not hold. However, the various length, time,

frequency and amplitude scales required for these assumptions to break down are well beyond those in any of the

simulations under consideration.
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B.2 Potential Flow

The velocity field was assumed to be irrotational, and thus represented by the gradient of a scalar potential Φ.

∇ × u⃗ = 0 (B.10)

u⃗ = −∇Φ (B.11)

Additionally, the flow was assumed isentropic, which yielded

p = p0

(
ρ

ρ0

)γ
(B.12)

B.3 Wave Equation

To obtain a wave equation, further assumptions were introduced. The thermodynamic field variables were assumed to

have spatially and temporally constant equilibrium values ρ0, p0,T0, s0. The fluid was assumed to have a zero steady

velocity, u⃗0 = 0. The space and time dependence of all field variables ρ, p,T, s, u⃗ was assumed to be “small” with

respect to their equilibrium values. Likewise, the diffusion coefficients κ, η, ζ were assumed to be “small”, i.e., some

dimensionless number associated with them is much less than unity, as described in Enflo [6].

Let a0 be the mean speed of sound, γ the ratio of specific heats of an ideal gas, ρ0 the mean density, and b a

diffusion parameter (defined below in equation B.14). Assume that viscosity and thermal diffusion coefficients are

“small”. Under these assumptions, Soderholm [61] gave a detailed derivation leading to a nonlinear wave equation

3rd-order accurate in nonlinear terms and 2nd-order accurate in viscous terms:

∂2Φ

∂t2 − a2
0∇2Φ = − ∂

∂t

(
(∇Φ)2

)
− 1

2
∇Φ · ∇

(
(∇Φ)2

)
− (γ − 1)

(
∂Φ

∂t
+

1
2

(∇Φ)2
)
∇2Φ + b∇2 ∂Φ

∂t
(B.13)

The diffusion parameter combines the effects of thermal conductivity k, shear viscosity η, and compressive viscos-

ity ζ = 2/3µ (with the usual specific heats cp, cv):

b = κ
(

1
cv
− 1cp

)
+

4
3
η+ ζ (B.14)

As Enflo describes it, “to second order in the small quantities, the total effect of viscosity and heat conduction is given

by a single constant b” (page 23 of [6]). Note that Enflo’s chief concern is sound waves as radiation, and that acoustic

boundary layers do not contribute strongly to losses in those conditions. In other words, this equation accounts for bulk

losses due to thermal conductivity and viscosity to second order. The irrotational assumption precludes this equation

from capturing the acoustic boundary layer that contributes strongly to losses in cavities.
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Perturbing the wave equation B.13:

Φ(x⃗, t) = ϕ0 + ϵϕ1 + ϵ
2ϕ2 + ϵ

3ϕ3 + . . . (B.15)

ϕ0 = constant ≡ 0 (no mean flow) (B.16)

∂2ϕ1

∂t2 − c2
0∇2ϕ1 = 0 (B.17)

∂2ϕ2

∂t2 − c2
0∇2ϕ2 = −

∂

∂t

∇ϕ1 · ∇ϕ1 +
γ − 1
2a2

0

∂ϕ1

∂t
∂ϕ1

∂t

 + b∇2 ∂ϕ1

∂t
(B.18)

∂2ϕ3

∂t2 − c2
0∇2ϕ3 = −

∂

∂t

2∇ϕ1 · ∇ϕ2 +
γ − 1

a2
0

∂ϕ1

∂t
∂ϕ2

∂t

 + b∇2 ∂ϕ2

∂t
(B.19)

− 1
2
∇ϕ1 · ∇

(
(∇ϕ1)2

)
− γ − 1

2
(∇ϕ1)2∇2ϕ1 (B.20)

For comparison, Maslen and Moore’s (non-dimensional) perturbed equations are

Φ(x⃗, t) = ϕ0 + ϵϕ1 + ϵ
2ϕ2 + ϵ

3ϕ3 + . . . (B.21)

ϕ0 = constant ≡ 0 (no mean flow) (B.22)

∂2ϕ1

∂t2 − c2
0∇2ϕ1 = 0 (B.23)

∂2ϕ2

∂t2 − c2
0∇2ϕ2 = −

∂

∂t

∇ϕ1 · ∇ϕ1 +
γ − 1
2a2

0

∂ϕ1

∂t
∂ϕ1

∂t

 (B.24)

∂2ϕ3

∂t2 − c2
0∇2ϕ3 = −

∂

∂t

2∇ϕ1 · ∇ϕ2 +
γ − 1

a2
0

∂ϕ1

∂t
∂ϕ2

∂t

 (B.25)

− 1
2
∇ϕ1 · ∇

(
∇ϕ1)2

)
(B.26)

+
γ − 1

2
(∇ϕ1)2 ∂

2ϕ1

∂t2 (B.27)

− (γ − 1)2 ∂ϕ1

∂t
∂ϕ1

∂t
∂2ϕ1

∂t2 (B.28)

− ∂

∂t

[
(γ − 1)∇ϕ1 · ∇ϕ1

∂ϕ1

∂t

]
(B.29)

This showed that Maslen and Moore captured all the nonlinear effects of the most recent developments in nonlinear

acoustics, and even captured some nonlinear effects not captured by those developments. Further, the viscous terms of

Solderholm’s equation are largely irrelevant for cavity waves (in which the primary losses are in the boundary layers,

not the fluid bulk). As such, Maslen and Moore’s approach was seen as preferable for strong waves in cylinders, where

nonlinearity is expected to dominate over viscosity.
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Appendix C

Example Nonlinear Oscillator Simulation

The following tables show the details of one simulation using the nonlinear oscillator approach outlined in Chapter 5.

Through the tables, the numbers in the left cells indicate the mode’s properties:

• f is the natural frequency

• i is the number of nodal diameters (also the number of the associated Bessel function)

• j is the number of nodal circles (corresponding to the jth root of the Bessel derivative)

The left plot in each row shows a generic mode shape (it can be thought of as the unit pressure wave for that mode).

The middle figure of each plots ηn(t) versus time for one mode, throughout a 2 second simulation. Note that all

these plots have the same bounds, so the higher modes which do not appear to have much happening are very low

amplitude.

The right plot of each row shows two periods from each mode’s time function ηn(t) after limit cycle is attained.

The plots in figure C.1 follow this same pattern, but top-to-bottom, not left-to-right.
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0.5 1.0 1.5 2.0

-2

2

4

6

Figure C.1: The complete, superposed solution: (a) time snapshot of limit cycle mode shape; (b) time dependence at
the wall for the complete simulation; (c) the limit cycle pressure-time wave as observed at a wall station.
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f i j Mode shape Time dependence Limit-cycle waveform

322.3 Hz 1 0

322.3 Hz 1 0

534.7 Hz 2 0

534.7 Hz 2 0

670.8 Hz 0 1

735.5 Hz 3 0

Figure C.2: Nonlinear oscillator simulation results, modes 1 through 6
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f i j Mode shape Time dependence Limit-cycle waveform

735.5 Hz 3 0

930.9 Hz 4 0

930.9 Hz 4 0

933.4 Hz 1 1

933.4 Hz 1 1

1174.0 Hz 2 1

Figure C.3: Nonlinear oscillator simulation results, modes 7 through 12
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f i j Mode shape Time dependence Limit-cycle waveform

1174.0 Hz 2 1

1228.2 Hz 0 2

1403.2 Hz 3 1

1403.2 Hz 3 1

1494.5 Hz 1 2

1494.5 Hz 1 2

Figure C.4: Nonlinear oscillator simulation results, modes 13 through 18
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f i j Mode shape Time dependence Limit-cycle waveform

1625.1 Hz 4 1

1625.1 Hz 4 1

1745.4 Hz 2 2

1745.4 Hz 2 2

1781.1 Hz 0 3

1986.3 Hz 3 2

Figure C.5: Nonlinear oscillator simulation results, modes 19 through 24
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f i j Mode shape Time dependence Limit-cycle waveform

1986.3 Hz 3 2

2049.4 Hz 1 3

2049.4 Hz 1 3

2220.2 Hz 4 2

2220.2 Hz 4 2

2305.7 Hz 2 3

Figure C.6: Nonlinear oscillator simulation results, modes 25 through 30
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f i j Mode shape Time dependence Limit-cycle waveform

2305.7 Hz 2 3

2332.6 Hz 0 4

2553.6 Hz 3 3

2553.6 Hz 3 3

2602.2 Hz 1 4

2602.2 Hz 1 4

Figure C.7: Nonlinear oscillator simulation results, modes 31 through 36
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f i j Mode shape Time dependence Limit-cycle waveform

2794.8 Hz 4 3

2794.8 Hz 4 3

2862.0 Hz 2 4

2862.0 Hz 2 4

3114.3 Hz 3 4

3114.3 Hz 3 4

Figure C.8: Nonlinear oscillator simulation results, modes 37 through 42
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f i j Mode shape Time dependence Limit-cycle waveform

3360.7 Hz 4 4

3360.7 Hz 4 4

Figure C.9: Nonlinear oscillator simulation results, modes 43 through 44
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Appendix D

Decomposition Examples

To see the value of this decomposition, consider what the mode/harmonic approximation implies for these coefficients.

For example, Figure D.1 shows the sine coefficients anm for a simplified system. If the superposition of these three

modes completely describes the system’s periodic motion, then the approximation is exact. It satisfies two tests exactly:

Mode Shape 100Hz 200Hz 300Hz

1T 1.0 0.0 0.0

2T 0.0 0.3 0.0

1R 0.0 0.0 0.1
Figure D.1: System that meets mode/harmonic approximation
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Mode Shape 100Hz 200Hz 300Hz

1T 1.0 0.0 0.0

2T 1.0 0.0 0.0

1R 0.0 0.1 0.1
Figure D.2: System that does not meet mode/harmonic approximation

1. Each mode is ringing at only one frequency, and each frequency is an integer harmonic of the fundamental.

2. Each harmonic has one and only one acoustic mode contributing to its value (or, at most, has contributions

from one and only one set of degenerate acoustic modes that have the same natural resonant frequency).

The example in Figure D.2 seperately fails these two tests. It fails the first test, as the third mode is ringing at two

different frequencies, i.e., does not have a simple sinusoidal time dependence. It fails the second test, as the first

harmonic has two different modes contributing to its spatial dependence, i.e., has a shifted mode shape associated with

a particular frequency.

In actual simulations, the situation is more complicated. Consider one final example, in Table D.3. In this case,

the system matches the mode/harmonic assumption to good approximation. We quantify that approximation by using

energy concepts. For each mode n, the fractional energy not in the “dominant” harmonic M is expressed as

En,err =

∑
m,M a2

nm

a2
nM

(D.1)
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Mode Shape 100Hz 200Hz 300Hz

1T 0.85 0.07 0.02

2T 0.04 0.47 0.03

1R 0.01 0.013 0.15
Figure D.3: System that approximately matches mode/harmonic assumption
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Mode Shape 100Hz 200Hz 300Hz Energy error

1T 0.85 0.07 0.02 0.733%

2T 0.04 0.47 0.03 1.13%

1R 0.01 0.013 0.15 1.20%
Energy error 0.235% 2.29% 5.78%
Figure D.4: System that approximately matches mode/harmonic assumption, with error quantified

Similarly, for each harmonic m, the fractional energy not in the “dominant” mode N is expressed as

Em,err =

∑
n,N a2

nm

a2
Nm

(D.2)

Table D.4 revisits the system, but now including these error metrics. This can be further reduced to a single number:

the ratio of energy in non-dominant mode or harmonics to the total energy in the system. This, however, requires

careful inclusion of some constants. While integrating over the sin/cos functions productions a single constant that

drops out of the equation, the spatial mode shapes are not normalized. So the total fractional error energy is given as:

Eerr =

∑
n,m not dominant

(∫
V
ψ2

n

)
a2

nm

∑
n,m

(∫
V
ψ2

n

)
a2

nm

(D.3)

For the last example problem given above, the result is Eerr = 0.80%, indicating that the approximation captures 99.2%

of the total energy in the system. For the previous example which failed to meet the criteria (Table D.2), which of the
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modes should be selected as the “dominant modes”? Considering the max of each row as dominant, Eerr = 35.5%,

while considering the max of each column, Eerr = 0.85%. This accurately indicates that by energy, the system fails

the no-shifted-mode-shape assumption far worse than it fails the single-frequency-per-mode assumption.
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