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## Abstract

The Spallation Neutron Source (SNS) located in the Oak Ridge National Laboratory is comprised of a 1 GeV linear $\mathrm{H}^{-}\left[\mathrm{H}^{\wedge}-\right]$ accelerator followed by an accumulator ring that delivers high intensity $1 \mu \mathrm{~s}$ [microsecond] long pulses of $1.5 \times 10^{14}\left[1.5 \times 10^{\wedge} 14\right]$ protons to a liquid mercury target for neutron production by spallation reaction. With its strict $0.01 \%$ total beam loss condition, planned power upgrade, and proposed second target station, SNS ring beam-profile diagnostics capable of monitoring evolving beam conditions during high-power conditions are crucial for efficient operation and improvement. By subjecting ionized electrons created during beam interactions with the residual gas to a uniform electric field perpendicular to the beam direction, a profile may be collected based on the relation between measured ionized particle current and the beam density responsible for ionization. This form of nondestructive profile beam profile diagnostic known as an Ionization Profile Monitor (IPM). Introducing a magnetic field parallel to the electric field constrains the transverse particle motion to produce spatially accurate profiles. Presented in this work is the analysis and design of an IPM for the SNS ring capable of measuring turn-by-turn profiles with a $10 \%$ spatial accuracy for a fully accumulated high intensity proton beam. A theoretical framework is developed for the IPM operational principles and estimations for system design parameters are made based on calculations and measurement data. Detailed simulations are presented which are also used to determine design details and experimental results from a proof-ofprinciple IPM test chamber are reported and analyzed. Finally, a complete system design is presented based on the design criteria and simulation optimization that meets the required IPM system objectives.
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## Chapter 1

## Background and Overview

"Count what is countable, measure what is measurable, and what is not measurable, make measurable." - Galileo Galilei

The greatest discoveries in history would have remained little more than ideas and scribbles on paper without the tools used to test them. From the prism Isaac Newton used to prove the composition of light to the Hubble Space Telescope used to confirm the expansion of the universe, the advancement of physics is inextricably linked to the pursuit of better instrumentation. No better example may be found than the pursuit to understand the atom. In 1927, when Sir Ernest Rutherford began an examination of the atomic structure with $\alpha$ particles, he expressed his desire for 'a copious supply' of far higher energy particles to members of the Royal Society of London, and the era of the particle accelerator was born [1].

The earliest linear accelerator built by John D. Cockcroft and Ernest Walton was 8 feet long with an energy of 800 keV and the first circular accelerator, known as a cyclotron, could fit in the palm of the hand with its 4 inch diameter. In comparison, today's largest accelerator, the Large Hadron Collider (LHC) synchrotron, has a diameter of over 5 miles and utilizes superconductors to reach energies up to 3.5 TeV . Without the instrumentation
that allows physicists to control and diagnose the particle beam, even the greatest accelerator in the world would be useless. The research presented here proposes a beam diagnostic tool known as an Ionization Profile Monitor (IPM) for the Spallation Neutron Source (SNS) that provides a non-destructive method of measuring the beam profile not yet realized in the SNS accumulator ring.

### 1.1 The Need for Non-Destructive Profile Measurement

While accelerator-driven spallation neutron production may be financially more expensive than neutrons created through reactor-based nuclear fission, the spallation reaction has the advantage that it can be pulsed with relative ease. Pulsed spallation neutron sources offer advantages in improved signal-to-noise ratios and also lend themselves to studies involving high energy resolution through time-of-flight techniques [2]. Spallation is the process in which a heavy nucleus emits a large number of nucleons, i.e. neutrons, as a result of bombardment by a high-energy particle, such as a proton in the case of SNS.

### 1.1.1 The Spallation Neutron Source

The Spallation Neutron Source is one of the world's most powerful accelerator-based pulsed neutron sources. Located at the Oak Ridge National Laboratory in Oak Ridge, Tennessee, USA, the SNS is a third generation neutron source that provides pulses of neutrons for research in neutron scattering. SNS begins with the ion source (see figure 1.1 for a layout of the SNS facility), where 1 ms long macro-pulses of $\mathrm{H}^{-}$ions are produced in a magneticallyconfined plasma at a rate of 60 Hz .

A Low Energy Beam Transport (LEBT) line transfers the ions into a 2.5 MeV Radio


Figure 1.1 Spallation Neutron Source conceptual layout. The SNS was built by a partnership of six U.S. Department of Energy laboratories. [3]

Frequency Quadrupole (RFQ) accelerator that defines the bunching structure for RF acceleration. After the RFQ, a Medium Energy Beam Transport (MEBT) section prepares the beam for the linear accelerator (linac) to accelerate the particles to approximately $88 \%$ the speed of light. An electrostatic chopper, in the LEBT, with a 50 ns rise time, along with a traveling wave chopper with a 20 ns rise time in the MEBT, cut 300 ns gaps to a level of $1 \times 10^{-3}$ and $1 \times 10^{-6}$ respectively, in the 1 ms macro-pulse to create a succession of mini-pulses.

The linac begins with two warm sections, a drift tube linac (DTL) and a coupled cavity linac (CCL), that accelerate the beam to 186 MeV . The latter portion of the linac is comprised of a liquid helium cooled, niobium superconducting linac (SCL) that finishes the acceleration. Upon exiting the linac, the $1 \mathrm{GeV} \mathrm{H}^{-}$ions pass through a high energy beam transport line (HEBT) to a foil where they are stripped of electrons. The time structure of the resulting proton beam in the ring can be seen in figure 1.2.

The ring accumulates 1060 individual 645 ns long mini-pulses with a peak beam current of 38 mA to a full intensity of $1.5 \times 10^{14}$ protons per pulse, as illustrated in figure 1.3 This $1 \mu$ s high intensity pulse is transported to a liquid mercury target at a rate of 60 pulses per second with an average beam power of 1.4 MW. The spallation reaction produces a range of energetic neutrons which are then moderated and sent to a variety of experiments [3], [4].

### 1.1.2 Beam Loss and Diagnostics

SNS is a user facility whose primary function is to provide a steady and consistent supply of neutrons for scattering experiments. As such, beam availability is a top priority. Key components to achieving maximum beam availability are the prevention of beam related damage to accelerator components and a reduction of residual radiation activation to allow for quick and safe access for maintenance personnel. While the high intensity beam of SNS


Figure 1.2 SNS beam pulse structure [5].


Figure 1.3 SNS accumulator ring current accumulation scheme [6].
provides high fluxes of neutrons for users, it also presents unique challenges for operation. In order to achieve the required beam availability of at least $95 \%$ for SNS, a loss percentage of no more than $0.01 \%$ of the total beam is required [4]. This is an unprecedented low-loss level considering that, previously, the lowest loss high intensity machine was PSR at the Los Alamos Neutron Science Center. Fractional losses in PSR are $0.3 \%$ and $10 \%$ at ISIS in the U.K. [7]. For SNS, the $10^{-4}$ loss requirement translates into an uncontrolled beam loss no greater than $1 \mathrm{~W} / \mathrm{m}$ and a loss current of $1 \mathrm{nA} / \mathrm{m}$. This puts a very high importance on beam control.

Transverse beam profiles are an important diagnostic that allows physicists to characterize many beam parameters including width, emittance, halo, and position [8]. Monitoring the transverse distribution of the beam pulse during accumulation ensures the proper orbit is maintained which in turn allows for control of losses. Wirescanners provide the primary method of beam profile measurement, and this diagnostic tool works by passing a wire through the beam and measuring the current generated on the wires. The generated current is proportional to the beam density at the position of the wire. As the position of the wire is swept across the beam, the beam density profile is measured. [9].

There are 44 wirescanners installed throughout the SNS accelerator, however, they are not suitable for full beam power. It has been shown in [10] that the temperature of a conventional carbon wire would be over 2200 K for a fully accumulated 1 MW beam in the ring, while the maximum practical failure temperature for a carbon wire is 1600 K [11]. Only short pulses, on the order of $100 \mu \mathrm{~s}$ with a repetition rate of 10 Hz , could be used in the ring for a standard wirescanner profile measurement. Wirescanners are used for the full intensity beam only in the latter parts of the accelerator where the beam makes a single pass. The Ring
to Target Beam Transfer line (RTBT), for example, uses wirescanners to measure profiles because the RTBT duty factor is $0.006 \%$, as opposed to the ring duty factor of $6 \%$. This allows sufficient cooling between successive pulses such that the maximum wire temperature is $\sim 400 \mathrm{~K}[10]$. It is not feasible to use an interceptive form of profile measurement in the ring and therefore non-intrusive profile systems must be used.

The SNS ring lacks a complete set of profile diagnostics. Recently a prototype nonintrusive profile monitor that measures the deflection of an electron beam passing through the proton beam has been used to measure the beam profile [12]. It is desirable, however, to have a more complete set of diagnostic tools to complement the current profile monitor, especially as the SNS ring encounters higher intensity instabilities and loss corresponding to the beam power ramp from 1 MW to 1.4 MW and eventually to 3 MW .

### 1.1.3 Ionization Profile Monitor Overview

This research focuses on a non-destructive form of profile measurement that uses the residual gas found in the beam pipe as the medium for generating the profile signal. Ionization profile monitors work on the basic principle depicted in figure 1.4. While all accelerators require a vacuum within the beam pipe to limit disturbances to the beam by air molecules, no vacuum is perfect and highly energetic beam particles incident on residual gas molecules can ionize the gas into ion-electron pairs. The density of the residual gas ionization is proportional to the beam density distribution. By placing an electric field across the ionized gas ions or electrons, depending on the bias of the electric potential, can be accelerated toward a detector. The signal on the detector is measured as function of position and the signal level is proportional to the beam density at that location.

There are a number of variations on the basic principle that have been used


Figure 1.4 Ionization Profile Monitor basic principle illustration [13].
successfully and IPMs are designed for the particular application as needed. Due to the low intensity of the profile being generated from high vacuum beam-gas interactions, the ionized gas signal must be amplified. Many IPMs use a single or multiple Multi-Channel Plates (MCP) to amplify the signal onto a detector array. Depending on the type of time resolution required, a wire array or strip electrodes can be used to deliver high time resolution $\simeq 100 \mathrm{~ns}$. Alternatively, a CCD camera may be used to measure light created by impinging electrons on a phosphor screen to achieve spatial resolutions around $100 \mu \mathrm{~m}$ [14]. Some accelerators with exceptionally low vacuums must create localized pressure bumps to ensure that there are enough ions to obtain a profile.

### 1.2 History of IPM Development

### 1.2.1 Early IPMs (1965-2002)

Ionization profile monitor technology has been in development for over forty years. Among its earliest uses was the profile measurement of intense beams at the Budker Institute of Nuclear Physics (BINP) in Russia [15]. One of the earliest publications on a residual gas based profile monitor was a paper by Fred Hornstra, Jr. and William H. Deluca [16] in the 1967 International Conference on High Energy Accelerators. They describe a novel method of measuring beam profiles by detecting ionization products created from a proton beam passing through a $1 \times 10^{-6}$ Torr vacuum in the Zero Gradient Synchrotron (ZGS) at Argonne National Laboratory (ANL). Their system collected both ions and electrons using a 10 kV electrostatic potential and a system bandwidth of 200 kHz . It was quickly discovered that the beam space charge had a significant effect on the measured beam profile widths and the study of profile spreading has been a major issue in IPM development ever since [17]. Their
work was preceded by numerous theoretical analyses of the ionization of gases including books written by McDaniel [18] in 1954 and Massey and Burhop [19] in 1952.

After scientists at CERN heard of the ZGS IPM they designed their own version, which they called an Ionization Beam Scanner (IBS), and installed it in early 1968 in the Proton Synchrotron (CPS) [20], [21]. The IBS collected only electrons and used a single strip electrode swept over the width of the beampipe to generate profiles with a spatial resolution better than 1 mm . Other profile monitors soon followed at CERN and, by 1971, an IBS was installed [22] in the Intersecting Storage Rings. In this case, the very low residual gas pressure required the addition of a sodium vapor jet to be passed through the beam to increase the ionized electron signal [23]. The Japanese also used an IPM with a localized pressure bump to measure ions with $30 \mu$ s time resolution in their KEK Proton Synchrotron in 1977 [24].

The Fermi National Accelerator Laboratory (Fermilab) soon followed in utilizing IPM technology, beginning in 1979 in the original main ring design. Their version of an IPM incorporated micro-channel plates (MCP) with a magnesium vapor ribbon in the beam path [25]. It is significant that they were challenged by unwanted secondary emission electrons and that they used UV light for testing the MCPs. IPM's originally installed in the Fermilab Anti-Proton Source were modified and moved into the Booster. These particular IPMs had a 260 kHz bandwidth with an 8 kV potential [26]. IPMs installed in the original main ring where improved upon and installed in the Main Injector when completed in 1999. [27].

Two papers by Weisberg et al. [28], [29] published in 1981 and 1983 describe an Ionization Profile Monitor built for the Brookhaven National Laboratory (BNL) Alternating Gradient Synchrotron (AGS) that used an adjustable local gas pressure to measure ions and a

14 Gs magnet for electrons. An MCP and 64 strip detector was used to measure profiles with a time resolution of 0.1 ms . In [30], Thern provides a theoretical correction to the error due to space charge in the AGS IPM profiles; however, this theory lacked a good agreement with the Monte Carlo simulations of ionized particle trajectories and cast doubt on the validity of the correction.

By 1988 the ISIS neutron source in England had 5 non-destructive profile monitors using a single detector called a Channeltron ${ }^{1}$ to measure electrons by sweeping across the transverse beam direction with a $50 \mathrm{kV} / \mathrm{m}$ bias field [31].

Three gas monitors were installed at the (DESY) facility and were among the first to view the beam width with a screen and camera [32], [33]. In 1988 Hornstra [34] described a "separated function feature" which allowed the most critical components of the system to be placed outside the vacuum. This work was later expanded upon by Wittenburg [32] in 1992. In a paper discussing experiences with gas ionization he went into detail about various aspects of the system, such as noise and field shaping. The system was upgraded to use MCPs, part of a migration over time away from camera detection systems [35] and toward the use of IPMs to measure the beam's transverse emittance.

A series of papers follow the development in the 1990s of residual gas profile monitors in the Tandem - ALPI accelerator at the Istituto Nazionale di Fisica Nucleare Legnaro Laboratory (INFN -LNL) . Ceci, Valentino [36], and Variale [37] authored a number of papers beginning with a preliminary study of an IPM system and outlining the version they were planning on using, which consisted of multiple MCPs and a phosphor

[^0]screen with $70 \mu \mathrm{~m}$ spatial resolution. Later Bellato ,et al [38] discussed first test results and the eventual commissioning of the system .

Other IPMs in use by the 1990s were located at the Test Storage Ring (TSR) in Germany, where they were used to measure beam heating and cooling mechanisms [39], and at the French accelerator Grand Accelerator d'Ions Lourds (GANIL), in which two IPMs were designed to measure the transverse distribution and the longitudinal time distribution [40]. In [41] an IPM is described for the Brookhaven National Laboratory (BNL) Relativistic Heavy Ion Collider (RHIC) that uses a 0.14 T magnet and a 3 kV bias potential to measure averaged profiles of proton beams and single bunch gold beam profiles. Sellyey and Gilpatrick authored two papers [42], [43] that describe the design and testing of an IPM designed for future high intensity beams. Included in their research is the analysis of the radiation resistance of a number of components common to IPMs. In particular they state that the MCP is usable with a total dose of $>10$ Mrad, which would also apply to a Channeltron because they are made of the same materials. CERN continued to update their profile monitors when, in 1997, an IPM modified from an older Duetshes Elektron-Synchrotron (DESY) version, was used in the Super Proton Synchrotron (SPS) [22].

### 1.2.2 Modern IPMs (2002-2012)

While new IPM systems continue to be designed and installed, much of the work has focused on improving existing systems and addressing issues that affect IPM performance and accuracy. Among new profile monitors developed in recent years is an IPM designed and built for the Fermilab Tevatron to diagnose emittance blow up during the ramping of the beam energy. Beginning in 2003 a series of papers [44-46] describes a system largely based on the Fermilab Injector IPM that uses electrons to measure individual proton and antiproton
bunches. It uses a localized pressure leak and an MCP onto anode strips, and as of 2006 it had successfully used a 0.2 T magnet to measure proton bunch mismatches with 60 ns time resolution.

Other new systems include an IPM for the Japan Proton Accelerator Research Complex (J-PARC) that was designed to measure electrons with a 300 G magnetic field and 40 kV potential without the need of an MCP, due to the 1 Pa level vacuum [47], [48]. Later studies [49], [50] show the successful use of Monte Carlo simulations to determine the necessary electric and magnetic field values as well as to simulate turn-by-turn profiles using ions. Ishida in 2005 [51] showed that an IPM would not be suitable for the J-PARC neutrino beamline because the induced background was too high for the use of electrons and spacecharge was too high to use ions. A paper lead by Forck in 2005 [52] and a presentation given at the 2010 International Particle Accelerator Conference (IPAC) [14] give an overview of IPM technology to date. They compare phosphor screen and MCP types of detectors as well as most current types of minimally invasive profile measurement techniques, highlighting the common practice of using ions to measure low current beams and electrons for high current beams.

Federico Roncarolo studied the accuracy of the CERN IPMs used in the SPS for eventual use in the LHC for his doctoral research. He found good agreement with wirescanners to $1 \%$, except for beam sizes of less than $500 \mu \mathrm{~m}$, and provided a detailed analysis of statistical errors found in profile measurements [53]. A new IPM was also developed at CERN for the Low Energy Ion Ring (LEIR) that measured profiles from a $2 \times 10^{-12}$ Torr vacuum [54], [55]. IPM technology is also being utilized to measure non-particle-based beams as documented in the 2008 paper [56], in which an IPM is used to
collect ions created by soft laser light generated by the Free Electron Laser at the FLASH facility in DESY. A pressure bump of xenon is used to measure profiles with a $50 \mu \mathrm{~m}$ spatial resolution. An IPM prototype has been tested at the Helmholtz Centre for Heavy Ion Research (GSI) in Germany [57] for eventual use in the International Fusion Material Irradiation Facility (IFMIF), which will test suitable materials for use in future fusion reactors.

Many older IPMs have undergone upgrades as the technology has matured. The SPS at CERN, for example, was upgraded in 2003 to increase spatial resolution to lower than 0.1 mm [58]. Liakin reported improvements to the SIS heavy ion synchrotron at GSI in which higher potential end caps where used as a unique method of longitudinal field flattening [59]. Four IPMs at RHIC saw important upgrades that solved problems related to RF coupling to the beam, dynamic gain reduction of the MCPs from high signal fluxes, background from radiation spray, background form electron cloud buildup, and permanent MCP damage from high integrated signal flux [60]. In [61], [62] an interesting type of two-dimensional IPM is described that used a curved electrode to separate the velocities of the ionization products to measure vertical as well horizontal profiles simultaneously.

Recent work on IPM systems includes the upgrade of the current IPM system at the ISIS synchrotron and also fundamental EM studies of the IPM geometry and trajectory of particles in more complicated electric field configurations. It was determined that there existed a large error due the non-linearity of the drift field [63]. Later papers, including [64], [65], and recently in 2010 [66], outline major upgrades to the ISIS IPMs that include replacing the single moving Channeltron with 40 stationary ones and a method of Channeltron calibration that allows blocks of 4 gain-matched Channeltrons to be controlled
by their own power supply. The differential gain setup enables uniform profile amplification in addition to a width correction model that allows for profiles to be measured in real time.

Challenges with beam space charge have been identified since the first use of IPMs. Experience with space charge distortion led Thern (1987) [30] to publish a paper describing a model for this distortion as well as formulas for correcting it. Due to the importance of understanding this phenomenon many other groups produced work studying the calibration of ionized profiles. Amundson and colleagues (2003) [67] produced a calibration for the Fermilab Booster IPM in which they presented a formula for calibration and compared the results with real data with sufficient accuracy for their purposes.

Many modern accelerators implement IPM's in their higher energy sections. Most of these IPM's use electrons. Of the IPM's that use ions as their signal source, many are band limited and not designed for fast measurements and have low static fields that prevent fast ion collection. Table 1.1 highlights selected IPMs including those at the ISIS and J-PARC facilities, which are similar to SNS in their beam characteristics. The table shows some of the limitations of the current technology [30], [68], [69], [50]. The maximal bias potentials

Table 1.1 List of selected IPMs and their characteristics.

| Accelerator | Collection Type | Bias Potential | Time Resolution | Bandwidth |
| :---: | :---: | :---: | :---: | :---: |
| AGS | Ions \& Electrons | 45 kV | 0.1 ms | 3.5 kHz |
| Fermilab | Ions \& Electrons | 30 kV | $1.5 \mu \mathrm{~s}$ | 300 kHz |
| ISIS | Ions | 60 kV | $35 \mu \mathrm{~s}$ | 10 kHZ |
| J-PARC | Ions \& Electrons | 45 kV | 35 ns | 10 MHz |

currently used are on the order of $50-60 \mathrm{kV}$. Average time resolutions for modern IPMs are $\cong 100 \mathrm{~ns}$ with the lowest being 35 ns . Profile monitors based on residual gas ionization have become a standard beam diagnostic tool in today's high current accelerators as they continue to be built and improved upon.

### 1.3 SNS IPM Design Criteria

It is the goal of this project to produce a complete IPM system design capable of parasitically measuring turn-by-turn transverse beam profiles in the SNS accumulator ring. The beam width accuracy must be comparable to that of currently employed profile diagnostic tools. As part of this project, a thorough analysis is presented to ensure measurement reliability. IPM system requirements are defined for a fully accumulated 1MW nominal beam consisting of $1 \times 10^{14} \mathrm{ppp}$ and are summarized in table 1.2. In order to measure the single turn $1 \mu \mathrm{~s}$ long bunches, the system must have sufficient bandwidth and dispersion correction to measure a bunch rise time of at least 20 ns with a dynamic range of 100 for a nominal beam. The measured beam profile width should be within $\pm 10 \%$ of RMS beam size when compared to the profile width calculated from the beam optics at the IPM location.

For the system to be able to run parasitically during production-beam operation mode, the beam upon leaving the IPM region must be negligibly affected in its trajectory and dynamics by the IPM magnets and electrodes. Therefore, if the IPM produces multipole components in the magnetic field of greater than $1 \%$ measured at a distance of 12.78 cm from the magnet center, these will produce higher order distortions to the beam particle trajectories that cannot be compensated.

As with all ring vacuum chamber components, the same secondary electron

Table 1.2 IPM system requirements for fully accumulated $1 \times 10^{14} \mathrm{ppp}$ beam.

| Requirement | Value or Range |
| :--- | :---: |
| Measured Profile Plane | Transverse Horizontal and Vertical |
| Longitudinal Resolution | $1 \mu \mathrm{~s}$ (Single Turn) |
| Time Resolution | 20 ns |
| System Bandwidth | 17.5 MHz |
| Beam Size Measurement Accuracy | $\pm 10 \%$ of RMS Beam Size |
| Dynamic Range | 100 |
| Maximum Beam Trajectory Deflection | 0.5 mrad |
| Maximum Allowed Magnet $<1 \%$ at 12.78 cm Radius <br> Multipole Component $1 \times 10^{7} \mathrm{rad}$ <br> Radiation Resistance  |  |

mitigation treatment must be applied to the IPM in order to reduce instabilities resulting from electron build-up. While the performance requirements for the system put lower limits on many of the design aspects, budgetary concerns will place upper limits on the size of some of the larger and more expensive components. Likewise, the location in the ring tunnel will set limits on some physical dimensions, such as the 4.2 m longitudinal distance allocated for both horizontal and vertical systems and the 2.54 m ceiling height.

### 1.4 Overall Organization

The remainder of this work is broken into five chapters. Chapter 2 describes the theoretical basis for the IPM system. A description of the beam-gas interaction presents the principles of gas ionization and estimates for electron-ion pair production. Study of the residual gas and SNS ring pressure then allows for estimation of the expected signal. Analysis of the residual gas sensitivity and profile generation method is also presented.

Chapter 3 is a description of the simulation studies and basic system parameter determination. Also offered in this chapter is a description of the computational method used to simulated ionized particle trajectories. A large portion of chapter 3 is dedicated to the analysis of measured errors expected in the system, methods for the error reduction, as well as an estimation measured profile accuracy.

Chapter 4 summarizes the results of an IPM test chamber built and installed in the ring to test the basic IPM proof-of-principle while chapter 5 outlines the completed design in detail for each of major system components. The summary chapter, chapter 6, recapitulates the main design elements in relation to the design goals, briefly describes future work and possible system upgrades, concluding with some final remarks.

## Chapter 2

## Theoretical Analysis

The following chapter will present an analysis of IPMs based on first principals that will translate the measurement requirements of table 1.2 into system specifications and a foundation for their reliability. A theoretical foundation for the principle of residual gas ionization by an energetic incident particle is developed leading to an estimate of the number of ion-electron pairs created. A study of the residual gas is performed analyzing measured pressure data from the IPM location and applying vacuum physics to understand the residual gas density and characteristics. Mechanisms of ionization are examined to determine the measured signal characteristics and errors induced by low initial particle statistics are addressed. Finally, after a description of the detector to be used, estimates for the measured signals expected are given along with a method of producing complete turn-by-turn beam profiles.

## Design Considerations

A number of variations of the IPM exist. One of the goals of this project was to develop a simple design that meets the necessary specifications and that extends the technological state-of-the-art. Of the two types of IPM detection methods, use of a phosphor screen or direct
collection of ionized particles as discussed in section 1.1.3, the method of measuring ionization products directly eliminates the need for a camera and thus will be the method considered here.

A beam's passage through residual gas produces ions and electrons; both of which can be used to measure profiles. It will be shown in the following analysis that both of the particle types involve their own challenges. While ion collection is a simpler method of measurement, profiles acquired through this method present challenges that make it difficult to fulfill the system requirements as stated in table 1.2. Therefore, electron collection will be the primary design focus. However, even though electron collection will provide the required profile accuracy, it is desirable to design the system with the capability of measuring ions or electrons. This will allow for the comparison of the two profile methods and provide a test bed for the development of ion-based IPM profiles in high intensity accelerators. Additionally, it is advantageous because the design of an ion collection system requires only straightforward modifications to a system developed for electrons.

### 2.1 Beam-Gas Interaction

A detailed analysis of the physics involved in the implementation of a residual-gas-based beam profile monitor is necessary in order to design a system capable of measuring reliable and accurate profiles. An understanding of the interaction between the beam and the residual gas is fundamental toward the design of a non-destructive profile monitor.

### 2.1.1 Interaction Model

It is first necessary to develop a model for the beam-gas interaction. A complete quantum mechanical model would not only be extremely complex, but unnecessary as a number of
simplifications may be made that allow for easier analysis without loss of solution integrity.

## Beam Properties

The requirements on the particle beam for the nuclear spallation process are such that incoming protons must have wavelengths $\sim 1.3 \mathrm{fm}$, the range of the strong force, or the proton will interact with the nucleus as a whole and not individual nucleons. The de Broglie wavelength is

$$
\begin{equation*}
\lambda=\frac{h}{p} \tag{2.1}
\end{equation*}
$$

where $h$ is Planck's constant. For protons with mass $m_{p}=938.2 \mathrm{MeV} / c^{2}$, energy $K=$ 100 MeV , and momentum $p=\sqrt{(K / c)^{2}+2 m_{p} K}$ the wavelength is 2.7 fm . The lower energy limit for a proton to produce spallation reactions is approximately 100 MeV and optimal energies are in the GeV range [70], which can be seen from the probability for nuclear collisions by an incident proton, $P_{\text {nuclear collision }}=1-\exp \left(-R / \lambda_{\text {collision }}\right)$. Here, $R$, the range of the proton, is a monotonically increasing function of proton energy and $\lambda_{\text {collision }}$ is the proton nuclear collision length [71]. The probability for a spallation reaction is significant only when the proton range is large compared to the collision mean free path, which happens with energies of $1-2 \mathrm{GeV}$.

Protons incident on the Hg target in the SNS have been accelerated to a kinetic energy $K$ of 1 GeV , and when combined with their rest energy $E_{0}=938 \mathrm{MeV}$, give a total energy $E=K+E_{0}$ of 1.938 GeV . We define the Lorentz factor by

$$
\begin{equation*}
\frac{E}{E_{0}}=\gamma=\frac{1}{\sqrt{1-\beta^{2}}} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\frac{v}{c} \tag{2.3}
\end{equation*}
$$

and $c$ is the speed of light in vacuum. Thus, a proton having 1 GeV kinetic energy has $\gamma=2.07, \beta=0.88$, and a relativistic velocity of $88 \%$ the speed of light or $2.62 \times 10^{8} \mathrm{~m} / \mathrm{s}$.

## Beam-Gas Model Assumptions

Although an energetic charged particle will interact with matter in the surrounding region, not all possible interaction processes need to be considered given the IPM conditions. A detailed analysis of the various forces and interaction mechanisms experienced by a beam particle passing through a gas has been done and may be found in Appendix A. The following summary of the results therein will form the basis for further study of the ionization process:

1) Of the four fundamental forces through which the incident proton may interact with the gas, gravity and the weak force, whose strengths, relative to the strong nuclear interaction, are $10^{-6}$ and $10^{-39}$ respectively, may be ignored due to their weakness.
2) The low gas density associated with a $10^{-8}$ Torr vacuum means that nuclear collisions governed by the strong force, with a range $10^{-15} \mathrm{~m}$, are highly improbable.
3) In the laboratory frame, the electric force given by Coulomb's law is primarily responsible for energetic collisions, considering that the magnetic field is much smaller than the electric field for orbital electrons and may be ignored.
4) The small size of the nucleus in comparison to the atomic size and the low gas density make nuclear excitations through proton-nucleus Coulomb interactions negligible.
5) Energy loss by bremsstrahlung from beam particles interacting with the residual gas may be considered negligible due to the small momentum change experienced by the 1 GeV protons.
6) Charge exchange during beam-gas collisions is negligible due to the small collision cross-section for the process for energetic incident particles.
7) Coherent scattering may be ignored considering the diffuse nature of the gas compared to the proton wavelength.
8) The wavelength of the 1 GeV proton, $\lambda=7.3 \times 10^{-16} \mathrm{~m}$ (see Appendix A for calculation), is sufficiently small compared to the electron wavelength $\sim 10^{-9} \mathrm{~m}$ and atomic dimensions $\sim 10^{-10} \mathrm{~m}$ that collisions may be treated classically.
9) The energetic proton interacts with gas molecules through the most weakly bound electrons and thus Coulomb collisions with complex gas molecules may be characterized as proton collisions with valence electrons.
10) The velocity of the proton is sufficiently high compared to the gas thermal velocity and the electron velocity that gas molecules and atomic electrons may be considered at rest. Incident proton-atom interactions may be calculated as proton-electron interactions in the proton rest frame
11) Within the limits of maximum and minimum energy transfers, proton-gas collisions may be considered elastic.

The complex behavior of beam-gas interactions leading to ionization may be simplified to classical incoherent elastic and inelastic Coulomb interactions between energetic protons and stationary orbital electrons. With this model, an analysis of the
collision process leads to an expression for the energy loss of an energetic particle in a medium. The energy loss expression provides a quantitative method for studying the ionization in the IPM.

### 2.1.2 Relativistic Energy Transfer

Beam-gas collisions of interest, namely inelastic collisions with valence electrons, may be separated into two categories based on the impact parameter $b$ between the incident and target particles, as illustrated in figure 2.1. Hard collisions are those in which the incident particle passes within close proximity to the atomic electron and are characterized by large energy transfers that result mostly in ionizations. Roughly $50 \%$ of the energy lost by a particle passing through matter is due to a small number of hard collisions. The other $50 \%$ is the result of large numbers of small energy transfers. With $a$ being the orbital electron radius, transfers where $b \gg a$ are known as soft collisions and can result in ionization, excitation, or


Figure 2.1 Two types of collisions defined by impact parameter and the orbital electron radius $a$. Close or Hard collisions are those where $b \approx a$ and Far or Soft collisions are those in which $b \gg a$.
atomic polarization.
The probability of particular interaction processes is given by a Landau distribution [72], [73] and may be seen qualitatively in figure 2.2. While figure 2.2 shows a general case, it does elucidate some of the basic principles of the inelastic energy transfer processes due to soft collisions. There is a relatively high probability of excitation up to the ionization energy after which ionization dominates. The probability then decreases with increasing energy to a maximum allowed energy transfer.

## Energy Transfer

The minimum and maximum energy transferred may be derived through elastic Coulomb collisions also known as Rutherford scattering. For energy transfers significantly larger than the binding energy required to remove an electron from its atomic orbit, the electron may be considered free (see figure 2.3 (a) for the lab frame illustration). Therefore, proton-molecular collisions may be viewed as an incident proton elastically colliding with a free stationary electron. Collision analysis is simplified when viewed in the center-of-mass frame and a complete explanation of transformation to the center of mass may be found in Appendix B.

Figure 2.3 (b) is a depiction of the collision in the center-of-mass frame with equal scattering angles $\theta$. When transforming to the center-of-mass frame from the lab, position and velocity become that of the proton since $m_{p} \gg m_{e}$ (see Appendix B for derivation). In the proton rest frame shown in figure 2.3 (c) where the electron now has momentum $p=\gamma \beta m_{e} c$, the collision is identical to Rutherford scattering for an energetic particle by an attractive force. In the lab frame the electron undergoes large energy transfers corresponding to large scattering angle, but the massive protons scatter through small angles and travel in


Figure 2.2 An example of the relative probability of the different processes responsible for energy transfer as a function of the energy transfer. $\mathrm{E}_{\text {max }}$ is the maximum kinematically allowed energy transfer.


Figure 2.3 (a) Lab frame showing an incident proton with momentum $p$ scattering off of an orbital electron with impact parameter $b$. (b) Collision as seen in the center-of-mass (CM) frame. (c) Center-of-mass equivalent frame when $m_{p} \gg m_{e}$ where CM becomes the rest frame of the proton.
relatively straight lines.
For the general case of a massive particle $M$ with charge $z e$ and velocity $\beta c$ incident upon a target particle with mass $m$ and charge $-Z e$ such that $M \gg m$, the target has an initial momentum $p=\gamma \beta m c$ in the center-of-mass frame, as seen in figure 2.3. The Lorentzinvariant 4-momentum transfer squared, $Q^{2}=-\left(p_{i}-p_{f}\right)^{2}$, where $p=(E / c, \vec{p})$ defined by the initial and final 4-momentum of a particle with energy $E$ and momentum $\vec{p}$, can be shown to equal

$$
\begin{equation*}
Q^{2}=2\left[\frac{E_{i} E_{f}}{c^{2}}-m^{2} c^{2}-\left|\vec{p}_{i}\right|\left|\vec{p}_{f}\right| \cos \theta\right] \tag{2.4}
\end{equation*}
$$

where $\theta$ is the scattering angle in the appropriate reference frame. In the lab frame where the mass $m$ is at rest with energy $m c^{2}$

$$
\begin{equation*}
Q_{L a b}^{2}=2\left[\frac{m c^{2}}{c^{2}} E_{f}-m^{2} c^{2}-(0)\left|\vec{p}_{f}\right| \cos \theta\right]=2 m\left[E_{f}-m c^{2}\right]=2 m K_{f} \tag{2.5}
\end{equation*}
$$

where $K_{f}$ is the final kinetic energy of the light mass $m$. In the center-of-mass frame, elastic scattering leads to $E_{i}=E_{f}$ and $\left|\vec{p}_{i_{C M}}\right|=\left|\vec{p}_{f_{C M}}\right|$. Substituting this into (2.4) gives

$$
\begin{equation*}
Q_{C M}^{2}=2\left[\frac{E_{i}^{2}}{c^{2}}-m^{2} c^{2}-\left|\vec{p}_{i_{C M}}\right|^{2} \cos \theta\right]=4 p_{C M}^{2} \sin ^{2} \frac{\theta}{2}=4 p_{C M}^{2} \frac{1}{1+\cot ^{2} \frac{\theta}{2}} \tag{2.6}
\end{equation*}
$$

For Rutherford scattering in the heavy particle frame, the scattering parameter is related to the scattering angle by

$$
\begin{equation*}
b=-\frac{1}{4 \pi \varepsilon_{0}} \frac{z Z e^{2}}{p v} \cot \frac{\theta}{2} \tag{2.7}
\end{equation*}
$$

where $\theta$ is negative for unlike charges and $p=\gamma \beta m c$ is the relativistic momentum in the center-of-mass frame (dropping the center-of-mass label CM), see Appendix B for
derivation. Solving for the cotangent in (2.7) and substituting into (2.6) gives

$$
\begin{equation*}
Q_{C M}^{2}=4 p^{2} \frac{1}{1+\left(4 \pi \varepsilon_{0} \frac{b p v}{z Z e^{2}}\right)^{2}}=\left(\frac{1}{4 \pi \varepsilon_{0}} \frac{2 z Z e^{2}}{v}\right)^{2} \frac{1}{b^{2}+b_{\min }^{c}} . \tag{2.8}
\end{equation*}
$$

where $b_{\text {min }}^{c}=z Z e^{2} / 4 \pi \varepsilon_{0} p v$ is the classical minimum impact parameter found by setting $\theta=\pi$ in equation (2.7) for the case where the particle makes a head-on collision and reverses direction. Since the momentum transfer is the same in all reference frames, $Q_{L a b}=Q_{C M}=$ $\sqrt{2 m K_{f}}$, the energy transfer $\Delta E$ is equal to the final kinetic energy of the electron in the lab frame $\Delta E=K_{f}$ such that

$$
\begin{equation*}
\Delta E=\frac{2}{m v^{2}}\left(\frac{z Z e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} \frac{1}{b^{2}+b_{\min }^{c}} \tag{2.9}
\end{equation*}
$$

Equation (2.9) may be used to demonstrate why orbital electrons are more efficient at absorbing energy than an atomic nucleus. For an atom with $Z$ electrons and mass number $A$, the energy transfer by a singly charged incident particle such as a proton $z=1$ to a nucleus as opposed to an electron from equation (2.9) would be $\Delta E \propto Z^{2} / A m_{p}$ with $m_{p}$ being the proton mass while the energy transfer to an orbital electron with mass $m_{e}$ is proportional to $1 / m_{e}$. Considering that $A \sim 2 Z$ and $m_{p} / m_{e} \cong 1836$, the energy transfer to the nucleus of a target atom is smaller by $\sim Z / 3672$ showing that, due to their lighter mass, orbital electrons absorb the majority of Coulomb interaction collisions where $b \gg b_{\text {min }}$, which is the majority of collisions. This supports the assumption that only interactions between energetic particles and target nuclei may be neglected.

## Maximum Energy Transfer

The energy transfer has a maximum value allowed by kinematics at the minimum impact parameter $b_{\text {min }}^{c}$. This classical minimum impact parameter varies inversely as the velocity squared, $v^{-2}$, so that the impact parameter becomes very small for large velocities.

However, the uncertainty principle requires that the impact parameter can be no less than the uncertainty in the incident particle's position. By setting the minimum parameter equal to the de Broglie wavelength of the incident particle, having mass $m$ with momentum $p=\gamma \beta m c$ in the heavy particle rest frame, and utilizing the de Broglie wavelength equation, $\lambda=h / p$, the quantum-mechanical minimum impact parameter ${ }^{2}$ becomes

$$
\begin{equation*}
b_{\min }^{q}=\frac{h}{\gamma \beta m c} . \tag{2.10}
\end{equation*}
$$

For the case of 1 GeV protons, $b_{\min }^{q} \approx 10^{3} b_{\min }^{c}$, which justifies use of the quantummechanical minimum impact parameter in the derivation of the total energy loss cross section.

The maximum allowed energy transfer in a relativistic elastic head-on collision is found through kinematics to be

$$
\begin{equation*}
\Delta E_{\max }=\frac{2 \gamma^{2} \beta^{2} m c^{2}}{1+2 \gamma\left(\frac{m}{M}\right)+\left(\frac{m}{M}\right)^{2}} \tag{2.11}
\end{equation*}
$$

In the event $M \gg m, \Delta E_{\max } \cong 2 \gamma^{2} \beta^{2} m c^{2}$ is a sufficient approximation for protons with kinetic energies $<340 \mathrm{GeV}$. The maximum energy transfer given by equation (2.11) for a 1 GeV proton is 2.9 MeV or $0.3 \%$ of the proton kinetic energy. This result gives credence to

[^1]the assumption that the change of momentum to the proton is very small and that the proton trajectory undergoes very small deviations.

## Minimum Energy Transfer

Examining the energy transfer equation (2.9), it would seem that as $b \rightarrow \infty, \Delta E \rightarrow 0$. Again, this is an erroneous conclusion due to the classically based collision analysis and the fact that we neglected binding energy and assumed a free electron. From quantum mechanics it is known that bound systems may only absorb energy in quantized amounts. For the case of energy transfer due to relativistic Coulomb fields, the field of a relativistic charged particle with velocity $\beta c$ varies in time as $\Delta t \approx b / \gamma \beta c$ where $b$ is the impact parameter (see Appendix C for a derivation of relativistic electromagnetic fields).

The ground state target electron may be approximated as a harmonic oscillator with frequency $f_{0}$. If the time the incident particle interacts with the electron $\Delta t$ is long compared to the electron orbital period $1 / f_{0}$, then the electron will respond adiabatically. It will absorb energy slowly over many oscillations, transitioning to lower excited states and returning to the ground state without appreciable energy transfer. However, if the characteristic frequency of the incident field, $1 / \Delta t$, is close to the resonance frequency of the electron there will be a large energy transfer. The limiting condition is $\Delta t \cong 1 / f_{0}$, which means $b_{\max } \cong \gamma \beta c / f_{0}$.

Now for the real case of an atom with $Z$ elections, each electron may act as a set of oscillators with frequencies corresponding to the transition energies, where $f_{i}$ is related to the ith energy $E_{i}=h f_{i}$. The energy transfer to a single electron is $\propto \ln f_{i}$ [74]. By summing all the contributions from all $Z$ electrons, the electronic binding energy for an atom may then be characterized by a weighted geometric mean of frequencies $f_{i}$ with weights $w_{i}$ such that

$$
\begin{equation*}
Z \ln \langle f\rangle=\sum_{i} w_{i} \ln f_{i} \tag{2.12}
\end{equation*}
$$

[75], [76]. The sum rule $Z=\sum_{i} w_{i}$ has been used to group $Z$ electrons into sets of electrons $w_{i}$ being represented by the resonant frequency $f_{i}$.

The mean ionization/excitation energy $I$ defined as the average minimum allowed energy transfer that includes excitation processes and ionization may be set equal to the characteristic minimum energy transfer as

$$
\begin{equation*}
I=h\langle f\rangle \tag{2.13}
\end{equation*}
$$

Since $I$ accounts for all possible atomic ionizations as well as excitations, it is proportional to the number of electrons $Z$ of the absorbing material and larger than the energy required to remove the least bound electron from the atom. While the mean ionization/excitation energy may, in principal, be calculated from the transition frequencies and related strengths, this task can be very difficult, and the standard method of progression is to utilize empirical values for $I$ [77],[78]. From experimental data, a useful approximation for the mean excitation/ionization energy, in eV , is given in [79] as

$$
\begin{equation*}
I=9.1 Z\left(1+1.9 Z^{-2 / 3}\right) \tag{2.14}
\end{equation*}
$$

$I$ is also often estimated as $(10 \mathrm{eV}) Z$ for $Z>15$. For an absorber other than a monatomic medium, $Z$ should be replaced with

$$
\begin{equation*}
Z_{e f f}=\frac{\sum_{i}\left(\frac{w_{i}}{A_{i}}\right) Z_{i}^{2}}{\sum_{i}\left(\frac{w_{i}}{A_{i}}\right) Z_{i}} \tag{2.15}
\end{equation*}
$$

where $w_{i}$ is weight fraction defined as the weight of the ith molecular component divided by the total molecular weight, $A_{i}$ is the atomic weight, and $Z_{i}$ the atomic number of the ith
element of the molecule.
Values of $I$ have been compiled in table 2.1 for various gases relevant to the IPM system, each with corresponding atomic number $Z$, mass number $A$, and density $\rho . E_{e x}$ and $E_{I}$ are the energies required to produce the first excited stated and to remove the first electron, respectively. The W -value $W_{I}$ in table 2.1 , to be defined shortly, is a measure of the amount of energy actually required to form an ion-electron pair. As a general rule, about half the energy from an incident particle transferred to an absorbing atom or molecule is spent on excitation, and so the energy to form an ion pair $W_{I}$ is always larger than the ionization energy and roughly twice $E_{I}$ [80]. From empirical observations, such as $W_{I}$ in table 2.1, the energy to create ion-electron pairs is $\sim 30 \mathrm{eV}$ and is fairly constant for most gases and types of incident particles [81].

### 2.1.3 Energy Loss

An energetic particle loses energy to the surrounding medium through excitations and ionizations. The number of ion-electron pairs created as the incident particle traverses a thickness of the target material may be calculated from the energy lost by the particle and the energy required for ionization $W_{I}$. Continuing with the same model as before, where an incident heavy particle interacts with an atomic electron such that the electron may be considered free and at rest, the total energy lost by the energetic particle with charge number $z$, charge $z e$, and momentum $\gamma M v$ is the energy loss per electron collision times the number of electrons in the surrounding medium.

By using the expression for the energy transfer due to a single collision at an impact parameter $b, \Delta E(b)$ from equation (2.9) and the illustration in figure 2.4 showing the infinitesimal interaction volume $d V$ at $b$, the differential total energy loss is given by

Table 2.1 IPM gas values of density $\rho$ at NTP (NTP: $\mathbf{2 0}{ }^{\circ} \mathrm{C}, \mathbf{1} \mathbf{~ a t m}$ ), first excitation energy $E_{e x}$ and ionization energy $E_{I}$, mean ionization/excitation energy $I$, and effective energy to produce an ion-electron pair $W_{I .}{ }^{3}$

| Gas | Name | $Z$ | $A$ | $\rho$ <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | $E_{\text {ex }}$ <br> $(\mathrm{eV})$ | $E_{I}$ <br> $(\mathrm{eV})$ | $I$ <br> $(\mathrm{eV})$ | $W_{I}$ <br> $(\mathrm{eV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{2}$ | Hydrogen | 2 | 2 | $8.38 \times 10^{-5}$ | 10.8 | 15.4 | 19.2 | 37 |
| $\mathrm{H}_{2} \mathrm{O}$ | Water <br> (Vapor) | 10 | 18 | $7.56 \times 10^{-4}$ |  | 12.6 | 71.6 | 38 |
| $\mathrm{~N}_{2}$ | Nitrogen | 14 | 28 | $1.17 \times 10^{-3}$ | 8.1 | 16.7 | 85.0 | 35 |
| $\mathrm{C}_{2} \mathrm{H}_{6}$ | Ethane | 14 | 30 | $1.26 \times 10^{-3}$ | 8.2 | 11.5 | 45.4 | 26 |
| $\mathrm{O}_{2}$ | Oxygen | 16 | 32 | $1.33 \times 10^{-3}$ | 7.9 | 12.8 | 95.0 | 31 |
| $\mathrm{Ar}^{\text {Argon }}$ | 18 | 40 | $1.66 \times 10^{-3}$ | 11.6 | 15.7 | 188 | 26 |  |
| $\mathrm{CO}_{2}$ | Carbon <br> Dioxide | 22 | 44 | $1.86 \times 10^{-3}$ | 7.0 | 13.8 | 85.9 | 34 |



Figure 2.4 Graphical representation of the infinitesimal interaction volume of an incident particle with mass $M$ at an impact parameter $b$.

[^2]\[

$$
\begin{equation*}
-d E(b)=\Delta E(b) N_{e} d V=\Delta E(b) N_{e} 2 \pi b d b d x \tag{2.16}
\end{equation*}
$$

\]

where $N_{e}$ depends on the absorber atomic number $Z$, weight $A$, density $\rho$, and Avogadro's number $N_{A}$ as $N_{e}=\rho Z N_{A} / A$.

The total differential energy loss per unit length may be found by integrating (2.16) over all impact parameters up to the limit $b_{\max }$ established by the minimum allowed energy transfers

$$
\begin{equation*}
-\frac{d E}{d x}=4 \pi N_{e}\left(\frac{z e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} \frac{1}{m_{e} v^{2}} \int_{0}^{b_{\max }} \frac{b}{b_{\min }^{2}+b^{2}} d b . \tag{2.17}
\end{equation*}
$$

The solution to the integral in (2.17) gives $\frac{1}{2} \ln \left(b_{\max }^{2} / b_{\min }^{2}+1\right)$ but since $b_{\max } \gg b_{\min }$ the integral is approximately $\ln \left(b_{\max } / b_{\text {min }}\right)$ making the energy loss

$$
\begin{equation*}
-\frac{d E}{d x}=4 \pi N_{e}\left(\frac{z e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} \frac{1}{m_{e} v^{2}} \ln \frac{b_{\max }}{b_{\min }} \tag{2.18}
\end{equation*}
$$

Inserting the expressions for the maximum and minimum impact parameters found in found in section 2.1.2 into equation (2.18) and using the minimum ionization/excitation energy $I=h\langle f\rangle$, the energy loss becomes

$$
\begin{equation*}
-\frac{d E}{d x}=4 \pi\left(\frac{z e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} N_{A} \frac{Z}{A} \rho \frac{1}{m_{e} c^{2}} \frac{1}{\beta^{2}} \ln \frac{\gamma^{2} \beta^{2} m_{e} c^{2}}{I} \tag{2.19}
\end{equation*}
$$

The semi-classical semi-relativistic equation for the energy loss shown in (2.19) is similar to the original result Neils Bohr derived in 1915 [82] and illustrates many of the fundamental principles of energy loss. However, a more complete theory was given by Bethe in [83].

## Bethe Formula

Bethe used quantum mechanics to solve the hard and soft collision cases separately and then combined them to form a fully quantum mechanical and relativistic theory of energy loss by
moving charged particles. ${ }^{4}$

$$
\begin{equation*}
-\frac{d E}{d x}=4 \pi\left(\frac{e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} N_{A} \frac{Z}{A} \rho \frac{z^{2}}{m_{e} c^{2}} \frac{1}{\beta^{2}}\left[\ln \frac{2 \gamma^{2} \beta^{2} m_{e} c^{2}}{I}-\beta^{2}-\frac{\delta}{2}-\frac{C}{Z}\right] \tag{2.20}
\end{equation*}
$$

is the Bethe formula for energy loss, where $\delta / 2$ and $C / Z$ are density and shell corrections, respectively. The second term, $-\beta^{2}$, in (2.20) is a relativistic correction that arises when taking into consideration the spin of the incident particle. The $\delta / 2$ term is a density effect that results from the polarization of the medium by the incident particle and is more pronounced for condensed targets. At large $\gamma$, the energetic particles' transverse electric fields expand (as discussed in Appendix C) causing absorber polarization to produce a screening effect that reduces the energy due to soft collisions [84].

The shell correction, $C / Z$ where $C$ depends on $\beta$ and the atomic number $Z$, is a low energy correction, significant when $\beta \lesssim 0.4$, under the assumption that the energetic particle velocity is much larger than the target electron velocity. If the incoming particle energy is not much larger than the orbital electron velocity, then there will be no significant energy transfer. Thus, for low energy particles, the most tightly bound and fastest electrons, K shell electrons being foremost, will no longer contribute to energy loss [85]. The shell and density corrections are negligible for 1 GeV protons.

Equation (2.20) is valid for $0.05<\beta \gamma<1000$ to within a few percent [86] for heavy particles. For $0.01<\beta<0.05$ there is not a satisfactory theory and values of energy loss are found through fits to empirical data. For $\beta<0.01$ the energy loss has been found to be $\propto \beta$

[^3][87]. The energy loss $-d E / d x$ is often referred to as the linear stopping power and generally given in units of $\mathrm{MeV} \cdot \mathrm{cm}^{-1}$, while the mass stopping power is defined as
\[

$$
\begin{equation*}
S=-\frac{1}{\rho} \frac{d E}{d x} \tag{2.21}
\end{equation*}
$$

\]

It describes the energy loss per $\mathrm{g} / \mathrm{cm}^{2}$ of absorbing medium traversed and is given in $\mathrm{MeV} \cdot \mathrm{cm}^{2} \cdot \mathrm{~g}^{-1}$ with $\rho$ being the density. It can be seen from equation (2.20) that, for a given incident particle, the mass stopping power varies little for various materials because the ratio of the atomic weight to the atomic number $Z / A$ is approximately 2 for most elements. This means that energy loss depends more on the material thickness in units of mass/area than on the specific material traversed.

The stopping power for a mixture may be evaluated by using Bragg's additivity rule. This rule states that the energy loss due to the traversal of a combination of absorbers is equivalent to that obtained from traversing pure layers of each absorber in the right proportions [88]. The total stopping power is then

$$
\begin{equation*}
S=\sum_{i} w_{i} S_{i} \tag{2.22}
\end{equation*}
$$

where $w_{i}$ is the same weight defined in equation (2.15), the ith component is the ith compound in the absorber mixture, and $S_{i}$ is the stopping power of said component (see [84] and [86] for further discussion on mixture stopping power calculations). In reality the total stopping power is a sum of the energy loss due to collisions expressed by (2.20) plus that of loss due to radiation, such as bremsstrahlung. However, as discussed earlier, since radiation losses are negligible in the IPM all energy loss will be considered collisional loss.

Furthermore, it is worth noting that the Bethe formula should be viewed as a
statistical average over many discrete interactions. The energy loss distribution, shown in figure 2.2 , shows that a single energetic particle will undergo many small energy transfers and a few large energy transfers. Thus, individual particle energy losses may have large fluctuations. It is important to remember that the energy loss by an energetic particle is a stochastic process of hard and soft collisions that may result in an average energy loss less than the ionization energy of the absorber [74].

### 2.1.4 Ionization

## Secondary Ionization

As an energetic particle passes through a medium it transfers energy to orbital electrons. When the energy transfer is larger than the ionization energy of the atom or molecule, the electron will be ejected from its orbit. Ejected electrons with energies larger than the ionization energy of the material may produce further ionization and these electrons are often referred to as $\delta$ rays. Their energies may assume any value from the minimum cut off energy, $\sim 15 \mathrm{eV}$ for most gases, as seen by $E_{I}$ in table 2.1 , to the kinetically allowed maximum kinetic energy, which is 2.9 MeV for 1 GeV protons.

The probability of a $\delta$ electron receiving an energy between $E$ and $E+d E$ has been shown in [89] to be $\propto 1 / E^{2}$, meaning that the majority of electrons with the ability to cause secondary ionization occur with lower energies. In addition, through kinematics it may be shown that the emission angle $\theta$ of $\delta$ rays relative to the path of the incident particle as a function of $\delta$ ray energy $E$ is given by

$$
\begin{equation*}
\cos ^{2} \theta=\frac{E}{E_{\max }} \tag{2.23}
\end{equation*}
$$

where $E_{\max }$ is the maximum allowed kinetic energy. Because most $\delta$ electrons have low
energies, up to a few keV, equation (2.23) shows that the distribution of $\delta$ electrons peaks in the directions perpendicular to the 1 GeV proton trajectory.

## Primary Ionization

In each interaction between an energetic particle and the particles in the surrounding medium in which a larger transfer of energy occurs than is required for ionization, an ion-electron pair is created. Of these, some of the electrons have enough energy to induce further ionization. The total number of pairs created is defined by

$$
\begin{equation*}
n_{T}=\frac{\Delta E_{T}}{W_{I}} \tag{2.24}
\end{equation*}
$$

where $\Delta E_{T}$ is the total energy lost in the medium and $W_{I}$ is the average energy required to create one ion-electron pair, as reported in table 2.1 . The total energy loss may be found by multiplying the average energy loss per unit length given by (2.20) by the length of the gas volume or, alternatively, by multiplying the stopping power $S$ in equation (2.21) by the density and material thickness. W values are often found with (2.24) by calculating or measuring the total energy loss by an energetic particle and the total number of particles created [90].

The total number ion pairs is the sum of pairs created due to primary ionizing events by the incident particle and pairs created through secondary ionization by $\delta$ rays. A detector does not measure the energy loss of the incident particle directly, but the information carriers produced by the energy loss such as ions or photons in the event of excitation. Since there are multiple modes by which a particle may lose energy in a detector chamber but not all modes leading to ion pair formation, the number of ion-electron pairs created will exhibit statistical fluctuations. The number of pairs formed will follow a Poisson distribution since there are a
given number of pairs formed within a fixed distance independently of one another with an average $n_{T}$ and a standard deviation given by $\sqrt{n_{T}}$. However, the measured standard deviation is often smaller than given by $\sqrt{n_{T}}$ due to the inefficiency of some detectors at converting energy loss into measurable particles. As such, the Fano factor $F$ is introduced into the standard deviation as $\sigma_{n_{T}}=\sqrt{F n_{T}}$ to account for this deviation from a pure Poisson process [91] with values of $F$ being $0.2-0.4$ for most molecular gases [92].

For a detector measuring single particles, this would place a limit on the detector resolution, Since the incident beam is composed $N$ particles, each creating an average of $n_{T}$ pairs with standard deviation $\sigma_{n_{T}}$, the total number of ion pairs $n_{\text {total }}$ created is then $N n_{T}$ while the standard deviations add in quadrature resulting in $\sigma_{\text {total }}=\sqrt{N \sigma_{n_{T}}^{2}}$. The relative uncertainty $\sigma_{\text {total }} / n_{\text {total }}$ of the mean number of particles collected for a beam is $1 / \sqrt{N}$ times the relative uncertainty for measuring the ion pairs due to a single incident particle. This, coupled with the reduction of the standard deviation by the Fano factor, reduces the effect stochastic measurement uncertainty. The influence of measurement fluctuations will be taken into consideration during the analysis of profile accuracy presented later.

Due to the statistical nature of secondary ionization, it is difficult to separate primary and secondary ionization contributions. Newer methods of calculation based on the work in [93] (see also the references in [94] for further information on the history of ionization modeling) have allowed models such as the photoabsorption ionization and relaxation (PAIR) model which relates the amount of ionization to the cross section for photoabsorption of the medium [94]. Calculations of the number of primary ionizations have shown good agreement with experiments and an approximation for the primary ionization as a function of
the total molecular charge $Z_{m}$ and the mean atomic charge of the constituent atoms $\bar{Z}$ is given in [94] as

$$
\begin{equation*}
n_{p}=3.996 \frac{Z_{m}}{\bar{Z}^{0.4}}-0.025\left(\frac{Z_{m}}{\bar{Z}^{0.4}}\right)^{2} \tag{2.25}
\end{equation*}
$$

Values of the total and primary ionizations are reported for selected gases in table 2.2 and have been normalized by gas pressure. Multiplying quantities in table 2.2 by the gas pressure and length of the detector gives the number of ion pairs created over the detector region.

A full qualitative view of a proton-gas interaction is shown in figure 2.5 and for an energetic proton with negligible trajectory deviation. It includes both soft and hard collisions resulting in primary ionization events as well as excitations clustered around the proton trajectory. Also shown are a number of primary ionized $\delta$ electrons producing secondary ionization trails perpendicular to the incident particle path. With an understanding of the beam-gas interaction mechanisms and knowledge of the gas composition in the SNS ring, it is possible to estimate the number of ion-electron pairs and, subsequently the expected signal size.

### 2.2 IPM Ionization Estimation

The process of estimating the ionization signal consists of characterizing the residual gas present, applying the general principles of ionizing interactions set forth in the previous section, and identifying mechanisms of primary signal loss. In addition, it is important to quantify the gas pressure characteristics which allow for the analysis of possible errors introduced by uncontrollable environmental conditions.


Figure 2.5 Pictorial representation of the ionization of gas molecules by an energetic proton $p$ showing ionized electrons and secondary ionizing $\delta$ rays .

Table 2.2 Values of the total number of ionized particles $n_{T}$ and primary ionized particles $n_{p}$ for selected gases. Values of $n_{T}$ and $n_{p}$ are given in ion pairs $\cdot \mathbf{c m}^{-1} \cdot \mathbf{a t m}^{-1}$ and where the values are at NTP. ${ }^{5}$

|  | $\mathrm{H}_{2}$ | $\mathrm{H}_{2} \mathrm{O}$ | $\mathrm{N}_{2}$ | $\mathrm{C}_{2} \mathrm{H}_{6}$ | $\mathrm{O}_{2}$ | Ar | $\mathrm{CO}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{T}$ | 9.2 | $\sim 19$ | 56 | 112 | 73 | 97 | 100 |
| $n_{p}$ | 5.2 | 6.2 | 10 | 48 | 22 | 29.4 | 34 |

[^4]
### 2.2.1 Residual Gas Composition

Considering that the number of ion pairs produced is related to the target gas as illustrated in table 2.2, identifying the individual gases and their fractional contributions is necessary for further calculations. The composition of the residual gas is determined primarily by the outgassing properties of the accelerator components, air leaks, and the pumping efficiency of the gas constituents. Vacuum chamber components in SNS are made from 316 stainless steel. Unbaked stainless steel thermal outgassing rates per square centimeter of surface area for a few common accelerator vacuum gas components such as $\mathrm{H}_{2}, \mathrm{H}_{2} \mathrm{O}, \mathrm{CO}_{2}$, and CO are $7 \times 10^{-12}$, $3 \times 10^{-10}, 5 \times 10^{-13}$, and $5 \times 10^{-12}$, respectively, in units of Torr $\cdot \ell \cdot \mathrm{cm}^{-2} \cdot \mathrm{~s}^{-1}[95]$.

In order to reduce instabilities caused by secondary electrons, which will be discussed in more detail later, all components installed in the SNS ring undergo interior TiN coating. It has been found that this coating acts as a partial hydrogen barrier reducing the hydrogen outgassing rate [96]. While an initial estimation would conclude that water dominates the residual gas, the Gamma TiTan 300L Ion Pumps used in the ring are inefficient at pumping hydrogen and noble gases [97].

## Residual Gas Analysis

A residual gas analysis (RGA) was taken using a Stanford Research System RGA with 100 u scanning capability [98] upstream of the IPM location. The RGA is an open ion source that uses $\sim 70 \mathrm{eV}$ electrons to ionize gas molecules after which a quadrupole filter measures the currents of different ion species based on their charge-to-mass ratio. The RGA assumes that all ion species measured are singly ionized and plots the currents measured for different masses. An RGA taken on October 26, 2007 upstream of the RF section in the SNS ring D Straight is shown in figure 2.6. Each pure gas has a specific fragmentation pattern known as a

SNS Ring D Straight RGA (October 26, 2007)


Figure 2.6 Residual gas analysis taken upstream of the RF cavities in the SNS ring D straight on October 26, 2007. Molecule/atom names for the main gas components are labeled above their respective peaks
cracking pattern, e.g., $\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{H}_{2} \mathrm{O}^{+}+\mathrm{HO}^{+} \mathrm{O}^{+}+\mathrm{H}_{2}^{+}+\mathrm{H}^{+}$where $\mathrm{H}_{2} \mathrm{O}^{+}$has the largest ionization cross section [99]. The largest peaks in figure 2.6 have been analyzed and labeled with their respective gases.

The RGA used in this study is to be taken more as a qualitative tool since the analyzer used cannot distinguish between doubly ionized particles and singly ionized species with the same charge to mass ratio. In addition, it is difficult to differentiate between species with the same mass, such as nitrogen and carbon monoxide molecules, which both have a peak at mass 28. For the case in figure 2.6, nitrogen has a peak at 14 about one tenth that of nitrogen 28 while carbon monoxide would have a peak at mass 12 one twentieth that of mass 28 [100]. The small relative size of the mass 12 peak indicates the residual gas contains nitrogen as opposed to carbon monoxide and the contribution of CO may be considered negligible.

## Partial Pressure Calculation

The currents measured with an RGA are not a straightforward superposition from the fractional composition of the pure gases. The actual amount of a pure gas found with an RGA depends on a number of factors including the probability of ionizing a particular mass fragment, the probability that the resulting ion will enter and pass through the quadrupole, the fact that RGAs differ in sensitivity to different ionization products, and most RGAs, including the one used, are calibrated to be sensitive to mass 28 , or nitrogen.

The equation relating RGA current peak at mass $B$ from gas $A, I_{A B}$, to the partial pressure of gas $A$ is

$$
\begin{equation*}
P P_{A}=\frac{I_{A B} \cdot F F_{N_{2} 28}}{F F_{A B} \cdot X F_{A} \cdot T F_{B} \cdot D F_{B} \cdot S} \tag{2.26}
\end{equation*}
$$

where $F F_{N_{2} 28}$ is the mass 28 , or nitrogen, fragmentation factor, $X F_{A}$ is the ionization probability for gas $A$, and $T F_{B}$ is the transmission factor, which is a measure of how many ions of mass $B$ make it through the detector. $D F_{B}$ is a relative current detection factor for mass $B$, and $S$ is an instrument-specific sensitivity factor to mass 28 in Amps/Torr [101]. For example, the partial pressure of hydrogen with a main peak at mass 2 is $P P_{H_{2}}=I_{H_{2} 2}$ $\cdot F F_{N_{2} 28} \cdot F F_{H_{2} 2}^{-1} \cdot X F_{H_{2}}^{-1} \cdot T F_{2}^{-1} \cdot D F_{2}^{-1} \cdot S^{-1}$ where the detection factor $D F$ is usually set to 1 [101]. The current $I_{H_{2} 2}$ taken from figure 2.6 is $3.2 \times 10^{-11} \mathrm{amps}$ and the fragmentation factor and ionization probability are found in commonly used tables such as in [101] with $F F_{H_{2} 2}=$ $0.95, X F_{H_{2}}=0.44$. The quadrupole transmission factor relative to nitrogen is $28 / B$ [102], therefore, $P P_{H_{2}}=5.47 \times 10^{-9}$ Torr.

While the RGA is not a reliable source for absolute pressure measurements, equation (2.26) may be used to calculate the fractional pressure composition. Table 2.3 shows

Table 2.3 Calculated pressure fractions for constituent pure gases in the IPM residual gas

| gas |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{H}_{2}$ | $\mathrm{H}_{2} \mathrm{O}$ | $\mathrm{N}_{2}$ | $\mathrm{C}_{2} \mathrm{H}_{6}$ | $\mathrm{O}_{2}$ | Ar | $\mathrm{CO}_{2}$ |
| $P P / P_{\text {Total }}$ | 0.113 | 0.739 | 0.029 | 0.032 | 0.010 | 0.069 | 0.007 |

calculated pressure fractions based on the RGA in figure 2.6. For estimations, the residual gas may be simplified as $11 \%$ hydrogen, $74 \%$ water, and $15 \%$ other, where other has a weighted mass of $\sim 34 \mathrm{u}$. It can be seen that the IPM residual gas is primarily composed of water vapor and therefore the larger mass of water will place limitations on the IPM ion collection mode. The IPM will be designed with a vacuum port capable of affixing a residual gas analyzer in order to allow for vacuum studies of the system and comparison with theoretical calculations.

### 2.2.2 IPM Pressure

In order to achieve the $1 \mathrm{~W} / \mathrm{m}$ beam loss requirement, the SNS ring was designed to limit the beam lost through residual gas interactions such as nuclear scattering, multi-Coulomb scattering, and residual gas ionization. Of the beam-loss mechanisms, the residual gas density is a limiting source [103] as it contributes to an instability, referred to as the e-p instability, which arises from the coupling of electrons freed through residual gas ionizations, beam loss, or ionized residual gas particles releasing secondary electrons after contacting the beam pipe. The secondary electrons are then accelerated by the beam-wall potential and receive enough energy to release tertiary electrons, leading to an electron cloud accumulation known as multipacting [104].

To mitigate the aforementioned gas-related instabilities, in addition to the TiN coating
that reduces secondary electron emission, the SNS ring was designed to operate with a $10^{-9}$ Torr scale vacuum [103].

## Residual-Gas Temperature

In the ultra-high vacuum (UHV) regime, $\sim 10^{-9}$ Torr, the mean free path of gas molecules is much larger than the dimensions of the volume. For gas particles with an abundanceweighted average diameter of $2.8 \AA$, the mean free path, defined in Appendix A eq. (A.6) for a pressure range $P$ of $10^{-8}$ to $10^{-9}$ Torr and temperature of $70^{\circ} \mathrm{F}$ is $\sim 50 \mathrm{~km}$, while the beam pipe diameter is 25.4 cm . In this vacuum regime, known as molecular flow, collisions between gas molecules are rare and collective fluid behavior may be ignored. Gas properties are characterized by collisions with the chamber walls and consequently, the temperature is determined by the chamber walls.

In addition to ambient temperature, the beam image current is a possible heat source. The positively charged proton beam's electric fields induce currents in the surrounding pipe wall. The 300 series stainless steel used for the accelerator structure has a finite conductivity $\sigma$ of $\sim 1.3 \mathrm{~S} / \mathrm{m}$. This results ([74] and [105]) in exponentially decaying fields and currents that depend on distance $d$ within the conductor as $e^{-d / \delta}$. The decay constant $\delta$ is the skin depth defined by

$$
\begin{equation*}
\delta=\frac{1}{\sqrt{\pi \mu \sigma f}} \tag{2.27}
\end{equation*}
$$

where $\mu$ is the magnetic permeability and $f$ is the frequency of the electromagnetic field. Furthermore, the electric fields drop off much more rapidly leaving the image current generated by the more deeply penetrating magnetic field as the dominant contributor to resistive wall heating [105].

A simple calculation shows that beam-induced resistive wall heating is not a significant factor in residual gas temperature. The average power $\langle P\rangle$ dissipated due to a peak beam current $I_{\text {peak }}$ is $\langle P\rangle=D F \cdot I_{\text {peak }}^{2} \cdot R$, where $D F$ is the macro-pulse duty factor of 0.06 and the resistance of the pipe $R$ is the length $\ell$ divided by the conductivity times the crosssectional area $A$ of the conducting region. The cross-sectional area may be approximated as $2 \pi r \delta$ where $r$ is the pipe inner radius of 12.7 cm .

For a peak ring beam current of 90 A , ring length of 248 m , and skin depth (for a 1 MHz ring frequency) of 4 mm , the average power dissipated is 276 W for the whole ring during a 16.7 ms accumulation cycle. The conservation of energy requires the internal energy change of the beam pipe be equal to the net energy flow in and out of the pipe walls. In the absence of work, the internal energy change per unit time $\Delta \dot{U}=m c d T / d t$, where $m$ is mass and $c$ the specific heat, is equal to the power going in $P_{\text {beam }}$ minus the heat transfer out through convection $\dot{Q}_{c o n v}=h A_{s}\left(T-T_{s}\right)$ and radiation $\dot{Q}_{r a d}=\varepsilon \sigma A_{s}\left(T^{4}-T_{s}^{4}\right)$ with $A_{S}$ being the surface area, $\varepsilon$ the emissivity, $\sigma$ the Stefan-Boltzmann constant, $T_{\mathrm{s}}$ the surrounding ambient temperature, and $h$ the convection heat transfer coefficient.

The equation for the temperature within the pipe walls

$$
\begin{equation*}
m c \frac{d T}{d t}=P_{\text {beam }}-h A\left(T-T_{s}\right)-\varepsilon \sigma A\left(T^{4}-T_{s}^{4}\right) \tag{2.28}
\end{equation*}
$$

may be solved numerically. The results are shown in figure 2.7 for an input beam-induced heat load of 276 W , emissivity of polished stainless steel of 0.17 [106], the mass found from the density of $8000 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$ and the volume of the 4 mm thick pipe wall, and a specific heat capacity of stainless steel of $502 \mathrm{~J} \cdot \mathrm{~kg}^{-1} \cdot \mathrm{~K}^{-1}$. The surface area was assumed to be that of the outer surface since the vacuum inside the chamber precludes heat loss due to air flow, and


Figure 2.7 Temperature change in the beam pipe wall with heat loss due to convection and radiation for a convection heat transfer coefficient of $10 \mathrm{~W} / \mathrm{m}^{2} \mathrm{~K}$.
net radiation emitted by the interior is assumed to be small. The heat transfer coefficient $h$ is an experimentally determined parameter which is generally in the range of $5-25 \mathrm{~W} \cdot \mathrm{~m}^{-2} \cdot \mathrm{~K}^{-1}$ for free gas [106] and has been chosen here to be an intermediate value of 10. Heat transfer by conduction is considered to be negligible due to the much larger surface area available for convection and radiation than the area occupied by connecting support structures.

Figure 2.7 illustrates that, while the maximum temperature change is $\sim 0.15^{\circ} \mathrm{C}$ or $0.3^{\circ} \mathrm{F}$, the thermodynamic processes involved in the heat transfer occur on time scales of $10^{3} \mathrm{~s}$, which are much longer than accelerator times, $10^{-3} \mathrm{~s}$. As such, the beam-induced pipe heating may be considered negligible. The residual gas temperature is assumed to be the ambient ring tunnel enclosure temperature of $68^{\circ} \mathrm{F}$, or $20^{\circ} \mathrm{C}$, and is taken to be constant as measurements of the temperature during run periods vary by no more than $1^{\circ} \mathrm{F}$.

## Pressure Profile

Since IPM functionality depends heavily on the residual gas density it is necessary to characterize the gas pressure in the IPM region. The SNS ring pressure is not constant with respect to longitudinal position. Vacuum pumps are placed periodically along the
accelerating structure at irregular intervals and, consequently, the gas pressure is at a minimum at the pump locations with maxima in between. The proposed location for the IPM, shown in figure 2.8, is downstream of the RF section in the ring D straight. Figure 2.8 also shows the locations of vacuum ion pumps (IP) and cold cathode gauges (CCG) used for pressure measurements.

The most probable speed of ideal gas molecules with molecular mass $m$ and temperature $T$ based on a Maxwell-Boltzmann distribution is

$$
\begin{equation*}
v_{p}=\sqrt{\frac{2 k_{B} T}{\pi m}} . \tag{2.29}
\end{equation*}
$$

For a temperature of $68^{\circ} \mathrm{F}$ and an average mass of 18.7 u , the average velocity of the residual gas is $288 \mathrm{~m} / \mathrm{s}$. Gas particles will travel 0.3 mm during the $1 \mu \mathrm{~s}$ ring pulses and 30 cm during an accumulation period of 1 ms . Consequently, the time it takes molecules to reach a pump is long compared to the events of interest. Therefore, global pressure may be considered constant with respect to time. There are processes that may affect local pressure. A simple analytical model may be used to calculate the pressure profile between the vacuum pumps on either side of the IPM location. The gas flow rate, or throughput, is defined through the pressure $P$ in Torr and volume flow rate $S$ in liter/s as

$$
\begin{equation*}
Q=P S \tag{2.30}
\end{equation*}
$$

Additionally, the throughput between two points may be defined [107] by

$$
\begin{equation*}
Q=C \Delta P . \tag{2.31}
\end{equation*}
$$

where $C$ is the conductance in liter/s of the structure between those two points and $\Delta P$ is the change in pressure. In the molecular flow regime, the conductance does not depend on
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Figure 2.8 Drawing showing SNS ring D straight downstream of the RF cavities. The proposed IPM location is shown in the box. Cold cathode vacuum gauges (CCG), ion pumps (IP), and sector gate valves (SGV) are shown along with their respective longitudinal distances.
pressure and has been calculated in [108]. For a long circular tube of radius $r$ for gas molecules of mass $M$ at temperature $T$, the molecular flow specific conductance $c_{\mathrm{m}}$, which is the conductance $C_{\mathrm{m}}$ multiplied by the length $L$ as $c_{m}=C_{m} L$, is [109]

$$
\begin{equation*}
c_{m}=97 \pi r^{3} \sqrt{\frac{T}{M}} \tag{2.32}
\end{equation*}
$$

A 1 cm long section of pipe with a 12.7 cm radius has a specific conductance of $2.5 \times 10^{5}$ liter $\cdot \mathrm{cm} \cdot \mathrm{s}^{-1}$ for a gas with a temperature of 293.15 K and average mass of 18.6 u.

The flow rate is equal to the outgassing from the walls and for uniform outgassing the specific outgassing $q_{0}=d Q(x) / d x$ is constant. From eq. (2.31) for the model shown in figure 2.9 , the specific conductance and the pressure gradient in a length $d x$ are related by $d P(x) / d x=-Q(x) / c_{m}$, where the minus sign denotes the direction of the gas flow. By taking the derivative of the rate of pressure change with respect to length $d x$ and using the uniform specific outgassing rate $q$, the equation for the pressure becomes $d^{2} P / d x^{2}=$ $-q_{0} / c_{m}$. Integration of this equation uses the pressure at $x=0$ and the pump with speed $2 S$ from figure 2.9 as boundary conditions. For one side this gives $P=Q(0) / S=-q_{0} L /-S=$


Figure 2.9 Graphical representation of a periodic vacuum chamber model with period of $2 L$ and pumping speed $S$.
$q_{0} L / S$ and, due to symmetry, the flow at the middle of the tube is $Q(L)=0$. The pressure at a position $x$ from the pump is [110]

$$
\begin{equation*}
P(x)=q_{0}\left(\frac{2 L x-x^{2}}{2 c_{m}}+\frac{L}{S}\right) . \tag{2.33}
\end{equation*}
$$

The result is a parabolic pressure profile between the pumps. The matter is complicated by the presence of the beam.

## Ion-Induced Desorption

A uniform cylindrical beam of length $L$ and charge $e N$ where $e$ is the elementary charge and $N$ is the number of accumulated particles, has a potential inside the beam radius $a$ of

$$
\begin{equation*}
V(r)=\frac{e N}{2 \pi \varepsilon_{0} L}\left[\frac{1}{2}-\frac{r^{2}}{2 a^{2}}+\ln \left(\frac{b}{a}\right)\right] \tag{2.34}
\end{equation*}
$$

where $b$ is the vacuum chamber radius. Ions created by a fully accumulated beam of $1.5 \times 10^{14}$ particles will accelerate through potentials from $\sim 5 \mathrm{kV}$ to $\sim 15 \mathrm{kV}$ depending on location [111]. Energetic residual gas ions can desorb gas from the pipe walls. The molecular desorption yield $\eta$, defined as the number of molecules desorbed per incident ion, is a function of the incident particle energy as well as the surface and surface condition. SNS vacuum chambers are unbaked due to the risk of leaking by large aperture flanges caused by the relative thermal motion induced by in-situ baking [112]. As such, the unbaked ion desorption yield for stainless steel ranges from $\sim 5$ to $\sim 10$ for incident particle energies above a few keV [113].

The ionization cross section, derived using the Bethe theory [114], [115], is given by

$$
\begin{equation*}
\sigma_{i}=4 \pi\left(\frac{\hbar}{m_{e} c}\right)^{2}\left[\frac{M^{2}}{\beta^{2}} \ln \left(\frac{\beta^{2}}{1-\beta^{2}}\right)+\frac{C}{\beta^{2}}-M^{2}\right] \tag{2.35}
\end{equation*}
$$

where $M$ and $C$ are related to the oscillator strengths of different molecular transitions. Using tabulated data for $M^{2}$ and $C$ found in [116] the ionization cross sections due to a 1 GeV proton for the main residual gas constituents of $\mathrm{H}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$ are found to be $2.09 \times 10^{-19} \mathrm{~cm}^{2}$ and $8.43 \times 10^{-19} \mathrm{~cm}^{2}$, while $1 \times 10^{-18} \mathrm{~cm}^{2}$ is used for the combined cross section for the remaining molecules. The additional linear gas load due to the beam is

$$
\begin{equation*}
q_{\text {desorb }}=\eta \sigma_{i} N_{b} P(x) \tag{2.36}
\end{equation*}
$$

where $N_{b}$ is the proton intensity averaged over a 16.7 ms cycle and $P(x)$ is the location dependent pressure. For the same case as shown in figure 2.9 , with additional beam-induced desorption, solution of the pressure equation

$$
\begin{equation*}
\frac{d^{2} P}{d x^{2}}+\frac{b}{c_{m}} P+\frac{q_{0}}{c_{m}}=0 \tag{2.37}
\end{equation*}
$$

subject to the boundary condition $c_{m} d P /\left.d x\right|_{x=0}=S P(0)$ and $c_{m} d P /\left.d x\right|_{x=2 L}=-S P(2 L)$ results in a pressure of

$$
\begin{equation*}
P(x)=\frac{q_{0}}{b}\left[\frac{\cos \left(\sqrt{\frac{b}{c_{m}}}(x-L)\right)}{\cos \left(\sqrt{\frac{b}{c_{m}}} L\right)-\frac{\sqrt{b c_{m}}}{S} \sin \left(\sqrt{\frac{b}{c_{m}}} L\right)}-1\right] \tag{2.38}
\end{equation*}
$$

The pressure profiles with beam, equation (2.38), and without, equation (2.33), are shown in figure 2.10 for ion desorption coefficients of 5 and 10 . These were used with an SNS ion pump speed of $2 S=300$ liter/s, gas percentages of $11 \% \mathrm{H}_{2}, 74 \% \mathrm{H}_{2} \mathrm{O}$, and $15 \%$ other, as well as thermal desorption rates taken from [95] for $\mathrm{H}_{2}, \mathrm{H}_{2} \mathrm{O}$, and $\mathrm{CO}_{2}$ of $7 \times 10^{-12}$, $3 \times 10^{-10}$, and $5 \times 10^{-13}$ respectively in Torr $\cdot$ liter $\cdot \mathrm{cm}^{-2} \cdot \mathrm{~s}^{-1}$ for unbaked stainless steel. From


Figure 2.10 Pressure profile between identical lumped pumps using IPM location parameters with gas desorption rates taken from literature [95] for a fully accumulated beam.
figure 2.10 it may be seen that the pressure rise to the beam is small and accounts for $\sim 2.5 \times 10^{-9}$ Torr for the extreme case of $\eta=10$.

Furthermore, the pressure difference between the pressure gauges and the IPM locations is no larger than $7 \%$ and the pressure difference between the pumps is $\sim 0.5 \%$. Emission of ions due to beam induced desorption is at least a factor of 10 less than for neutral molecules [117] and therefore makes a negligible contribution to the pressure rise. At a rate 0.1 [112], the desorption of neutral gas molecules by residual-gas electrons is small compared to that of ions. Additionally, electron-induced desorption of ions is even smaller as the fraction of ions desorbed for a species is $10^{-2}$ to $10^{-4}$ [118].

Data taken from cold cathode gauges surrounding the IPM location along with the measured beam in the ring is shown in figure 2.11. Pressures in CCG A02 are higher than those in CCG D12 due to the fact that CCG A02 is between ion pumps, illustrated by the pressure profile in figure 2.10 , while CCG D12 sits directly over top of an ion pump.


Figure 2.11 Cold cathode gauge pressures surrounding the IPM location in addition to the beam particles in the ring shown for the beginning of the 2012 winter run period starting in November 2012. CCG $\mathbf{A 0 2}$ is located downstream of the IPM and is located between ion pumps while CCG D12 is located upstream and sits directly over top of an ion pump.

Evidence for a beam induced pressure rise may be seen at the beginning of the run period during initial ramping of the beam and following periods when there is no beam in the ring for more than a few hours. After a period of approximately a day, the pressure decreases as the beam induced gas load is removed, and an equilibrium pressure is reached.

Barring any significant loss of beam, the pressure remains relatively constant at approximately $2 \times 10^{-9}$ Torr in the IPM location but this value varies by about a factor of 2 . Additionally, a long term study of multiple run cycles reveals that the overall pressure may vary by a factor of 10 depending on vacuum system maintenance. As such, it is necessary to design the IPM vacuum chamber with ports that will allow for monitoring the residual gas pressure and with a port for a residual gas analyzer. A pressure of $2 \times 10^{-9}$ Torr corresponds to a residual gas density of $6.59 \times 10^{7}$ gas molecules $\cdot \mathrm{cm}^{-3}$ at $20^{\circ} \mathrm{C}$.

### 2.2.3 Ion Estimation

As an energetic proton travels around the SNS ring, it interacts with neutral gas molecules of different species, ionizing a fraction of residual gas. The ionization products will have a certain probability to create secondary ionization products from the residual gas.

Furthermore, ions accelerated by the beam toward the beam pipe wall desorb additional gas molecules, thus increasing the gas pressure. With the analysis performed in the previous sections, it is now possible to estimate the amount of ionized gas that is available for collection.

At normal atmospheric pressure, energetic incident particles passing through a gas produce primary electrons which then can produce further ionization products. However, at the UHV pressures used in the IPM, the electron scattering mean free path $\lambda_{e}$ is very long compared to the chamber dimensions. The scattering cross sections $\sigma_{e}$ for $\sim \mathrm{keV}$ electrons on
gas molecules are approximately $10^{-16} \mathrm{~cm}^{2}$ [119][120]. For example, the ionization cross section for a 1 keV electron on water molecules is $0.79 \times 10^{-16} \mathrm{~cm}^{2}$ [121]. Even with an electron number density $N_{e}$ of $3 \times 10^{9} \mathrm{~cm}^{-3}$, which is representative of a relatively high IPM vacuum pressure of $1 \times 10^{-7}$ Torr, the electron mean free path is $\lambda_{e}=1 / N_{e} \sigma_{e}=30 \mathrm{~km}$. It is highly improbable that a significant number of secondary electrons would be created.

By using the primary number of ion-electron pairs created ( $n_{p}$ from table 2.2 ) for each gas constituent together with the partial pressures from table 2.3, we obtain a weighted average $\left\langle n_{p}\right\rangle$ of 9.5 pairs $\cdot \mathrm{cm}^{-1} \cdot \mathrm{~atm}^{-1}=1.2 \times 10^{-2}$ pairs $\cdot \mathrm{cm}^{-1} \cdot$ Torrr$^{-1}$. Scaling $\left\langle n_{p}\right\rangle$ to the IPM pressure of $2 \times 10^{-9}$ Torr and multiplying by a detector length of 1.58 cm predicts that the number of ion-electron pairs created per incident proton is $3.9 \times 10^{-11}$. The number of accumulated protons in the SNS ring increases linearly with each turn $(\sim 1 \mu \mathrm{~s})$ by $1.42 \times 10^{11}$ protons x Turn Number. The number of protons in the ring at a given time multiplied by the number of pairs created per proton gives the number particles available for collection during a single turn. The graph in figure 2.12 shows the number of ion-electron pairs created through residual-gas ionization by 1 GeV protons for each turn in an accumulation cycle for the representative gas pressures of $2 \times 10^{-9}$ and $2 \times 10^{-8}$ Torr. For the expected pressure of $2 \times 10^{-9}$ Torr, the number of collectable particles at full accumulation is $5.9 \times 10^{3}$, while it is 6 for the first injected turn.

## Residual Gas Depletion

Since every ion-electron pair created and subsequently collected removes a gas molecule it is important to estimate the impact on the total number of molecules available to be ionized. It was just shown that a pressure of $2 \times 10^{-9}$ Torr corresponds to a gas particle density of

Electron-Ion Pairs at the IPM Location


Figure 2.12 Graph of the total number ion-electron pairs created at the IPM location as a function of the number of protons present in each turn for 8 scale and 9 scale pressures.
$6.59 \times 10^{7} \mathrm{~cm}^{-3}$. The detectable volume within the IPM is approximately $800 \mathrm{~cm}^{3}$ resulting in $\sim 5 \times 10^{10}$ gas molecules capable of producing measurable particles. Based on the previous assumption that the vacuum remains unchanged during an accumulation period, the number of gas molecules is assumed to remain static during an injection cycle. The total number of protons passing through the IPM during accumulation is

$$
\begin{equation*}
N_{\text {Total }}=\sum_{T=1}^{\text {Turns }} \frac{N_{\text {full }}}{\text { Turns }} T \approx \frac{1}{2} N_{\text {full }} \text { Turns } \tag{2.39}
\end{equation*}
$$

where $N_{\text {full }}$ is the final proton number and Turns is the number of mini-pulses.
From the number of primary ion-electron pairs created, the total number of gas molecules removed from the detectable volume is $N_{\text {pairs }}=n_{p} N_{\text {Total }}$ where $n_{p}$ is the number of primary pairs created per proton in the detector region. The total number of pairs for $N_{\text {full }}$ $=1.5 \times 10^{14}$ protons and Turns $=1060$ is $6.3 \times 10^{6}$ pairs. Only $0.013 \%$ of the original gas is ionized in one accumulation. Therefore, the depletion of the residual gas by ionization and
removal of ions and electrons is expected to be negligible.

### 2.2.4 Electron Estimation

The estimation of electrons is similar to that of ions but with a few additional considerations. It has been well established that an energetic proton will interact with neutral gas molecules in such a way to remove the least bound valence electrons. Ionization products consist of one ion and one electron. The probability of double ionization leading to two electrons per incident proton and possible dissociation of molecules is significantly less than that of single ionization, and can therefore be considered a negligible contribution. For example, the ratio of double ionization to single ionization cross sections for energetic protons on $\mathrm{H}_{2}$ as measured by experimental methods in [122] is on the order of $10^{-4}$ and the ratio for $\mathrm{H}_{2} \mathrm{O}$ found in [123] is $10^{-2}$. While double ionization may not be an important factor in the electron signal there are additional electron production mechanisms that warrant analysis.

## Electron Cloud

Electrons present in the ring arise from a few different sources. Beam-induced ionization produces the same number of electrons as ions and these electrons are useful for measuring beam profiles because their distribution is a function of the beam density. Other sources of electrons provide no information useful for profile generation and their presence is a source of profile signal contamination. Aside from ionization, one of the largest contributions of electrons relevant to the IPM is electron cloud generation by beam-induced multipacting [124].

The phenomenon of the electron cloud, briefly discussed in section 2.2 .2 , is shown graphically in figure 2.13 . Electrons present before the arrival of the proton beam, whether they were created through residual gas ionization or due to protons striking the vacuum


Figure 2.13 Graphical representation of electron cloud generation leading to multipacting.
chamber walls, are attracted into the proton bunch and oscillate within the beam potential well with a frequency $\omega_{e} \approx c \sqrt{2 \pi r_{e} N_{p}}$ where $c$ is the speed of light, $r_{e}$ the classical electron radius and $N_{p}$ the number of protons in the bunch [125]. These electrons are released near the trailing edge of the beam, freed from the decreasing beam potential, and contact the vacuum pipe walls with sufficient energy to create secondary electrons [126].

The secondary emission yield (SEY), defined as the number of secondary electrons created per incident electron, has a value near 2 for electrons incident on stainless steel with energies equal to the net energy gain due to the beam potential of $\sim 100 \mathrm{eV}$ [104], [125-127]. Additionally, protons lost on the pipe walls have an electron yield of $\sim 100$ [128]. These electrons may also contribute to the generation of secondary and tertiary electrons as the primary and secondary electrons are accelerated through the beam potential.

An undesirable effect of the presence of secondary electrons is that of introducing unwanted signal in the electron-based beam profile. Electrons within the beam and beam pipe have a neutralizing effect on the beam space charge [116]. Studies have shown [126], [128] that up to $10 \%$ of beam charge neutralization within the beam radius and $100 \%$ within the
beam pipe could be expected.

## Electron Cloud Mitigation: TiN Coating

Experience with electron cloud related instabilities in the Proton Storage Ring (PSR) at Los Alamos [129] led to an electron cloud mitigation measure that was also designed into the SNS ring. It was found [112], [130], [131] that a $\sim 100 \mu \mathrm{~m}$ coating of titanium nitride (TiN) lowers the peak SEY of stainless steel from 2.5 to $\sim 1.5$. It is therefore standard practice to coat all inner vacuum chamber surfaces in the SNS ring with TiN. As such, the IPM vacuum chamber will be coated using a magnetron DC sputtering method described in [112].

## Electron Cloud Mitigation: Clearing Electrode

The IPM uses electrodes transverse to the beam direction to separate and accelerate the ions and electrons produced during residual gas ionization toward a detector. The electric potential produced by the electrode has the benefit of acting as a clearing field in reference to the electron cloud. Simulations, presented in figure 2.14, show the electron cloud build up due to trailing-edge multipacting during the first turn of an SNS accumulation cycle. Also shown in figure 2.14 are the electron cloud line densities for a region with a uniform electric field. It can be seen that electron cloud density decreases with increasing field strength.

An electric field of $2 \mathrm{kV} / \mathrm{m}$ lowers the peak electron cloud density by over three orders of magnitude. The actual field strength used in the IPM will be on the order of $10^{2}$ $\mathrm{kV} / \mathrm{m}$. Once the IPM bias field is larger than a few kilovolts, the electrode potential is larger than the beam potential and therefore prevents the generation of secondary electrons. Furthermore, within the IPM chamber, any neutralization effects of the electron cloud will also be insignificant. Electron noise from the electron cloud may be considered negligible in relation to the IPM measured beam profile.


Figure 2.14 Simulation of electron cloud formation in the SNS ring for the first turn of accumulation in the presence of varying uniform electric field strengths [132],[133].

## Field Emission Electrons

Another possible source of electron noise is electrons generated through field emission. In the high vacuum regime, large electric fields have the ability to liberate electrons from metallic surfaces by lowering the surface potential barrier to $\sim 4.5 \mathrm{eV}$ and therefore, since the electron wave function remains finite past a metal's potential wall, a metallic electron with an energy at the Fermi level will have a non-trivial probability of tunneling, known as Fowler-Nordheim tunneling, through a potential barrier of thickness $\sim 1 \mathrm{~nm}$ [134]. Electric potential gradients required to induce field emission are $\gtrsim 3 \times 10^{9} \mathrm{~V} / \mathrm{m}$, however the practical applied macroscopic fields are more on the order of $10-30 \mathrm{MV} / \mathrm{m}$ due to the enhancement of electric fields by microscopic protrusions on electrode surfaces [135].

Fields in the IPM are less than $0.5 \mathrm{MV} / \mathrm{m}$ and therefore field emitted electrons are not expected to be a source of noise in profiles found from measuring. During assembly of the
final system a precautionary technique of hand polishing the electrode with a diamond paste should be used in order to reduce microscopic protuberances [136]. This is important not only for the consideration of field emission electrons, but for reduction of possible arcing sites at higher field regions of the electrode. Furthermore, it would be informative, on completion of the IPM chamber, to pump down to high vacuum, energize the electrode, and measure the dark current present without the influence of the beam in order to ensure there is not a significant source of background electron noise.

## Other Loss Mechanisms

At normal atmospheric pressures, newly created ionization products would begin to diffuse within the gas and undergo a variety of collisions that would result in signal loss.

Recombination is the process in which positive ions and electrons combine to become stable, charge neutral, molecules. In the IPM, although ions are no longer guaranteed to have a Maxwellian distribution of velocities, their mean free paths may be estimated as $\lambda_{\text {ion }}=\sqrt{2} \lambda$ where $\lambda$ is the ideal gas mean free path. Ions in UHV travel kilometers before interacting with a particle. Electrons, due to their light mass, have collision lengths $\sim 4$ times longer than those of ions [119]. The UHV in the IPM make recombination or any other form of postionization collision leading to signal loss negligible.

Furthermore, it is well known [81], [119], [137] that ionization chambers, which are gas filled detectors that collect the by-products of ionizing radiation through the use of electric potentials, prevent recombination by separating the charged particles using high electric field gradients. IPM electric fields enhance the effects of the UHV by further acting to prevent recombination.

It may be concluded that sources of electrons that would pollute the measured profile
signal are minimal during operation of the IPM. While there are still sources of electron noise, they are specific to elements of the design and will be discussed as appropriate. Furthermore, it may be concluded that natural sources of primary signal loss in the form of post-ionization collisions for both ions and electrons are negligible. Again, there are still design specific loss channels but those can only be understood within the context of design particulars and will be explored later. As it stands, the number of ions created is equal to that of electrons and the number of pairs formed is given accurately by figure 2.12 for the nominal pressure range expected in the IPM system.

### 2.2.5 Plasma Considerations

The passage of the beam through the residual gas leaves in its wake a partially-ionized gas that may exhibit characteristics of plasma. A plasma is a collection of charged particles in an ionized (partially or fully) gas that interact through Coulomb forces along with fields generated by their cumulative motion. Even though the assembly is roughly charge neutral, the collection shields out external electromagnetic fields and exhibits complex group behavior [138]. Using Maxwell's equations to calculate the potential of a plasma containing a slightly unbalanced mixture of ions and electrons, it may be shown [139] that the electric potential about a charge $q$ is

$$
\begin{equation*}
V(r)=\frac{q}{4 \pi \varepsilon_{0}} \frac{\exp \left(-r / \lambda_{D}\right)}{r} . \tag{2.40}
\end{equation*}
$$

The length

$$
\begin{equation*}
\lambda_{D_{e}}=\sqrt{\frac{\varepsilon_{0} k_{B} T_{e}}{N_{e} e^{2}}} \tag{2.41}
\end{equation*}
$$

is known as the electron Debye length, where $\varepsilon_{0}$ is the free-space permittivity, $k_{B}$ is the

Boltzmann constant, $T_{e}$ is the electron temperature, $N_{e}$ is the electron density, and $e$ is the elementary charge. Hence, individual charges are screened from one another and collective effects dominate. The Debye length for the whole gas is related to the ion and electron lengths as $\lambda_{D_{e}}=\lambda_{D_{i}}=\sqrt{2} \lambda_{D}$ [18]. However, if the dimensions of the gas $d$ do not greatly exceed the Debye length, $d \gg \lambda_{D}$, then charges are no longer shielded from one another and the gas no longer exhibits plasma behavior.

For the SNS ring, $N_{e}$ is $7.1 \mathrm{~cm}^{-3}$ at $2 \times 10^{-9}$ Torr. From kinetic theory an electron with kinetic energy $K=100 \mathrm{eV}$ has a temperature $T_{e}=2 K / 3 k_{B}=7.7 \times 10^{5} \mathrm{~K}$, which makes the Debye length 16 m . The Debye length is 100 times larger than limiting dimension of the beam pipe width, so that the ionized gas does not satisfy the criteria to be a plasma, and any collective effects may be neglected.

### 2.3 IPM Signal Estimation

From estimations of the ionized particle signal it is possible to calculate the expected measured signal, given the characterization of the particle to be used. This will determine limits on the electronics required and the degree to which further signal amplification is required. Consequently, the resolution of the system may be determined and necessary design parameters set in order to optimize the IPM accuracy.

### 2.3.1 Channeltron Detector

## Description

A Channeltron ${ }^{6,7}$ is a single channel electron multiplier (CEM) that uses a tube made from a specially formulated lead silicate glass to create an avalanche of electrons initiated by incident radiation to amplify the incoming signal [140]. The Channeltron's basic operational principles and image are illustrated in figure 2.15. The silicate glass tubing comprising the bulk of the Channeltron has a layer of $\mathrm{SiO}_{2}$ approximately 20 nm thick on the inner surface of the tube. Silicon dioxide has a secondary emission yield of 2.2 for 300 eV electrons [141]. Behind the $\mathrm{SiO}_{2}$ is a highly resistive conductive layer that, when a negative potential of 1.2 to 3 kV is applied across the length of the tube, acts as a voltage divider chain producing an electric field that accelerates electrons down the glass tube in addition to replenishing the


Figure 2.15 (Left) Graphical representation of a Channeltron detector showing basic principles of operation in addition to substrate structure of lead silicate glass tube walls. (Right) Actual photo of a 4800 series Channeltron with custom mounting tabs.

[^5]supply of lost electrons from the secondary emission cascade [142].
A typical CEM gain, defined as the ratio of the output current to the input current $\left(I_{o} / I_{i}\right)$, is $10^{5}$ to $10^{7}$, as shown in figure 2.16 for 4800 series Channeltrons. At a bias voltage of $\sim 3 \mathrm{kV}$ Ctrons enter a pulse mode, with a gain of $10^{8}$, where saturation of charge within the detector causes the output signal to no longer be proportional to the input. In analogue mode, the Ctron output will be linear up to $10-20 \%$ of the bias current of $30-40 \mu \mathrm{~A}$ giving a gain linearity maximum of $5-10 \mu \mathrm{~A}$, which is shown for a 4700 series Channeltron in figure 2.17.

## Detection Efficiency

The detection efficiency is defined as the probability with which an incident particle produces an output pulse. It is a function of the particle type, mass, energy, and angle of incidence. The relative detection efficiency for ions as a function of energy is shown in figure 2.18 while figure 2.19 shows the efficiency for electron collection. From these figures it may be seen that, in the IPM ion collection mode, nearly the entirety ( $\sim 90 \%$ ) of ions will be transferred into measurable signal since the mean ion energy will be 60 keV , with a negligible number below 20 keV . For electrons of the same energy, the IPM electron collection mode could see only $60 \%$ of the ionized electrons detected.

For a Channeltron, dark noise is defined to be the measure of output current when there is no input signal. CEM's are known to have extremely low dark noise levels. The Channeltron used in the IPM has a maximum dark count rate of a few counts/second at 3 kV Ctron potential. For a 1 ms accumulation cycle a maximum of 0.002 counts is to be anticipated. In analog mode the dynamic range is defined as the ratio of the maximum linear output current to the dark current. The dark current is the DC current measured through the Ctron when there is no input. For a properly designed detector the dark current is typically


Figure 2.16 Gain of four different 4800 series Channeltrons.
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Figure 2.17 Typical 4700 series Channeltron gain linearity.


Figure 2.18 Channeltron relative ion detection efficiency. [140]


Figure 2.19 Channeltron electron detection efficiency. [140]

1 pA at a gain of $10^{6}$. Noise generated from the detector is not expected to be a problem. While Channeltron gain is a function of incident particle mass, there is little deviation in response characteristics for the range of masses measured in the IPM.

There is experimental evidence [143],[144] that CEMs in magnetic fields have a decreased efficiency when the magnetic field strength increases to a magnitude that the cyclotron radius of the electrons inside the CEM tube becomes comparable to the radius of the tube. The electrons are curved into the opposing wall before gaining sufficient energy to generate a cascade. Upon completion of the system and before installation, it will be necessary to characterize the Ctron efficiency as a function of magnetic field strength.

## Operational Considerations

It will be necessary to operate the Channeltron in the analog mode in order to distinguish between measured current amplitudes of each accumulated pulse. Consequently, prior to installation, it will be necessary to characterize each installed Ctron with a calibrated source such as an electron gun to determine the optimum operating potential which is proportional to its gain. The 4800 series Channeltron has a maximum operating pressure of $5 \times 10^{-6}$ Torr. An operational protection limit will be included in the system electronics to turn off the detector in the event the pressure rises to $10^{-6}$ Torr.

Individual Channeltron gains can vary greatly. The final IPM system will have a pair of Channeltrons installed. It will be necessary to specify to the manufacturer that a set of two detectors have matching gains. The rise time is defined as the time it takes the output pulse to go from $10 \%$ to $90 \%$ of its final amplitude. This is approximately 3-5 ns for Ctrons, which is sufficiently fast to resolve the 20 ns rise time of the beam pulse, as will be shown in a later section. The Channeltron opening is 4 mm wide by 15.8 mm long as shown in the
mechanical drawing of figure 2.20.

## Lifetime Considerations

The main areas of degradation within a CEM are the chamber wall input and output areas. For UHV conditions, an average Channeltron will survive $\sim 2000$ hours or 30 coulombs of extracted charge. Considering that the IPM would not be used continuously, and even during operation is run for a few minutes at a time, a single Ctron may last for many years. As a maintenance measure, the IPM chamber will be designed to allow easy access to the Channeltron to allow for replacement if the need arises.

In hadron accelerators, neutrons are the primary source of radiation produced by lost beam particles incident on the accelerating structure [145]. Neutrons, in addition to the other radioactive decay products, may have a damaging effect on materials present in the accelerator enclosure. The Channeltron, however, is designed for use in many types of radiation environments, including space, and thus is resistant to radiation damage. A study


Figure 2.20 Dimensional layout of a $\mathbf{4 8 0 0}$ series Channeltron. [140]
[146] was done on MCPs showing that no permanent damage was done after exposure to $10^{6}$ rads of radiation. Beam loss monitors around the IPM location experience a measured dose rate of $\sim 3 \mathrm{rad} / \mathrm{hr}$. Assuming 5000 hours of beam time per year gives a dose of $15 \mathrm{krad} /$ year. Assuming that the MCP radiation rate applies to Channeltrons and considering that they are constructed of the same materials, the IPM Ctron should last at least 70 years based on radiation lifetime alone.

## Channeltron vs. MCP

The Channeltron is based on the same principal as the MCP and with multiple MCPs it is possible to produce gains similar to that of a single Ctron. As discussed in section 1.2, many IPMs use MCPs as their method for ionized particle collection and amplification. A brief justification is necessary for choosing the Channeltron over the MCP. It was one of the initial goals of the project to produce the simplest IPM design possible that fulfilled the measurement requirements.

MCP arrays, while having the ability to measure the entire beam region at once, suffer from a loss of uniformity in gain as the MCP ages due to the beam distribution [147]. Since the entire MCP array uses the same bias voltage, it is not possible to adjust the gain for various portions of the MCP. Furthermore, MCPs require a particle detector in the form of a phosphor screen and camera or anode strips. Additionally, Channeltron lifetimes are about 10 times longer than those of MCPs. The Channeltron provides the simplest and most robust form of particle detector for the SNS IPM system.

### 2.3.2 Residual Gas Sensitivity

## Relative Amplitudes

There are two dominant effects that changes in the residual gas pressure have on measured beam profiles. The first occurs when comparing profiles taken at different pressures resulting in different densities of residual gas molecules. Since the number of ion-electron pairs is directly proportional to the pressure, the measured signal from the detector is directly proportional to the pressure. While characteristics such as the width and shape remain unaffected, the amplitudes of profiles will differ. In order to make relative comparisons between profiles taken under differing pressures, it will be necessary to normalize the measured profile data by the pressure coincident with the data. As mentioned earlier, the IPM chamber will include a port for a pressure gauge that may be used to normalize profile measurements.

## Statistical Width Uncertainty

The second aspect of the profile affected by a change in pressure is the inherent statistical uncertainty of a measurement based on a small number of events. The number of particles available with which to construct a profile gives the first estimate of the accuracy with which the measured profile width reflects the true beam width.

Modeling the proton beam spatial distribution as a Gaussian distribution with width $\sigma_{0}$ and regarding the number of ionized particles $N$ as a sample of that population, the unbiased estimate of the population standard deviation, actual beam RMS width, based on the sample is

$$
\begin{equation*}
\sigma_{N}=\sqrt{\sum_{i=1}^{N} \frac{\left(x_{i}-\mu_{N}\right)^{2}}{N-1}} \tag{2.42}
\end{equation*}
$$

where $x_{i}$ is the transverse position of the ith sample particle and $\mu_{N}$ is the sample mean. The concept is illustrated in figure 2.21 which shows the actual distribution with RMS width $\sigma_{0}$ and measured RMS width $\sigma_{N}$. Although ideally $\sigma_{N}$ would equal $\sigma_{0}$, it will be shown later that the measured width is distorted by systematic errors, hence the larger profile of $\sigma_{N}$ in figure 2.21. Multiple samples taken from the same population distribution will produce an ensemble of Gaussian distributions with widths whose values also satisfy a Gaussian distribution with mean $\sigma_{N}$ and standard deviation called the standard error $S E_{\sigma_{N}}$ (represented by $\sigma_{\sigma}$ in figure 2.21). The fractional uncertainty or error in the profile using $N$ particles is given in [148] by

$$
\begin{equation*}
\frac{S E_{\sigma_{N}}}{\sigma_{N}}=\frac{1}{\sqrt{2(N-1)}} \tag{2.43}
\end{equation*}
$$



Figure 2.21 Graphical representation of the statistical error $\sigma_{\sigma}$ associated with the measured profile width $\sigma_{N}$ for the actual distribution of width $\sigma_{0}$.

Figure 2.22 shows the fractional error, given by equation (2.43), in percentages of the measured distribution width for each turn during the accumulation for a range of residual gas pressures. At $2 \times 10^{-9}$ Torr, the error in the measured width decreases from $33 \%$ on the first turn to $\sim 1 \%$ because of an increasing number of protons and a resulting increase in measurable ionization products. This means that on the first turn the measured width could not be guaranteed to be more accurate than $\sigma_{N} \pm 0.33 \sigma_{N}$ at $2 \times 10^{-9}$ Torr.

In order to reduce the statistical error, more samples are needed. Therefore, based on the assumption that the beam during each accumulation cycle is identical under the same operating conditions, it is possible to reduce the statistical error due to low detectable signal by summing the contributions at the same turn for multiple cycles. The number of measured particles scales linearly with the number of measured cycles, and the errors decrease in inverse proportion to the square root of the number of measurements, as shown in


Figure 2.22 The percentage of the measured width the error assumes for each turn during an accumulation cycle is shown for varying pressures or the equivalent number of accumulation cycle repetitions.
figure 2.22. Summation over 100 macro-pulses gives a first turn error of $3 \%$ and 1000 repetitions results in a $1 \%$ error. Beyond this there is little gain in accuracy.

While a $1 \%$ accuracy is ideal, a factor of 10 increase in macro-pulse accumulations implies a factor of 10 increase in the time required to produce a profile. To achieve acceptable accuracy for the measured first turn profile will require at least 100 integrated macro-pulses. For the purposes of analysis, a $1 \%$ error in the measured RMS width will be attributed to error induced by particle number statistics.

## Sensitivity to Pressure Change

In addition to the accuracy with which the measured profile represents the true profile, this technique can be used to determine the sensitivity of the width taken from separate integrated datasets from different pressures. A profile taken at a low pressure will have a much larger error in the width compared to one taken at a higher pressure. Even though both profiles represent the same beam under the same operational parameters, the measured widths could be different due to statistical considerations.

The statistical error in the measured width $\sigma_{N}$ (see figure 2.21 ) is defined in relation to the actual profile width $\sigma_{0}$, by $\sigma_{N}=f_{N} \sigma_{0}$. The total measured width $\sigma_{T}$ is the sum of the measured width plus the error $\sigma_{\sigma}$ such that

$$
\begin{equation*}
\sigma_{T}=\sigma_{N}+\sigma_{\sigma}=f_{N} \sigma_{0}+\frac{f_{N} \sigma_{0}}{\sqrt{2(N-1)}}=f_{e} \sigma_{0} \tag{2.44}
\end{equation*}
$$

where $\sigma_{\sigma}$ has been replace by expression (2.43) and $f_{e}$ is the total fractional error. The total fractional error then becomes

$$
\begin{equation*}
f_{e}=f_{N}\left(\frac{\sqrt{2(N-1)}+1}{\sqrt{2(N-1)}}\right) . \tag{2.45}
\end{equation*}
$$

The percent difference in the total measured profile width is

$$
\begin{equation*}
\frac{\sigma_{T_{2}}-\sigma_{T_{1}}}{\sigma_{T_{1}}}=\frac{f_{e_{2}}-f_{e_{1}}}{f_{e_{1}}} \tag{2.46}
\end{equation*}
$$

where the subscripts 1 and 2 denote the total widths measured at two different pressures. Substituting equation (2.45) into (2.46) gives an expression for the change in width as a function of change in pressure, using $N=\epsilon N_{\text {acc }} N_{\operatorname{single}} T n_{p} P=\alpha P$ where $\epsilon$ is the efficiency of the detector, $N_{\text {acc }}$ is the number of macro-pulses being summed over, $N_{\text {single }}$ the number of protons in a single mini-pulse, $n_{p}$ the number of primary ion-electron pairs created by a single proton in the length of the detector per Torr, and $P$ is the pressure. The expression is

$$
\begin{equation*}
\frac{\sigma_{T_{2}}-\sigma_{T_{1}}}{\sigma_{T_{1}}}=\frac{\sqrt{2\left(\alpha P_{1}-1\right)}-\sqrt{2\left(\alpha P_{2}-1\right)}}{\sqrt{2\left(\alpha P_{2}-1\right)}\left(\sqrt{2\left(\alpha P_{1}-1\right)}+1\right)} \tag{2.47}
\end{equation*}
$$

For a given detector efficiency, number of accumulations, and turn, the change in the width may be compared to the change in pressure as shown in figure 2.23 . Increases in pressure reduce the width due to an increase in residual gas particles. The main consequence of summing over multiple macro-pulses is to reduce the effect of a change in pressure on the width. Furthermore, figure 2.23 shows that decreases in pressure can cause very large increases in the width. Asymptotically, the width approaches a limit representing a situation in which the measured pressure has been reduced to such a degree that number of measurable particles approach one and, consequently, the width is undefined.

Figure 2.23 shows that for 10 accumulations, $N_{a c c}=10$, a $1 \%$ change in the width occurs at an $11 \%$ decrease in the pressure at a base pressure of $1 \times 10^{-9}$ Torr, or at 1 accumulation at a pressure of $1 \times 10^{-8}$ Torr. The same change in the width coincides with a change of $29 \%$ for 100 accumulations, $N_{\text {acc }}=100$, and $61 \%$ for $N_{a c c}=1000$ all at a pressure


Figure 2.23 The percent change in the profile width as a function of a percent change in gas pressure for the first turn at different gas pressures or the equivalent number of aggregated accumulation cycle at $10^{-9}$ Torr.
of $10^{-9}$ Torr. From figure 2.11, which shows the measured pressures around the IPM location, it may be seen that pressure changes during ramping of $\sim 40 \%$ may be seen while equilibrium pressures fluctuate on the order of $25 \%$. Summing over at least 100 macro-pulses should be sufficient to significantly reduce the effect of differences in pressures between profile measurements. It should also be noted that the curves in figure 2.23 are maxima and decrease with each mini-pulse injected into the ring as illustrated by figure 2.22 .

### 2.3.3 Profile Generation

The use of a single finite sized detector along with the need for the multiple accumulation cycles required for statistical accuracy means that turn-by-turn profiles will not be generated in real time, but by compiling multiple datasets. The process is represented graphically in figure 2.24. The Channeltron in its initial position will collect all the particles for each revolution of an accumulation cycle and continue collecting in that same position for the number of successive cycles needed to produce the desired accuracy. Then, upon moving to


Figure 2.24 Graphical representation of the turn-by-turn profile generation process showing the collection all particles at a detector position for each turn and multiple accumulations then moving the detector transversely until the beam width has been spanned.
the adjacent transverse detector position the process is repeated until the entirety of the beam width has been scanned. After which, the current measured for each turn will be integrated, producing a single measured current representative of each turn at each detector position. The individual turn-by-turn data of each detector position is summed across the independent accumulation cycles producing a single, high particle count, dataset of histogram profiles for each turn.

The time required to produce a set of profiles is a function of the number of detector positions that are required to traverse the beam width, the speed of the actuator driving the Channeltron, and the number accumulation cycles being summed over. An estimation of measurement time will be made once all of the necessary components have been discussed in the following sections.

### 2.3.4 Measured Signal

Based on the estimated ionization, detector efficiency, and detector amplification it is possible to estimate signals expected to be seen by the IPM system during an accumulation cycle. A Gaussian beam is used to approximate the ring beam profile with an RMS width of 1.5 cm . Since all the ionized particles are to be summed together for each revolution during the accumulation cycle, the calculated measured currents will be averages over a $1 \mu \mathrm{~s}$ ring period.

For the first turn of an accumulation period of a nominal beam with mini-pulse average current of 22 mA , where there are expected to be $\sim 6$ collectable particles, a single Channeltron position is likely to measure only one ion or electron. This means that the minimum measurable signal for a single Channeltron is 0.16 pA . The current measured from the Channeltron with the bias voltage set to produce a $10^{6}$ will result in a current of $0.16 \mu \mathrm{~A}$ measurable from any one Channeltron in span of the first turn. Measured currents increase linearly with the ring current, and the distribution of currents for individual Channeltrons integrated over the final turn is shown in figure 2.25.

Represented therein are three distributions: the number of ion-electron pairs and the associated average current over one turn, the current associated with the collected ions adjusted for a detector efficiency of 0.9 and the measured Channeltron current with $10^{6}$ gain, and the collected and measured electron currents adjusted for a detector efficiency of 0.6, all at a pressure of $2 \times 10^{-9}$ Torr. Channeltron currents of $60-90 \mu \mathrm{~A}$ would be expected on the last turn of an accumulation cycle.


Figure 2.25 Expected IPM signals for different detector positions on the last turn of a $1.5 \times 10^{14}$ proton beam in the SNS ring. Collected current represents the current of detected incoming ionized particles adjusted for ion and electron efficiencies. Measured current is the output current of the Channeltron with a $10^{6}$ gain.

## Signal Saturation

As discussed in section 2.3.1, there is a maximum input the Channeltron can sustain before the output is no longer a linear function of the input. This saturation limit for analog Channeltron measurements is shown in figure 2.26 along with expected Channeltron output current as a function of turn for two different gain settings. As seen in figure 2.26, at $10^{6}$ gain, the measured signal may show saturation effects as early as turn 100. In order to prevent saturation, it may be necessary to operate the Channeltron in its lower gain region.

Since the required Channeltron bias voltage will vary from Channeltron to Channeltron, it will be necessary to experimentally determine the optimal Channeltron setting upon installation. The bias voltage is expected to be between 1.0 and 1.5 kV . Providing the detector is operated within its linear range, a dynamic range of 1000 should be obtainable from the system, allowing for profile measurements for an entire accumulation.


Figure 2.26 Channeltron output current for center detector position of a Gaussian beam as a function of ring accumulation turn for two different Channeltron gain settings. The approximate 4800 series linear current maximum is also shown.

### 2.3.5 Theoretical Summary

It has been shown that an energetic proton interacts with a residual gas primarily through electromagnetic forces with the valence electrons of gas molecules in such a way as to transfer sufficient energy to ionize a fraction of the gas. The residual gas remains constant throughout the accumulation period with a nominal pressure of $2 \times 10^{-9}$ Torr, and is not significantly altered by the amount of ionization. There is negligible loss of the initial ionized volume and the operational aspects of the IPM design preclude signal distortions due to electron cloud effects.

Given at least 100 integrated accumulation cycles, the sensitivity to statistical inaccuracies in the profile due to limited particle count and the sensitivity to changes in the gas pressure between different data sets become negligible. The Channeltron particle detector used in the system provides a compact form of ionized particle detection and amplification
with large dynamic range. While it possible for the Channeltron to go into saturation, initial testing of the detector should prove sufficient to find the optimum detector settings.

Analysis of the fundamental theory of the IPM operational concepts has shown that it is possible to generate and collect a sufficient number of ionized residual gas particles to produce transverse beam profiles for each revolution during an accumulation cycle in the SNS ring.

## Chapter 3

## Simulation Analysis

With an understanding of the fundamental principles of residual gas ionization and of the use of the ionization products in the measurement of beam profiles with an Ionization Profile Monitor established in chapter 2, it is now possible to analyze the details of producing accurate profiles. The bulk of this chapter will include simulations performed to understand the effects of a variety of system parameters.

The following chapter begins with a study of ionized particle trajectories in the IPM system and describes the simulation program and techniques used. Particle trajectory analysis is used to predict the necessary fields required to produce profiles that meet the design goals. A study of the spatial accuracy is then done to analyze and estimate the possible sources of measurement error and the system requirements needed to keep the errors within the proper tolerances. Research on the time resolution and signal processing aspects of the design is presented in order to guarantee the IPM's ability to satisfy the turn-by-turn measurement requirement. Finally, a set of design parameters is presented based on the complete analysis to be used in developing the final system.

### 3.1 Particle Trajectory Study

The profile produced by an Ionization Profile Monitor is not a simple function of the initial positions of the ionized gas molecules. Fields used to accelerate the ions or electrons as well as the fields attributable to the beam itself have a significant impact on the measured profile. In order to understand and characterize these effects and to select design parameters to mitigate them, simulations were performed to model the trajectories of ionized particles in the IPM environment.

### 3.1.1 IPM Beam Range

It is first necessary to define a physical range within which the beam is expected to reside. The beam pipe diameter in the location of the IPM is 25.4 cm . Attempting to design a system that uses the entire pipe width as the measurement range would result in system dimensions that are both physically unrealistic for the ring tunnel space and prohibitively expensive. Because the beam occupies only a small fraction of the beam pipe, an estimate of the maximum expected beam size is more relevant for sizing the IPM.

Beam particles oscillate about an ideal trajectory dictated by the magnets in an accelerator lattice in such a way that the transverse beam dimensions are a function of the longitudinal position along the beam path. The beam width at a particular location is given by

$$
\begin{equation*}
\sigma=\sqrt{\varepsilon \beta} \tag{3.1}
\end{equation*}
$$

Where the emittance $\varepsilon$ is a constant for a given accelerating structure and the beta function $\beta$ is a longitudinal position-dependent factor describing the transverse envelope of the beam particle trajectories (see Appendix D for a complete description of the emittance and beta function as well as a detailed explanation of the beam width).

The nominal unnormalized RMS emittance for the SNS ring is equal for both transverse directions and is $\varepsilon_{r m s_{x}}=\varepsilon_{r m s_{y}}=12 \pi \cdot \mathrm{~mm} \cdot \mathrm{mrad}$ and $\varepsilon_{99 \%_{x}}=\varepsilon_{99 \%_{y}}=$ $120 \pi \cdot \mathrm{~mm} \cdot \mathrm{mrad}$ for the emittance encompassing $99 \%$ of the beam particles [4] (refer to Appendix D for definitions of the $99 \%$ and RMS emittances). The beta function at the location of the IPM as calculated from the ring lattice structure is $\beta_{x} \cong 7 \mathrm{~m}$ and $\beta_{y} \cong 9 \mathrm{~m}$. Allowing for a $20 \%$ error in the beta function as well as $\pm 5 \mathrm{~mm}$ deviation in the beam centroid, the full beam radius including errors is

$$
\begin{equation*}
r_{99 \%}=\sqrt{1.2 \varepsilon \beta}+5 \mathrm{~mm} . \tag{3.2}
\end{equation*}
$$

A compiled list of RMS beam sizes and full beam sizes, given in table 3.1, shows that a transverse width of 6-7 cm should be sufficient to measure the entire beam. Because the estimated beam width is only $28 \%$ of the pipe diameter, designing the system to the realistic beam size constitutes a significant savings in cost and size. One of the benefits of the chosen IPM location is that the horizontal and vertical beam sizes are very similar. This means that

Table 3.1 Calculated RMS beam sizes and full beam sizes with safety margins along with the beam pipe radius at the IPM location.

| Radius | Value |
| :---: | :---: |
| Beam Pipe | 12.7 cm |
| $\sigma_{r m s_{x}}$ | 1.3 cm |
| $\sigma_{r m s_{y}}$ | 1.5 cm |
| $r_{99 \%_{x}}$ | 2.9 cm |
| $r_{99 \%_{y}}$ | 3.3 cm |

the measurement requirements of each of the transverse dimensions may be assumed to be the same. Furthermore, since the beam dimensions are comparable in the transverse dimensions, the same design for a beam width $\sim 7 \mathrm{~cm}$ may be duplicated and used to measure horizontal and vertical beam profiles by rotating one system by $90^{\circ}$ relative to the other.

### 3.1.2 Beam Space Charge

The beam in the SNS ring is composed of like-charged protons. The mutually repulsive force of the beam particles is what is referred to as space charge, and requires focusing accelerator components to compensate the beam's resulting divergence. Errors in the ionized particle trajectory arise from two sources; the fields in the IPM and the fields due to the beam. It will be seen that the fields related to space charge have a sizable impact on the measured profile and mitigation of space charge induced errors drives the majority of the technical requirements of the IPM system.

## Positive Ionization Products

The simplest approximation of space charge is that of a uniform cylindrical distribution of $N_{b}$ beam particles that has a charge per unit length, for a beam with length $L$, of $\lambda=e N_{b} / L$.

Figure 3.1 shows a graphical representation of the primary electric fields present in the IPM system and a generalized trajectory for a positively charged ionized particle. Gauss's law $\vec{\nabla} \cdot \vec{E}=\rho$ gives radial electric fields

$$
\begin{align*}
\vec{E}_{S C}=\frac{\lambda}{2 \pi \varepsilon_{0}} \frac{r}{a^{2}} \hat{r} & r<a  \tag{3.3}\\
\vec{E}_{S C}=\frac{\lambda}{2 \pi \varepsilon_{0}} \frac{1}{r} \hat{r} & r>a \tag{3.4}
\end{align*}
$$



Figure 3.1 Graphical representation of the fields contributing to the distortion of particle trajectories in the IPM with an upper plate held at potential $V$ creating a uniform electric field.
for a beam of radius $a$. An ionized particle with charge $q$ will experience the sum of the forces from the space charge and the bias field $\vec{E}_{\text {bias }}=-\frac{V}{d} \hat{y}$ with an electric potential $V$ across a gap $d$. Upon ionization, an ion or electron experiences a Lorentz force that is a superposition of the space charge and bias fields $\vec{F}_{S C+b i a s}=q\left(\vec{E}_{S C}+\vec{E}_{b i a s}\right)$.

A simple calculation elucidates the influence of the beam and bias fields on the particle trajectory. Due to the $r$ dependence within the beam and the $1 / r$ without, the strongest beam induced forces are seen at the beam edge. Taking a single ion with charge $q$ and mas $m$ created at the beam edge at some height $h$ above the detector, the average horizontal electric field $\left\langle E_{S C_{x}}\right\rangle$ over its trajectory causes a constant acceleration whose horizontal displacement is described by

$$
\begin{equation*}
\Delta x=\frac{q}{2 m}\left\langle E_{S C_{x}}\right\rangle t^{2} \tag{3.5}
\end{equation*}
$$

assuming no initial velocity. Assuming that the vertical beam field experienced by the particle $\left\langle E_{\text {bias }_{y}}\right\rangle$ is negligible compared to the bias field $E_{\text {bias }_{y}}$, the collection time is found to be

$$
\begin{equation*}
t=\sqrt{\frac{2 m h}{q E_{\text {bias }_{y}}}} . \tag{3.6}
\end{equation*}
$$

Plugging equation (3.6) into (3.5), the beam-induced trajectory distortion is

$$
\begin{equation*}
\Delta x=\frac{\left\langle E_{S C_{x}}\right\rangle}{E_{b i a s_{y}}} h . \tag{3.7}
\end{equation*}
$$

Equation (3.7) shows that the distortion of the profile trajectory, and ultimately the beam width, is directly proportional to the beam strength and increases with the number of beam particles. However, the distortion is inversely proportional to the electric bias potential $V$ since $E_{\text {bias }}=V / d$ and, therefore, by increasing the IPM bias potential the distortion is mitigated. Furthermore, the direct dependence on the height of creation $h$ in (3.7) shows that particles created at different positions above the detector will be displaced differently. This has the effect of complicating the measured profile and will be discussed later.

Expression (3.7) is illustrated in figure 3.2, which shows simulated positive ion trajectories subject to a uniform positive vertical electric bias field coupled with a space charge field produced by a fully accumulated nominal beam with a uniform circular distribution. It shows that as the electric potential increases from 10 kV in figure 3.2 (a) to 30 kV in part (b) the force of the bias field begins to overpower the space charge, where the spread due to space is nearly eliminated in figure 3.2 (c). While the simulation in figure 3.2 was done for positive hydrogen ions the spread, equation (3.7), does not depend on the ion mass.


Figure 3.2 Trajectories of positive ions in uniform (a) 10 kV (b) 30 kV (c) 100 kV positive electric potentials subject to a space charge field produced by a uniform circular distribution of charge for a fully accumulated beam.

## Negative Ionization Products

Electrons created during the ionization process experience the effects of space charge in an inverse manner to that of positive ions. While ions experience a repulsive force from the beam center, electrons experience an attractive force due to the positive beam potential. An example trajectory of an electron subjected to a uniform circular space charge field with a 100 kV electric bias potential is shown in figure 3.3. The case of electron collection with only the electrical field is complicated by the fact that the majority of electrons created close to the beam center will cross the beam centerline before reaching the detector. One benefit of electron collection, provided the profile distortion can be overcome, is that the collection time is much smaller than that of ions due to the dependence of the time $t$ on the particle mass $m$ in equation (3.6).


Figure 3.3 Electron trajectory in a uniform circular distribution of charge with a $\mathbf{- 1 0 0} \mathbf{k V}$ uniform electric bias potential.

## Electron Profile Distortion Mitigation

So far only the electric field component of the Lorentz force has been utilized to accelerate ionized gas particles toward a detector. By placing a magnetic field $\vec{B}$ transverse to the beam direction and parallel to electric bias field, a particle with mass $m$ and charge $q$ will experience a magnetic force given by $\vec{F}_{B}=q(\vec{v} \times \vec{B})$. The velocity perpendicular to the magnetic field direction $v_{\perp}$ will contribute to a radial force

$$
\begin{equation*}
F_{r}=m a_{r}=q v_{\perp} B . \tag{3.8}
\end{equation*}
$$

The radial acceleration $a_{r}=v_{\perp}^{2} / r$ causes the particle to travel in a circular path with a Larmour radius

$$
\begin{equation*}
r_{L}=\frac{m v_{\perp}}{q B} . \tag{3.9}
\end{equation*}
$$

The corresponding gyration period is

$$
\begin{equation*}
T=\frac{2 \pi m}{q B} \tag{3.10}
\end{equation*}
$$

The cyclotron motion generated by the magnetic field coupled with the electric bias field causes the electrons to spiral around the magnetic field lines until they reach the detector. With a large enough magnetic field it is possible to confine the spiral to within the width of the Channeltron detector, thereby preventing the distortion in measured profiles. Plugging a representative transverse velocity from a 100 eV electron (the origin of this value will be given shortly) and a magnetic field of 300 G into equation (3.9) gives a radius 1.1 mm , thus making the deviation of single particle half a detector width.

The effect of an external magnetic field on electron trajectories is shown in figure 3.4, where (a) shows trajectories of 100 eV electrons with a uniform circular space charge and a-

40 kV bias potential and (b) shows the same case with an added external 300 G magnetic field. The sinusoidal motion seen in figure 3.4 (b) is a 2D projection of the cyclotron motion. With the majority of electron energies being on the order of a few eV and a beam potential on the order of 10 keV , in the absence of an electric bias field, ionized electrons lack sufficient energy to escape the beam's potential well during the beam's passage. The bias potential must be at least $20-30 \mathrm{kV}$ in order to extract the electrons from the beam potential during accumulation.

External magnetic fields are not used with ions due to the dependence of the Larmor radius on the mass of the particle. Considering that the residual gas ions consist of light mass components such as hydrogen molecules along with much heavier molecules, such as

Electron Trajectories in Circular Space Charge on Turn 1060


Figure 3.4 IPM simulated 100 eV electron trajectories with uniform circular space charge at the end of accumulation for (a) a $\mathbf{- 4 0} \mathrm{kV}$ electric bias potential and no external magnetic compared to (b) with the same bias potential but including a 300 G external magnetic field.
water, the magnetic fields to produce the necessary cyclotron motion for the largest of ions are unrealistically large. For example, an ionized water molecule with a thermal initial velocity vector perpendicular to the magnetic field would require a flux density of $\sim 600 \mathrm{G}$ to produce the same radius as that of electrons. Therefore, external magnetic fields are used in electron collection only.

## Beam Magnetic Field and Longitudinal Motion

The beam current produces a magnetic field that is capable of interacting with ionized gas particles. Like the beam-induced electric field, the magnetic field is directly proportional to the number of beam particles and therefore increases linearly during accumulation. Continuing with the example of a uniform cylinder of charge, the magnetic fields are

$$
\begin{array}{cc}
\vec{B}_{S C}=\frac{\lambda \beta c \mu_{0}}{2 \pi} \frac{r}{a^{2}} \hat{\theta} & r<a \\
\vec{B}_{S C}=\frac{\lambda \beta c \mu_{0}}{2 \pi} \frac{1}{r} \hat{\theta} & r>a \tag{3.12}
\end{array}
$$

where $\hat{\theta}$ is the azimuthal direction and $\beta c$ the beam velocity. The effect of magnetic field is less than that of the beam's electric field, as discussed in section 2.1.1 and shown in Appendix A. A 15 kV round beam potential has a magnetic field of $\sim 10 \mathrm{G}$, at least an order of magnitude less than the external field required for electron collection. Due to the lack of longitudinal beam field, the ionized particle motion is primarily in the plane perpendicular to the beam path. There is, however, a mechanism by which charged particles in transverse fields may gain longitudinal motion.

Since the magnetic field produces a force that is always perpendicular to the velocity, the cyclotron motion does not change the particle's kinetic energy. For a constant external magnetic field $\vec{B}$, the helical velocity of a particle may be decomposed into components
parallel $v_{\|}$and perpendicular $v_{\perp}$ to the magnetic field such that $\vec{v}=v_{\|} \hat{B}+\vec{v}_{\perp}$. The velocity parallel to the magnetic field $v_{\|}$remains unchanged by the magnetic component of the Lorentz force. In the absence of electric fields, the cyclotron motion of a particle with position vector $\vec{x}$ may be reparameterized as circular motion with transverse velocity $\vec{v}_{\perp}$ and radius vector $\vec{r}$ traveling around a "guiding center" with velocity $v_{\|} \hat{B}$ and position vector $\vec{R}$ as illustrated in figure 3.5. The guiding center parameterization is given by

$$
\begin{gather*}
\vec{x}=\vec{R}+\vec{r}  \tag{3.13}\\
\vec{r}=-\frac{m}{q B} \vec{v} \times \vec{B}  \tag{3.14}\\
\vec{v}_{\perp}=\frac{d \vec{r}}{d t}=\dot{\vec{r}} . \tag{3.15}
\end{gather*}
$$

With inclusion of an electric field in the Lorentz force $m \dot{\vec{v}}=q(\vec{E}+\vec{v} \times \vec{B})$ the guiding center velocity may be found by differentiating equation (3.13) with respect to time

$$
\begin{align*}
\dot{\vec{R}} & =\dot{\vec{x}}-\dot{\vec{r}} \\
& =\vec{v}+\frac{m}{q B^{2}} \dot{\vec{v}} \times \vec{B} \\
& =\vec{v}+\frac{1}{q B^{2}} q(\vec{E}+\vec{v} \times \vec{B}) \times \vec{B}  \tag{3.16}\\
& =v_{\|} \hat{B}+\frac{\vec{E} \times \vec{B}}{B^{2}}
\end{align*}
$$

where $(\vec{v} \times \vec{B}) \times \vec{B}=-\vec{v}_{\perp} B^{2}$ and $\vec{v}-\vec{v}_{\perp}=v_{\|} \hat{B}$ have also been used. It may be seen from the previous derivation that for uniform fields the guiding center experiences a drift, known as $E \times B$ drift, with velocity

$$
\begin{equation*}
\vec{v}_{E \times B}=\frac{\vec{E} \times \vec{B}}{B^{2}} \tag{3.17}
\end{equation*}
$$

in a direction perpendicular to both the electric and magnetic fields. In the IPM, such a drift


## Figure 3.5 Definition of Guiding Center motion for a negatively charged particle in a uniform field.

causes motion in the longitudinal direction. For the case of $E \times B$ drift, it has shown in [74] that the equation (3.17) is only valid for $|E|<c|B|$ since the reverse case causes the particle to simply be accelerated in direction of $E$.

In the IPM, $E \times B$ drift would be the result of errors in the alignment of the external electric and magnetic fields. For example, a 300 G magnetic field with a misaligned electric field having a 10 kV perpendicular electric component results in $v_{E \times B}=1.3 \times 10^{6} \mathrm{~m} / \mathrm{s}$. In 20 ns this results in a longitudinal drift of 2.6 cm . Between the permutations of the beam field and external fields there are a number of possible longitudinal drift mechanisms.

In addition to $E \times B$ drift there are guiding center velocities arising from various aspects of the beam-external field coupling. The equations for different drifts will be stated here while in-depth derivation and analysis of each may be found in [74], [149], [150] and the references therein. A guiding center drift arising from non-uniform electric and uniform magnetic fields, such as the beam's electric field and external magnetic field, takes the form

$$
\begin{equation*}
v_{\Delta E \times B}=\left(1+\frac{1}{4} r_{L}^{2} \nabla^{2}\right) \frac{\vec{E} \times \vec{B}}{B^{2}} \tag{3.18}
\end{equation*}
$$

where $r_{L}$ is Larmour radius. Additional drifts arise purely from nonuniformities in magnetic
field. The gradient B drift or $\nabla B$ drift is the result of the Larmour radius changing as the particle passes between regions of varying magnetic field magnitude. This longitudinal drift would be caused by a similar variation of the beam's $1 / r$ magnetic field. It is

$$
\begin{equation*}
v_{\nabla B}= \pm \frac{1}{2} v_{\perp} r_{L} \frac{\vec{B} \times \vec{\nabla} B}{B^{2}} . \tag{3.19}
\end{equation*}
$$

A form of drift occurs when the magnetic field lines curve, as they do around the beam. The curvature drift velocity is

$$
\begin{equation*}
v_{C}=\frac{m v_{\|}^{2}}{q} \frac{\vec{R}_{C} \times \vec{B}}{R_{C}^{2} B} \tag{3.20}
\end{equation*}
$$

where $\vec{R}_{C}$ is a vector from the center of the magnetic curvature to the particle position.
The cumulative motion produced by the various drifts is difficult to estimate simply. It is not necessary to find exact analytical values for the longitudinal drift as all possible drifts are accounted for during simulation of the particle trajectories, which will be discussed in the next section. Furthermore, it will be shown during analysis of particle trajectories that the electron drifts are not significant except in the most extreme of external field misalignments. While the effect of longitudinal motion would be to move individual electrons initially created above the detector region past the detector during their time of flight, since the entire mini-pulse is being summed over, the result of longitudinal drifts on the distribution as a whole would be to shift a few nanoseconds worth of pulse data at the beginning and end of a pulse.

### 3.1.3 Trajectory Simulation

Even the simple case of a uniform bias field $E_{\text {bias }}$ coupled with a uniform circular beam distribution with fields given by equations (3.3) and (3.4) results in equations of motion

$$
\begin{gather*}
\ddot{x}=\frac{q}{m} \frac{\lambda}{2 \pi \varepsilon_{0} a} \frac{x}{\sqrt{x^{2}+y^{2}}}  \tag{3.21}\\
\ddot{y}=\frac{q}{m} \frac{\lambda}{2 \pi \varepsilon_{0} a} \frac{y}{\sqrt{x^{2}+y^{2}}}-E_{\text {bias }} \tag{3.22}
\end{gather*}
$$

outside of the beam radius $a$. The second-order coupled differential equations are best solved with numerical methods. For complex space charge fields, simulations are the only method for tracking charged particles in IPM fields such as those in figure 3.2 and figure 3.3.

## Profile Benchmarking Method

A robust particle tracking program can accommodate any configuration of beam particle distribution as well as external electric and magnetic fields. Furthermore, it is desirable to be able to track ionized particles in fields produced by specific SNS ring beam configurations. Due to the lack of profile diagnostics in the ring, experimental verification of the measured IPM beam profiles will be done in the manner that ring profiles are currently measured. Wirescanners located in the RTBT measure beam profiles. These profiles are used to calculate the expected profile at different locations in the ring based on the beam optics. Upon installation, the IPM profiles will be compared to calculated beam-based profiles for benchmarking the accuracy of the system. Upon successful measurement of profiles, the IPM will provide a useful benchmark tool the SNS ring beam transport simulation code ORBIT.

## ORBIT

Part of the goal of this project was to write a module for the ORBIT simulation code. ORBIT (Objective Ring Beam Injection and Tracking) is a particle tracking code developed at SNS for beam dynamics studies in the ring [151],[152]. It uses a particle-in-cell method that groups sections of beam into "macro-particles" and calculates the space charge from each macro-particle. This, together with other collective and external forces, is then used to
propagate a "herd" of macro-particles through the accelerating structure [153]. Originally written in $\mathrm{C}++$, ORBIT utilizes the object-oriented language to track herds of macro-particles through nodes which describe the actions experienced by beam particles traversing different ring components. The ORBIT code is now migrating to the Python scripting language by building Python interpreters around the existing ORBIT code. During the IPM project, only portions of ORBIT have been functional in the Python version. In anticipation of the completion of PyORBIT (Python ORBIT), it was decided to do any IPM ORBIT programming in Python.

## IPM Module

PyORBIT includes an electron cloud module that contains all the necessary tools to simulate the effect of the electron cloud in the ring. Included in the electron cloud module is a particle tracking class that contains methods for tracking charged particles in electric and magnetic fields, including the effects of the beam space charge. The IPM module is based on the electron cloud particle tracking module. The simulation process goes as follows:

1) Basic beam parameters such as number of beam particles and size of the beam are chosen in order to determine the space charge.
2) Electric and magnetic external bias field strengths are specified. Field distribution may also be chosen in order to study the effect of field errors on particle trajectories.
3) The beam space charge distribution is chosen.
4) Ionized particle initial conditions are set including: type of particle, random or specified initial positions, and type of initial velocities.
5) Particles are tracked subject to the Lorentz force in the prescribed fields until
each particle has contacted the IPM chamber boundary.
6) Trajectory and simulation data is collected and dumped in a series of output files.

Tracking in the IPM module is done by using a $4^{\text {th }}$ Order Runge-Kutta method which is an iterative approximation for first order differential equations of the form $\dot{x}=f(x, t)$ with initial value $x\left(t_{0}\right)=x_{0}$ and $\dot{x}=d x / d t$. For a step size $h$, the $4^{\text {th }}$ Order Runge-Kutta method [154] is

$$
\begin{gather*}
x_{n+1}=x_{n}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right)+O\left(h^{5}\right) \\
t_{n+1}=t_{n}+h \\
k_{1}=h f\left(x_{n}, t_{n}\right) \\
k_{2}=h f\left(x_{n}+\frac{1}{2} k_{1}, t_{n}+\frac{1}{2} h\right)  \tag{3.23}\\
k_{3}=h f\left(x_{n}+\frac{1}{2} k_{2}, t_{n}+\frac{1}{2} h\right) \\
k_{4}=h f\left(x_{n}+k_{3}, t_{n}+h\right)
\end{gather*}
$$

where $n=0,1,2,3 \ldots$ is the step number. Each step in the Runge-Kutta method gives essentially a weighted average of a point at the end of interval $h$ estimated by the slope at the beginning, slopes in the middle based on the previous estimates, and a fourth point estimated from the slope of the third point. With greater weight placed on the middle two point estimates, the error on each step is of order $O\left(h^{5}\right)$.

Solving the three equations of motion $\ddot{x}, \ddot{y}$, and $\ddot{z}$ (like those in equations (3.21) and (3.22)) for the charged particle trajectories in the IPM may be done by rewriting the three second-order equations as six first order equations. For example,

$$
\begin{gather*}
\dot{x}=v_{x} \\
\dot{v}_{x}=f_{x}\left(x, y, z, v_{y}, v_{z}, t\right) \tag{3.24}
\end{gather*}
$$

for the $x$ coordinate where $f_{x}\left(x, y, z, v_{y}, v_{z}, t\right)$ is a function found from the Lorentz force for a charge particle subject to the superposition of bias and space charge fields. Given initial conditions $\left(x_{0}, y_{0}, z_{0}\right)$ and $\left(v_{x_{0}}, v_{y_{0}}, v_{z_{0}}\right)$, the equations in (3.24) along with the corresponding equations for the $y$ and $z$ components are solved with the Runge-Kutta method to give particle trajectories.

## Beam Profile Approximation

While the beam in SNS linac has a Gaussian transverse distribution, the beam profile in the ring is more complex due to the nature of the requirements for the beam on the target. In order to preserve the target, while minimizing the effects of space charge in the ring to limit instabilities and beam loss, the beam must be painted over as large a phase space volume as possible [155]. While the final beam size at the target is determined by 5 quadrupoles at the end of the RTBT, the beam's density profile is determined by the injection of the beam into the ring. A set of 4 chicane dipoles along with horizontal and vertical fast kicker dipoles pass the beam from the linac through the foils for stripping and painting into the ring.

Painting is accomplished by moving the closed orbit diagonally away from the stripping foil as an increasing function of time allowing each successive injected beam pulse to fill larger and larger spatial areas [156]. The correlated painting scheme is represented in figure 3.6 (a) with the arrows showing the direction of the movement of the closed orbit. Correlated painting produces a spatial particle distribution in the ring shown in figure 3.6 (b) where the red distribution is the correlated distribution with space charge included.

Transverse profiles, without (blue) and with (red) the effects of space charge, for the


Figure 3.6 (a) Correlated SNS accumulator ring injection painting scheme. (b) Simulated beam distribution from correlated painting (blue) with space charge (red) including horizontal transverse profiles. [157]
correlated distribution are shown in figure 3.6 (b). A uniform circular distribution is a rough approximation to the case with space charge.

However, errors during passage through the ring lattice produce halo particles outside the beam core. In addition to halo, a manifestation of the central limit theorem in probability theory [158] is that the beam will tend toward a normal distribution over time [159] providing all of the errors experienced by the beam are random and uncorrelated. As such, a two-dimensional Gaussian distribution

$$
\begin{equation*}
f(x, y)=\frac{N}{2 \pi \sigma_{x} \sigma_{y}} \exp \left(-\frac{1}{2}\left(\frac{\left(x-\mu_{x}\right)^{2}}{\sigma_{x}^{2}}+\frac{\left(y-\mu_{y}\right)^{2}}{\sigma_{y}^{2}}\right)\right) \tag{3.25}
\end{equation*}
$$

can also be used to approximate the real distribution and space charge, where $\sigma_{x, y}$ are the RMS beam sizes, $\mu_{x, y}$ the beam centroids, and $N$ is the number of beam particles.

## Initial Velocities

The initial velocities of the ionized particles are determined by the energy transfer gained during the ionizing collision. As discussed in section 2.1.2, the incident proton with velocity $\beta c$ primarily loses energy to orbital electrons, where the energy transfer $\Delta E$ to a free electron, with mass $m_{e}$, becomes the electron's kinetic energy. For singly charged incident particles and targets from equation (2.9), the energy transfer yields

$$
\begin{equation*}
\Delta E(b)=\frac{2}{m_{e}}\left(\frac{e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} \frac{1}{\beta^{2} c^{2}} \frac{1}{b^{2}+b_{\min }^{2}} . \tag{3.26}
\end{equation*}
$$

The ionized electron kinetic energy is determined by the impact parameter $b$, with a range between the minimum impact parameter $b_{\min }$ and the maximum impact parameter $b_{\max }$. The parameter $b_{\text {min }}$ is determined by the maximum allowed energy transfer $E_{\text {max }}$ found through relativistic kinematics, and the parameter $b_{\max }$ corresponds to the minimum energy transfer. Because the electron under consideration is the least bound electron in the absorber molecule, the minimum energy the electron can possess is that required to remove it from its neutral molecule, namely the first ionization potential $E_{I}$.

The probability of an electron gaining an energy greater than $E_{I}$ is defined by the cross section of interactions with energy transfer greater than that determined by $b$ relative to the total cross section for all possible energy transfers determined by $b_{\max }$ as

$$
\begin{equation*}
P(\Delta E>\Delta E(b))=\bar{F}(b)=\frac{\pi b^{2}}{\pi b_{\max }^{2}}=\frac{b^{2}}{b_{\max }^{2}} . \tag{3.27}
\end{equation*}
$$

Equation (3.27) is the definition for the Complementary Cumulative Distribution Function (CCDF) which is the probability that a random variable will be found to be than a given value [158]. Solving equation (3.27) for $b$ and substituting into the equation for energy
transfer (3.26) yields the cumulative probability an ionized electron will have an energy greater than a given value $E$

$$
\begin{equation*}
\bar{F}(E)=\frac{E_{I}}{E}-\frac{E_{I}}{E_{\max }}, \quad E_{I} \leq E \leq E_{\max } \tag{3.28}
\end{equation*}
$$

Figure 3.7 shows the CCDF for ionized electrons from water molecules where the minimum energy has been set to 12.6 eV from table 2.2 while $E_{\max }$ is 3.34 MeV for a 1 GeV proton. It may readily be seen from figure 3.7 that majority of electrons have energies under 100 eV . For example, $20 \%$ of ionized electrons for gaseous water molecules have energies less than 16 eV . While electron energies are low they are $\sim 10^{3}$ times larger than thermal velocities at the IPM temperature. By generating a random number for $F(E)$, equation (3.28) is used to choose random initial velocities for simulated ionized particles.

From equation (3.6) estimating the time for a particle to reach the IPM boundary under the influence of only a bias field, the time for an electron to reach a detector in a


Figure 3.7 The cumulative probability distribution shown as a function of energy transfer or ionized electron kinetic energy from water molecules showing the maximum and minimum energy transfers where $E_{I}$ is the ionization energy.

100 kV potential is about 2 ns . The initial velocity contribution to the distance traveled by 10 eV electrons during the collection time is $\sim 3 \mathrm{~mm}$, compared to $\sim 11 \mathrm{~mm}$ due to a 10 kV bias potential. From this analysis it may be seen that the effect of electron initial velocities is more significant at lower bias potentials. For potentials on the order of 100 kV the initial velocity contribution to profile distortion is small compared to that caused by space charge effects.

Through an elastic collision analysis between the electron and incident particle, kinematics gives a relationship between the electron recoil energy $E$ and the angle of electron ejection $\theta$ relative to the initial incident particle path [160]

$$
\begin{equation*}
\cos ^{2} \theta=\frac{E}{E_{\max }} \tag{3.29}
\end{equation*}
$$

Since it has already been shown that electron energies are typically small compared to $E_{\max }$, electrons are ejected nearly perpendicular to the incident particle path. For IPM profile simulations, the randomly assigned electron energy is then used in equation (3.29) to produce longitudinal electron velocity directions. Transverse velocity directions are assumed to be distributed uniformly and are randomly chosen by the sphere point picking method described in [161]. Choosing direction coordinates from a unit sphere yields

$$
\begin{align*}
x & =\sqrt{1-u^{2}} \cos \theta \\
y & =\sqrt{1-u^{2}} \sin \theta  \tag{3.30}\\
z & =u
\end{align*}
$$

where $u$ and $\theta$ are uniform random variables on the ranges $u \in[-1,1]$ and $\theta \in[0,2 \pi)$.
Equation (3.29) is then used to find $u$ in equation (3.30) instead of being randomly chosen.
The ion initial energy scales by a factor of $m_{e} / M$ in the energy transfer equation
(3.26) compared to the electron energies, where $M$ is the ion mass. Considering that $m_{e} / M$ is never greater than $m_{e} / m_{p} \sim 10^{-4}$, the kinetic energy gained by ions during ionizing collisions is less than their thermal energies. Consequently, ions of mass $M$ with a temperature $T$ are given random velocities $v$ determined by a Maxwellian probability distribution of speed

$$
\begin{equation*}
f(v)=\sqrt{\left(\frac{M}{2 \pi k_{B} T}\right)^{2}} 4 \pi v^{2} e^{-\frac{M v^{2}}{2 k_{B} T}} \tag{3.31}
\end{equation*}
$$

with directions randomly chosen using the method describe by equations (3.30). While ions are given initial velocities in simulations, the RMS velocity $v_{r m s}$ is inversely proportional to the particle mass, making $v_{r m s} \cong 2 \mathrm{~km} / \mathrm{s}$ for hydrogen molecules and $640 \mathrm{~m} / \mathrm{s}$ for water. During a single $1 \mu$ s pulse in the ring, hydrogen ions will drift $\sim 2 \mathrm{~mm}$ and water ions will drift about 0.6 mm . Therefore, ion initial velocities do not contribute significantly to the trajectory and the ions may be considered at rest for qualitative studies.

### 3.1.4 Ion Collection Field Analysis

## Ion Collection Bias Potential

With the IPM simulation program incorporating all the applicable forces and initial conditions, it is possible to predict the magnitude of electric bias potential needed to overcome the space charge distortion. The same initial uniform circular particle distribution was used to simulate the measured IPM profiles for a range of electric bias voltages for a beam with uniform circular space charge at the end of the accumulation cycle. The results are shown in figure 3.8 along with marker lines showing the initial RMS size, RMS size plus $10 \%$, and RMS size plus $20 \%$ of the initial distribution. The most dramatic effect of the bias
potential is seen below 200 kV above which improvements in the measured profile are only moderate. From figure 3.8 it may be seen that a measured beam size with a $10 \%$ distortion may be achieved with a 500 kV bias while a $20 \%$ increase in the measure width is reached with a 240 kV potential. Hydrogen and water molecules were also simulated, showing that the distortion is not a function of ion mass as predicted by equation (3.7).

Figure 3.8 makes clear the difficulty of collecting ions. The 500 kV potential required to meet the beam size system requirement is an exceedingly difficult technical challenge considering the limited space afforded by the IPM chamber and safety specifications needed for such a high voltage. Even a 240 kV potential provides a degree of technical challenge beyond the scope of the safety limitations delineated for this system. For ions, mitigation of beam induced profile spreading is not possible purely through hardware design within the IPM design parameters.


Figure 3.8 Simulated measured IPM profile RMS sizes $\sigma$ as a function of electric bias potential for ions with a uniform circular distribution.

## Effect of Turn Number on Ion Profile

The spreading of the beam profile is directly proportional to the space charge electric field. As the beam is injected into the SNS ring the space charge increases linearly with each injected mini-pulse. The effect of increased space charge during accumulation is shown in figure 3.9 for simulated profiles as a function of turn number for hydrogen ion collection in a 240 kV bias potential. It shows how the measured width increases with number of injected turns from almost no distortion at the first turn to a $10 \%$ size increase halfway through injection. Equation (3.7) and the case shown in figure 3.9 suggest that the profile size scales inversely with the ratio of the new potential $V$ to 240 kV as $\sim 240 \mathrm{kV} / V$. For smaller bias potentials the accuracy of the measured beam size fails to meet the design criteria at earlier times during the accumulation.


Figure 3.9 Simulated IPM profiles sizes as a function of injected turn number for hydrogen ions in a 240 kV electric bias potential.

### 3.1.5 Measured Ion Profile Characteristics

## Width Calibration

It is possible to use a beam-based calibration to remove the distortion of the measured beam size produced by the space charge for ion generated profiles [162]. The method is fairly simple but is based on the assumption that the distortion in the width is produced by the beam and not due to nonlinear bias fields in the IPM. Assuming the previous assumption is true, the beam size is measured as the voltage on the bias potential $V_{\text {bias }}$ is increased.

By plotting the measured beam sizes as a function of $1 / V_{\text {bias }}$ the beam size is found to be nearly linear, as indicated by the expression for the distortion of particle trajectory in the presence of space charge in equation (3.7). The y-intercept represents the extrapolation of $V_{\text {bias }} \rightarrow \infty$ where an infinitely large bias potential would completely mitigate any space charge distortion, so that the measured beam size would be the true beam size. The process is illustrated in figure 3.10 for the case of $\mathrm{H}_{2}{ }^{+}$simulated beam sizes shown in figure 3.8. In reality only the ten highest bias potential data points where used for the linear fit since the sizes exhibit nonlinear behavior attributed to the greater influence of the beam on the particle trajectories at the lower bias potentials. The fitted result reproduces the initial beam of 15.4 mm produced by a uniform density circular beam. The ions were generated at five vertical positions.

## Beam Shape Distortion

The previous method for the determining the beam size is regularly used when the beam size is the primary beam parameter desired. It would be tempting to use the aforementioned beam size calibration to scale the measured profile in order to produce a profile of the correct size and then use it represent the actual beam generated with ions. However, upon further


Figure 3.10 Extrapolation of simulated $\mathrm{H}_{2}{ }^{+}$beam sizes to find the true beam. The linear fit uses only the data points representing the highest bias potentials due to the nonlinearity exhibited by strong beam coupling at lower potentials.
analysis, simply scaling an ion-generated profile is not sufficient to produce a profile that accurately represents the beam.

Figure 3.11 shows the trajectories of $\mathrm{H}_{2}{ }^{+}$ions under the influence of space charge above the measurement plane. By following the individual trajectories from particles generated at the same horizontal position, meaning that without space charge these particles would be collected at the same final horizontal position, figure 3.11 shows that the particles reach the detector plane at different final positions. The distortion of the particles depends upon their height above the detector. The results from figure 3.11 are summarized in figure 3.12 which shows that, for a particle with an initial horizontal position falling within a given Channeltron, the final particle position and therefore the Channeltron in which it is detected increases with initial vertical position.

The effect of the dependence of the individual ion trajectories on vertical position is to cause, not only a widening of the profile, but a mixing of particles within a profile leading


Figure 3.11 Hydrogen ion trajectories in a 120 kV bias potential with uniform circular space charge showing the mixing of particles generated at varying heights


Figure 3.12 The measured particle positions as a function of initial horizontal position for selected vertical initial position. An ion experiencing no space that is produced within Channeltron 1 will be collected within the same Channeltron.
to a blurring of the characteristics of the initial ionization products. Profiles measured with ions would then have profile shapes that are not true representations of the beam that produced them. The high intensity present in the SNS ring makes the possibility of directly measuring beam profiles a formidable if not unrealistic task. It has been shown that simple calibration techniques are useful in determining basic beam parameters.

However, since the goal is to produce accurate representations of the beam, a much more complicated method of calibration is required. With an IPM installed in the SNS ring, it would be possible to research ion-profile calibration techniques. The IPM will still be designed with ion collection in mind as both a method of comparison as well as for further study and development of IPM technology.

### 3.1.6 Electron Collection Field Analysis

The previous analysis illustrated the difficulties associated with generating profiles with ions. There are additional issues with ion collection that will be discussed later. It is left now to analyze the fields required for the production of accurate electron-based profiles. It has been shown that electrons suffer space charge induced distortions in their trajectories and that an external magnetic field may be used to produce more accurate profiles than possible with ions.

## Electron Field Optimization

Simulating a range of electric and magnetic fields for the same initial conditions and measuring the percent error, given by $\Delta \sigma \%=\left|\sigma_{\text {measured }}-\sigma_{\text {initial }}\right| / \sigma_{\text {initial }} \cdot 100$ gives the optimum set of field values to provide an accurate profile measurement without requiring excessive hardware requirements. The results are displayed in figure 3.13 . As expected, the measured profile distortion decreases with increasing external magnetic field. The Larmor


Figure 3.13 Simulated IPM profiles sizes as a function of external magnetic field from electrons with a uniform circular distribution and space charge at the end of the accumulation cycle in a-50 kV uniform bias potential.
radius is almost entirely determined by the ionized electron velocity since the external magnetic field immediately forces the particle into cyclotron motion. Any energy transferred to the particle as a result of perpendicular electric beam fields translates into longitudinal guiding center motion. The effect of increasing the electric bias field only increases the particle velocity parallel to the magnetic field lines. From figure 3.13, the profile size differs from the original by only $1 \%$ with a magnetic field of 300 G . Accuracy better than $1 \%$ provides only nominal improvement to the measured profile. The success of electron-based profiles may be seen in the individual case of initial and measured profiles in figure 3.14 for a 300 G magnetic field.

## Guiding Center Drift

The longitudinal velocity induced upon the guiding center, discussed in section 3.1.2, is seen clearly in a three dimensional view of electrons in figure 3.15. The combination of guiding center motion produces asymmetric drifts about the center of the beam. For the fields used in the IPM, the drift is not expected to produce more than 1.5 cm in the longitudinal direction at


Figure 3.14 Simulated IPM profiles with uniform distributed electrons in uniform circular space charge with random initial velocities on turn 1060 in a $\mathbf{- 5 0} \mathbf{k V}$ bias potential and 300 G magnetic field.


Figure 3.15 Three-dimensional 100 eV electron trajectories in a $\mathbf{- 4 0} \mathrm{kV}$ bias potential and 300 G magnetic field showing guiding center longitudinal motion.
the detector, as shown in figure 3.15, and therefore is not expected to be an issue. Even if the external electric field were extremely misaligned to produce a perpendicular component of 20 kV to the external magnetic field, the additional drift would only be on the order of microns. Therefore, longitudinal motion due to field alignment errors will be considered negligible.

### 3.2 Spatial Accuracy

With an understanding of the trajectories in the IPM and a determination of the necessary field values, it is now possible to analyze more completely the accuracy of the collected measurement. Spatial accuracy defines the ability of the measured distribution to replicate the actual beam distribution and the certainty with which it is known. An accurate measurement requires not only a mitigation of beam-induced profile distortion, as previously discussed, but the counting of additional errors arising from the measurement process. Some errors may be removed from the final profile while others will be accumulated to characterize the measurement accuracy.

## Error Definition

A few errors present in an IPM profile have been discussed, such as the error due to space charge distortion and the error due to small-number statistics. There are a number of other error sources that will be considered and it will be useful for further discussion to define nomenclature for the next few sections. The most useful way to categorize the effect of various profile error sources is to study their effect on the measured rms beam size $\sigma_{\text {meas }}$.

The error in measuring a beam with rms beam size $\sigma_{\text {beam }}$ may be separated into a systematic component $\sigma_{s y s}$ and a statistical or random component $\sigma_{\text {rand }}$. A systematic error is defined to be the portion of the difference between a measured quantity and its actual
value, where this portion is consistent in all measurements as a result of the way in which the measurement is made [163]. One example is the profile distortion due to space charge. Systematic errors may be reduced with corrections or system improvements while random errors are due to stochastic variations, such as signal amplitude fluctuations from low particle numbers, and represent the uncertainty of the measurement The measured beam size is a combination of the true beam size and the error contributions such that $\sigma_{\text {meas }}=\sigma_{\text {beam }}+$ $\sigma_{s y s} \pm \sigma_{\text {rand }}$. The relative error on the beam size is defined by

$$
\begin{equation*}
\frac{\sigma_{\text {meas }}-\sigma_{\text {beam }}}{\sigma_{\text {beam }}}=\varepsilon=\varepsilon_{\text {sys }} \pm \varepsilon_{\text {rand }} \tag{3.32}
\end{equation*}
$$

where $\varepsilon_{s y s}$ and $\varepsilon_{\text {rand }}$ are the systematic and statistical relative errors. The percent error, found by multiplying equation (3.32) by 100 , will be the primary error expression used.

### 3.2.2 Resolution and Statistical Errors

It is necessary to obtain an estimate of the statistical errors present in an IPM profile in order to understand how each type of error affects the measured beam size. Following an analysis found in [53] and [164], it is possible to numerically analyze errors due to stochastic processes and spatial resolution by using a Monte Carlo method. The following simulations assume a Gaussian beam distribution with rms beam size of 15 mm and center at 0 in both transverse directions. Furthermore, much of the following analysis will consider only the error on the final measured profile, meaning that any noise present is due to the entire electrical path of the signal including electronics.

## Monte Carlo Simulation

Error estimation is based on a Monte Carlo approach which is uses an idealized model to generate a large ensemble of measurement possibilities due to assumed errors. The spread of
measurement results gives allows an estimation of the uncertainty. The simulation process is shown in figure 3.16. IPM profiles are produced by generating measured signals at a given number of transverse positions where the sample size at each position is a function of the detector size. In order to simulate this, a Gaussian transverse beam distribution $f(x)$ which is normalized to the number of ionized particles is used to generate measured data points $\bar{y}_{i}$ by integrating $f(x)$ over the detector width $w$ at $k$ positions $\bar{x}_{i}$ shown in figure 3.16 (a) as

$$
\begin{equation*}
\bar{y}_{i}=\int_{\bar{x}_{i}-\frac{w}{2}}^{\bar{x}_{i}+\frac{w}{2}} f(x) d x, \quad i=1, \ldots, k \tag{3.33}
\end{equation*}
$$

The ensemble of measured profile points is used to generate an ideal measured IPM profile (figure 3.16 (b)) consisting of a random Gaussian distribution of $l$ error points $y_{i}$, where $\bar{y}_{i}$ is the mean of the error distribution and $\sigma_{\varepsilon}$ is the width characterizing the size of the error in question. Each of the $l$ sets of error points represents a noisy realistic measurement where a nonlinear weighted least squares fit utilizing the Levenberg-Marquardt algorithm [165] is used to fit a Guassian distribution to each set. Three such sets and fits are shown in figure 3.16 (c).

The weights are defined such that the weight for the $j$ th point in the fit is the inverse of the variance of the error distribution $1 / \sigma_{\varepsilon_{j}}^{2}$. The beam sizes from all of the fitted distributions are histogrammed as illustrated in figure 3.16 (d) where $l$ has been chosen as 1000 which makes the error on histogram size $1 / \sqrt{2 l} \approx 0.02$, which may be considered negligible. The number of histogram bins has been chosen by an algorithm described in [166] and [167] that uses an estimated Gaussian standard deviation $\sigma$ and number of entries $n$ to find the optimal number of bins to describe the data. The bin number is


Figure 3.16 Representation of the Monte Carlo simulation method used to estimate errors. (a) Gaussian beam distribution normalized to the number of ionized particles where the dark bars show the area integrated to determine the measurement profile. (b)

Red circles representing the integrated beam profile are surrounded by a random Gaussian distribution of error points where the width of the distribution $\sigma_{\varepsilon}$ is the input error. (c) Each set of randomly chosen data points from the error distribution is fitted using a Nonlinear Weighted Least Squares (NLWLS) method. (d) The standard deviations from the fitted Gaussians are histogrammed where the $\mu_{\sigma}-\sigma_{b e a m}$ represents the systematic error and $\sigma_{\sigma}$ is the statistical error.

$$
\begin{equation*}
\text { Number of Bins }=\frac{3.5 \sigma}{\sqrt[3]{n}} \tag{3.34}
\end{equation*}
$$

The systematic error is the difference between the mean of the beam size fits $\mu_{\sigma}$ and the true beam size $\sigma_{\text {beam }}$. The rms size of the beam sizes $\sigma_{\sigma}$ characterizes the spread of the possible beam widths measured in the presence of noise and defines the statistical uncertainty of the measured IPM profile rms size.

## Resolution Error

The resolution error arises from the size of the Channeltron and the fact that information within the width of a single detector is summed together and the details lost. Due to the nature of the IPM, which has a fixed width detector that can take measurements at an increasing number of locations up to the limit that one Channeltron position is immediately adjacent to the next, there is also an error due to the number of Ctron positions or bins used. The larger the number of bins used the more highly the resulting fit is constrained, which leads to a more accurate measurement of the beam size. Furthermore, it has been discussed in section 2.3.2 that the number of ionized particles can have a large influence on the measured profile, especially at low particle numbers.

The systematic error due to resolution may be analytically calculated for the case where there are no gaps between bins [53]. The measured beam size, in the absence of any distorting fields or other errors, would be the standard deviation of the random final measured particle position. Furthermore, the final particle positions are the sum of two random variables, the initial random particle positions and the random position associated uncertainty of location within a single Channeltron. The standard deviation of the sum of two uncorrelated and independent variables is $\sigma(X+Y)=\sqrt{\sigma^{2}(X)+\sigma^{2}(Y)}$ where $\sigma(X)$ and
$\sigma(Y)$ are the individual standard deviations. For the case of a Gaussian beam with standard deviation $\sigma_{\text {beam }}$ and a Channeltron where all the particles entering it are uniformly distributed over a width $w$, the measured beam size is

$$
\begin{equation*}
\sigma_{\text {meas }}=\sqrt{\sigma_{\text {beam }}^{2}+\sigma_{\text {ctron }}^{2}} \tag{3.35}
\end{equation*}
$$

where $\sigma_{\text {ctron }}$ is the standard deviation of a normalized uniform distribution of a particle $\sigma_{\text {ctron }}^{2}=w^{2} / 12$. It is useful to define the resolution as the number of Ctrons or bins that fit within one rms beam size by a single quantity Bins per Sigma or Bins $/ \sigma_{\text {beam }}$ defined as

$$
\begin{equation*}
\text { Bins } / \sigma_{\text {beam }}=\frac{\sigma_{\text {beam }}}{w} \tag{3.36}
\end{equation*}
$$

By substituting equations (3.35) and (3.36) into (3.32) it has been shown [53] that

$$
\begin{equation*}
\varepsilon_{s y s}=\sqrt{1+\frac{1}{12\left(\text { Bins } / \sigma_{\text {beam }}\right)^{2}}}-1 . \tag{3.37}
\end{equation*}
$$

As a result of (3.37), if the bins are adjacent, increasing the number of bins or Bins/ $\sigma_{\text {beam }}$ decreases the bins size and systematic error.

Two cases are presented in figure 3.17. Equation (3.37), referred to as the Bin Width Function, is plotted as a function of Bins/ $\sigma_{\text {beam }}$ meaning that the bin edges touch and the bin width is changing. The Bin Width Function gives the resolution for a detector for a given bin size and, for the IPM with a maximum ${ }^{8}$ Bins $/ \sigma_{\text {beam }}=15 \mathrm{~mm} / 4 \mathrm{~mm}=3.75$, the systematic error is $0.3 \%$. This is confirmed by Monte Carlo simulations, which are displayed by the other curves of Figure 3.17, for the case where Bins $/ \sigma_{\text {beam }}$ represents a fixed

[^6]

Figure 3.17 Systematic percent error shown for Bins/ $\sigma_{\text {beam }}$ representing adjacent bins and variable bin size as the independent variable for the Bin Width Function and Bins $/ \sigma_{\text {beam }}$ representing a fixed bin width and variable number of bins as the independent variable for Monte Carlo simulation of measured beam size.

Channeltron width equaling the bins size and a variable number of bins with gaps in between. Error distributions give $\sigma_{\varepsilon}=\sqrt{\bar{y}_{i}}$ due the applicability of the Poisson distribution to counting individual particles in a given time [148]. Figure 3.17 shows that the error in the beam size depends on the number of measured particles, as expected, as well as the number of bins used to make the measurement. The larger error due a low number of bins translates into a poorly constrained fit to the data.

For a large number of particles, the systematic error is equal to the error determined by the monitor resolution, as can be seen when the Bin Width Function is equal to the IPM fixed bin width for a sufficient number of bins to produce complete coverage. Furthermore, since the random error only introduces uncertainty in the ability of the fitting routine to replicate the distribution, the error due to the resolution is purely systematic. It exists sans
random error as shown by the No Random Error curve in figure 3.17.

## Position Error

The IPM uses a Channeltron mounted to a linear actuator to drive the detector across the transverse direction of the beam. It is expected that there will be some error in the position at each desired location. It is possible to estimate the error in the measured beam size due to the positioning accuracy with a Monte Carlo simulation by using the $\bar{y}_{i}$ found from equation (3.33) with a random normal distribution having mean $\bar{x}_{i}$ and standard deviation equal to the positioning error. The $l$ sets of $k$ random position $x_{i}$ with amplitudes $\bar{y}_{i}$ are used to generate profiles, where the initial particle number has been set to $10^{6}$ to eliminate particle statistics error. The results are shown in figure 3.18 for 3 bin numbers, where 38 bins $=3.8$ Bins/ $\sigma_{\text {beam }}, 25$ bins $=2.5 \mathrm{Bins} / \sigma_{\text {beam }}$, and $15 \mathrm{bins}=1.5 \mathrm{Bins} / \sigma_{\text {beam }}$ for a fixed ctron size of 4 mm. Statistical error improves with an increased number of Channeltron locations. Beam size uncertainty can become $5 \%$ of the true beam size for position errors on the order of the detector width. However, for 0.5 mm position errors, which applies to actuators used for similar purposes at SNS, the error on the beam size is only $\sim 1 \%$.


Figure 3.18 Beam size statistical error due to positioning errors on the Channeltron location.

## Electronic Noise Error

Noise inherent in the electronics of the data acquisition chain will create an uncertainty in the data leading to an error in the measured beam size. There are a number of noise sources arising from the flow of electricity and the process of digitizing analog signals that are not dependent on the incoming particles and are represented by a constant $\sigma_{\varepsilon}$. Notationally it is prudent to characterize noise sources by their signal-to-noise ratio (SNR), which is defined to be the ratio of the measured signal power $P_{\text {signal }}$ or amplitude $A_{\text {signal }}$ to the noise power $P_{\text {noise }}$ amplitude $A_{\text {noise }}$ as

$$
\begin{equation*}
S N R=\frac{P_{\text {signal }}}{P_{\text {noise }}}=\left(\frac{A_{\text {signal }}}{A_{\text {noise }}}\right)^{2} \tag{3.38}
\end{equation*}
$$

or, expressed in the logarithmic ${ }^{9}$ decibel scale, as

$$
\begin{equation*}
S N R(d B)=10 \log \left(\frac{P_{\text {signal }}}{P_{\text {noise }}}\right)=20 \log \left(\frac{A_{\text {signal }}}{A_{\text {noise }}}\right) . \tag{3.39}
\end{equation*}
$$

In the following simulations $A_{\text {signal }}=V_{\text {signal }}$ is taken to be the maximum of the input normal distribution representing the amplitude of the measured voltage, and the noise voltage $V_{\text {noise }}=A_{\text {noise }}=V_{\text {signal }} / \sqrt{S N R}$ is the error width $\sigma_{\varepsilon}$.

Thermal noise or Johnson-Nyquist noise is a measurable current present in electronic devices in the absence of an applied voltage irrespective of material and circuit geometry [168]. Arising from the random thermal agitation of charges in a conductor with temperature $T$ and signal bandwidth $\Delta f$, the thermal noise voltage is [169]

$$
\begin{equation*}
V_{\text {thermal }}=\sqrt{4 k_{B} T R \Delta f} \tag{3.40}
\end{equation*}
$$

[^7]where $R$ is the resistance across which the voltage is measured. For the IPM system, assuming a temperature 293 K , bandwidth of 17.5 MHz , and load resistor of $50 \Omega$, $V_{\text {thermal }}$ $=3.76 \times 10^{-6} \mathrm{~V}$. For a Channeltron with a $10^{6}$ gain measuring electrons with an efficiency of 0.6 at the center of a typical first turn distribution after 100 accumulations results in a maximum first-turn profile signal of 0.306 mV . From equation (3.38) the signal-to-noise ratio is $6.6 \times 10^{3}$ or 38 dB due to thermal noise.

Quantization noise stems from round off errors as a result of digitization in an analog-to-digital converter (ADC). The quantization SNR (SQNR) is a function of the number of bits $Q$ used to digitize the signal such that [170], [171]

$$
\begin{equation*}
S Q N R=10 \log 2^{Q} \approx 6.02 Q \mathrm{~dB} . \tag{3.41}
\end{equation*}
$$

A 16-bit ADC gives $\operatorname{SQNR}=96.3 \mathrm{~dB}$, while $\mathrm{SQNR}=84 \mathrm{~dB}$ for a 14-bit ADC. Thermal noise is expected to have a more significant effect on the measured data.

The results from Monte Carlo simulations based on the SNR are given in figure 3.19.


Figure 3.19 Statistical error due to constant noise sources characterized by the signal-to-noise ratio for a range of Bins/ $\sigma_{\text {beam }}$.

Since the type of SNR is not specified it may be taken as the total SNR representing all sources of constant noise. The error due to noise can become quite large for signal-to-noise ratios less than 100 . However, for the SNR due to thermal noise the percent error in the measured beam size is $\sim 1 \%$ for the maximum Bins $/ \sigma_{\text {beam }}$. It is interesting to note that the data for a particular Bins $/ \sigma_{\text {beam }}$ is well parameterized by the line
$\log \varepsilon_{\text {rand }}=-m \log S N R+\log K$ such that

$$
\begin{equation*}
\varepsilon_{\text {rand }}=\frac{K}{S N R^{m}} \tag{3.42}
\end{equation*}
$$

except for signal-to-noise ratios < 5 where the error is large compared to the signal height, making profile fitting difficult.

Following an analysis shown in [53], it may be shown that, by plotting the $K$ parameter from the fits for each Bins $/ \sigma_{\text {beam }}$ data set, the fitting parameter $K$ is

$$
\begin{equation*}
K=\frac{1.055}{\sqrt{\text { Bins } / \sigma_{\text {beam }}}} \tag{3.43}
\end{equation*}
$$

Equation (3.43) in conjunction with the fact that the fitted value of $m$ in (3.42) is $1 / 2$ yields an estimate for the statistical noise error for a SNR defined by (3.38) as

$$
\begin{equation*}
\varepsilon_{\text {rand }_{\text {noise }}}=\frac{1.055}{\sqrt{\text { SNR } \cdot \text { Bins } / \sigma_{\text {beam }}}}=\frac{1.055 V_{\text {noise }}}{V_{\text {signal }} \sqrt{\text { Bins } / \sigma_{\text {beam }}}} . \tag{3.44}
\end{equation*}
$$

For a given detector resolution, if the noise and signal can be calculated or measured, the uncertainty on the measured beam size due to random noise may be found with equation (3.44).

In addition to constant sources of noise there is also the possibility of relative noise sources, such as nonlinearity in amplifier gain [164]. This effect is analyzed by simulating a Gaussian error that is the combination of individual errors $\varepsilon_{a b s}$ representing a constant noise
and a relative error giving the size of the noise as a fraction $\varepsilon_{r e l}$ of the input signal $\bar{y}_{i}$. In this case $\varepsilon_{a b s}$ is defined as a constant fraction of the maximum of the input profile and is related to the $S N R=1 / \varepsilon_{a b s}^{2}$. By adding the individual errors in quadrature, the size of the error signal then becomes

$$
\begin{equation*}
\sigma_{\varepsilon}=\sqrt{\varepsilon_{a b s}^{2}+\left(\varepsilon_{r e l} \bar{y}_{i}\right)^{2}} . \tag{3.45}
\end{equation*}
$$

Stepping through values for relative and absolute noise gives the statistical error in the measured beam size as shown in figure 3.20 for the maximum Bins $/ \sigma_{\text {beam }}=3.7$. The relative noise component has only a small effect on the width error; increasing the percent error by just $\sim 1 \%$ for a relative noise that is $10 \%$ of the input signal. In reality, nonlinear errors are expected to be small and, considering that they make only minor contributions to the beam size at large relative error percentages as seen in figure 3.20, beam size errors due to nonlinearities in the IPM electronics may be considered negligible.

### 3.2.3 Field Uniformity Induced Errors

## Electric Field Uniformity

There is a potentially large source of measured profile distortion unrelated to beam space charge or random electronic noise. All previous analysis of particle trajectories have assumed perfectly uniform electric and magnetic fields, thereby eliminating any external field induced errors. In reality, the external electric fields will contain some component perpendicular to the ideal path, as can be seen in the multipole expansion of the electric potential $V(\vec{r})$ for a charge distribution $\rho(\vec{r})$

Beam Size Relative Statistical Error for $10^{\delta}$ Particles with a 1000 Fit Monte Carlo Method $\sigma_{\varepsilon}=\sqrt{\varepsilon_{\text {abs }}^{2}+\left(\varepsilon_{\text {rel }} y\right)^{2}}$


Figure 3.20 Statistical error due to the effects of constant and relative noise on the measured beam size for Bins $/ \sigma_{\text {beam }}=3.7$.

$$
\begin{align*}
& V(\vec{r})=\frac{1}{4 \pi \varepsilon_{0}}\left[\frac{1}{r} \int \rho\left(\vec{r}^{\prime}\right) d V^{\prime}+\frac{1}{r^{2}} \int r^{\prime} \cos \theta^{\prime} \rho\left(\vec{r}^{\prime}\right) d V^{\prime}\right. \\
& \left.\quad+\frac{1}{r^{3}} \int\left(r^{\prime}\right)^{2}\left(\frac{3}{2} \cos ^{2} \theta^{\prime}-\frac{1}{2}\right) \rho\left(\vec{r}^{\prime}\right) d V^{\prime}+\ldots\right] . \tag{3.46}
\end{align*}
$$

The expansion shows that as the distance from the charge distribution $r$ increases, the monopole term dominates the potential. In the far-field limit, in the absence of boundary conditions to modify the potential, the potential of any distribution of charge resembles that of a point charge. This is clearly seen in figure 3.21 for the simulation of the electric potential of a flat plate with an applied voltage in a grounded box. The equipotential lines become increasingly circular further from the plate until boundary effects become important.

Horizontal electric field components due to the field non-uniformity produce a distortion in the measured profile. The distortion in a single particle trajectory is given by equation (3.7) with the average disturbing force due to space charge in eq. (3.7) replaced by the average horizontal component of the nonuniform bias field $\left\langle E_{\chi}\right\rangle$. In order for a particle to be distorted no more than half a Channeltron width of 2 mm over a distance of 13 cm from


Figure 3.21 Finite element calculation of the potential of a flat electrode showing field non-uniformity.
the top the beam to the detector, the ratio of the average horizontal field component to the field magnitude must not exceed $\left\langle E_{\chi}\right\rangle / E=1.5 \%$. From the resolution study, a distortion of should add less than $0.5 \%$ error to the measured beam width. By manipulating the electrode geometry and size it possible to produce a uniform field over the region of the beam. The optimization of electrode geometry for field uniformity will be approached in a later chapter.

## Magnetic field Uniformity

The magnetic field uniformity is simplified due to the symmetry and nature of the dipole magnet used. The charged particles are confined to spiral around the field lines, thus, nonlinearities in the magnetic field uniformity would produce distortions in the measured particle trajectories. It is important to choose a magnet design that yields the greatest field uniformity. It will be shown in a later section when the details and simulations of the magnet are discussed that the magnetic field produces a negligible error in the particle trajectories.

### 3.2.4 Secondary Particle Source Error

It was discussed in section 2.2.4 that beam-induced secondary electrons should contribute negligibly to a profile measurement. However, there are other forms of secondary particles that will contribute. In the case of electron collection there are two sources of secondary electrons in addition to beam-induced secondaries and field emission electrons.

## Potential Electron Emission

An energetic ion striking a metallic surface interacts with electrons in the metal and may be neutralized through a process called Auger neutralization [172], [173]. This is the case in IPM electron collection when ions created during the beam passage are accelerated by the beam and strike the high voltage bias electrode of the detector. If the neutralization energy, or ionization energy, of the ion is twice the work function of the target, then an electron in
the valence band of the metal can quantum mechanically tunnel into the ion's potential well and fill a vacant state [174]. The energy released in this Auger type transition may then be transferred to liberate a second electron in a process that is often described as potential electron emission. A simple expression utilizing the ionization energy $E_{i}$, target work function $w$, and Fermi energy of the metal $E_{F}$ may be used to define the secondary electron yield as [175]

$$
\begin{equation*}
\mathrm{SEY}_{P}=\frac{0.2\left(0.8 E_{i}-2 w\right)}{E_{F}} \tag{3.47}
\end{equation*}
$$

For the case of an ionized water molecule with $E_{i}=12.6 \mathrm{eV}$ incident on stainless steel, which has a work function of $\sim 4.4 \mathrm{eV}$, and a Fermi energy (for iron) of $\sim 11.1 \mathrm{eV}$, the number of secondary electrons per incident ion due to potential emission is 0.023 .

## Ion-Induced Secondary Electrons

Secondary electrons due to the transfer of energy through kinetic impact of beam particles with the accelerator chamber walls has been analyzed, but electrons from accelerated IPM ions may also be created through kinetic emission. Ions in the IPM will strike the electrode with energies on the order of 60 keV , which is well above the stainless steel work function. The process of secondary electron creation is the same for heavy charged particle energy transfer where the ion experiences hard and soft collisions that transfer energy to absorber electrons. Ion-induced secondary electron yields have been the focus of a number of studies due to their influence on particle detectors [176], [177].

An expression for SEY due to kinetic impact has been developed [178] as a function of the angle $\theta$ the incident particle makes with a direction normal to the target surface

$$
\begin{equation*}
\mathrm{SEY}=\frac{C \Lambda_{M} S_{e}}{\cos \theta} \tag{3.48}
\end{equation*}
$$

The specific yield $\Lambda_{M}$ in equation (3.48) is a material-dependent parameter that defines the number of secondaries created per unit energy loss and has been found to have a value of 10.1 for protons normally incident on type 304 stainless steel [176]. $S_{e}$ is the electronic stopping power and has been calculated for a 60 keV proton on 304 stainless steel with the program SRIM (The Stopping and Range of Ions in Matter) [179] to be $0.283 \mathrm{MeV} \cdot \mathrm{cm}^{2}$. $\mathrm{mg}^{-1}$. The constant $C$ in equation (3.48) is a scaling factor that has been normalized to $C=1$ for protons.

Given a specific yield of a proton on a given material, the SEY may be scaled for other ions impacting the same material. It has been shown [180] that heavy ions are less efficient at the production of secondary electrons and the scaling factor has an average value of 0.32 [181]. Lastly, due to the electromagnetic boundary condition that the electric field be perpendicular to an equipotential surface, in this case the electrode surface, the dominant bias field accelerating the ions is normal to the electrode meaning that most ions are incident at $\theta \approx 0$. The secondary emission yield is at a minimum due to the $1 / \cos \theta$ behavior.

The IPM in electron collection mode would produce primarily $60 \mathrm{keV} \mathrm{H}_{2} \mathrm{O}^{+}$ molecules normally incident on the stainless steel electrode, producing 0.92 electrons per ion by equation (3.48). It is interesting to note that eq. (3.48) gives an SEY of 2.85 for 60 keV protons, which is approximately the same SEY quoted in section 2.2.4 for the electroninduced secondaries. As such the TiN coating used for electron cloud reduction reduces the electron induced secondaries to 1.5 and, since it is known [178] that ion induced secondaries only escape from a surface depth of $\sim 10 \mathrm{~nm}$, it is possible that the 100 nm TiN would
produce a similar reduction of the ion secondary emission yield. An ion SEY of 1.5 due to protons would have a heavy ion SEY scaled to 0.48 . Two different studies [176], [182] give examples of ion-induced SEY in which normally incident 28 MeV protons on stainless steel give $\mathrm{SEY}=0.14$ and obliquely incident 5 keV argon ions on TiN coated stainless steel $\mathrm{SEY}=$ 0.57. Without exact data of incident ion secondary yields in the 60 keV range, it will be assumed that the IPM ion-induced $\mathrm{SEY}=0.5$.

## Secondary Electron Error

The production of secondary electrons by ionization products will cause an error in measured beam profiles. The process, shown graphically in figure 3.22 , by which secondary electrons contribute to a source of systematic error goes as follows: positive ions produced during beam-gas interactions are accelerated toward the bias electrode held at a negative potential $V$ where they strike the electrode surface producing secondary electrons. These secondary electrons are then accelerated away from the electrode in a helical motion produced by the external magnetic field until they are collected in the Channeltron detector, indistinguishable from the true beam-produced electrons. The problem lies in the fact that the positive ions undergo trajectory distortions resulting in an unwanted secondary electron profile that is collected with the beam-electron profile.

As a limiting case, simulations for $\mathrm{SEY}=1$ are shown in figure 3.23 (a) for electrons created by gas ionization due to a nominal Gaussian beam with an rms beam size of 22 mm , for secondary electrons produced by the gas ions striking a negative electrode at 120 kV , and the combined distribution. The primary electron profile and combined measured distribution (with significant error) are shown in figure 3.23 (b). Errors in the measured electron distribution are a function of the secondary emission yield as illustrated in figure 3.24. The


Figure 3.22 Graphical representation of the process by which ions produced in beamgas interactions produce secondary electrons which are collected with original ionized electrons in the IPM electron collection mode.


Figure 3.23 (a) Gaussian distributions for the nominal beam size, distribution of secondary electrons produced by ions in a 120 kV bias potential and SEY = 1, and combined secondary and initial distribution. (b) Measured beam and combined distributions.


Figure 3.24 Percent error on the beam size due to ion-induced secondary electrons as a function SEY and electric bias potential.
error in the measured profile becomes large $>10 \%$ at values of SEY larger than 0.4.
Additionally, the secondary electron profile is related to the electric bias potential due to the ion profile spreading. This is shown for three different values of bias potential where the ion profile sizes determining the secondary electron contribution have been taken from figure 3.24. It is necessary to have a large bias potential for electron collection.

It can be seen from figure 3.24 that for the beam size error that $\varepsilon_{S E Y}=12 \%$ for $\mathrm{SEY}=$ 0.5. This analysis reveals that a method of ion-induced secondary electron suppression must be included in the IPM design in order to produce electron profiles that meet the required accuracy. It should be noted that secondary electron errors are not an issue during ion collection since electrons produced at a positively biased electrode will not be accelerated to the detector.

### 3.2.5 Spatial Accuracy Estimation

It can be seen that there are a number of systematic and random errors that contribute to the measured profile accuracy and beam size. It is now possible to estimate the error of the final measured beam size due to the individual errors studied. Due to the independent and uncorrelated nature of each error the final error may considered to be the convolution of individual Gaussian beam error distributions. The errors may be added in quadrature, where the systematic component includes the resolution error $\varepsilon_{\text {res }}$, field uniformity error $\varepsilon_{\text {field }}$, secondary electron error $\varepsilon_{S E Y}$, and space charge profile spreading $\varepsilon_{S C}$. The statistical error includes the error on the position $\varepsilon_{p o s}$, absolute errors defined by the signal-to-noise ratio $\varepsilon_{S N R}$, encompassing thermal noise and quantization noise, relative errors from electronics nonlinearities $\varepsilon_{r e l}$, and the uncertainty on the beam size due to the number of particles $\varepsilon_{N}$.

The overall relative error on the beam size for IPM electron collection takes the form

$$
\begin{gather*}
\varepsilon_{\text {elec }}=\sqrt{\varepsilon_{S C}^{2}+\varepsilon_{\text {res }}^{2}+\varepsilon_{\text {field }}^{2}+\varepsilon_{S E Y}^{2}} \pm \sqrt{\varepsilon_{N}^{2}+\varepsilon_{\text {pos }}^{2}+\varepsilon_{S N R}^{2}+\varepsilon_{\text {rel }}^{2}} \\
=\sqrt{0.01^{2}+0.003^{2}+0.005^{2}+0.048^{2}} \pm \sqrt{0.01^{2}+0.01^{2}+0.02^{2}+0.01^{2}}  \tag{3.49}\\
=0.049 \pm 0.02 \Rightarrow 4.9 \% \pm 2 \%
\end{gather*}
$$

According to equation (3.49), an IPM electron signal will have an estimated measured beam size $4.9 \%$ larger than the true beam size with an uncertainty of $2 \%$. Hence, the largest possible beam size error is $6.9 \%$ for the case of a 300 G magnetic field, 120 kV bias potential, and design parameters discussed in the previous sections. The secondary electron error $\varepsilon_{S E Y}$ provides the main contribution to electron profile measurement error and has been given as $4.8 \%$, which will be justified in a later chapter discussing the final IPM design and in the next section analyzing electron collection times. While the ion-generated profiles do not suffer from secondary electron error the space charge error at 120 kV is $42 \%$, making all other error sources negligible by comparison. It has been shown that the spatial accuracy of the IPM in electron collection mode will satisfy the $10 \%$ beam size error design goal.

### 3.3 Time Resolution

Two main factors determine the ability of the IPM to measure turn-by-turn signals; the time it takes to collect the ionization products and the ability of the system to resolve individual signals. The ability of the IPM to separate individual turn data is necessary to guarantee the fidelity of the profile assigned to each turn.

### 3.3.1 Collection Times

## Ion Collection

Positively charged ions arising from beam-gas interactions are accelerated by the beam space charge and external electric bias field toward the Channeltron detector. Neglecting its initial thermal velocity, an ion will travel for a time $t$ given by equation (3.6) which depends on the mass $m$ and vertical electric field component $E_{y}$ as $t \propto \sqrt{m / E_{y}}$. The collection time is larger for more massive ions, so that, as the beam passes through the IPM gas region and produces a variety of ions as outlined in section 2.2.1, the ions will arrive at the detector over a range of times.

Simulations done for a nominal fully accumulated beam calculated the time to collect all of the ions as a function of external bias voltage. The results, reported in figure 3.25, show the dependence of collection time on bias voltage for two different particle species. As expected, the collection time increases with particle mass. There is a 300 ns gap at the end of every beam pulse to allow for extraction from the ring. Particles created at the end of a beam pulse must be collected within the gap or they will be collected during a following turn, thereby mixing the turns and leading to errors and uncertainty in the final measurements. It can be seen from figure 3.25 that the primary ion signal from $\mathrm{H}_{2} \mathrm{O}^{+}$will be collected within the 300 ns gap with a voltage of 120 kV .

The collection time limit determines the necessary minimum value of the electric potential chosen as the design parameter. Hydrogen ions are collected within the time allotted at the chosen potential. Figure 3.26 illustrates the effect of the delay in electrons created by ion-induced secondaries. They are delayed and spread in time due to the transverse ion distribution. The secondary electron distribution in figure 3.26 (a) is represented by a


Figure 3.25 The time to collect all particles from a nominal beam distribution on the last turn as a function of external bias voltage for hydrogen and water ions.


Figure 3.26 (a) Representative measured distributions from primary electrons and secondary electrons from $\mathrm{H}_{2} \mathrm{O}^{+}$ions, where the secondary distribution has been convolved with the Gaussian distribution in (b) representing the spread in collection times due to the particle height distribution.
convolution of a Gaussian distribution (figure 3.26 (b)) of collection times with a standard deviation found from simulating $\mathrm{H}_{2} \mathrm{O}^{+}$ions trajectories. The convolution smears out the primary distribution. The height is scaled so that the area under the secondary curve, or the integrated turn signal, is $1 / 2$ the area under the primary curve, from assuming a secondary emission yield of 0.5 electrons per ion.

The small number of heavy ions created at the end of a pulse will not be collected within the turn and will contribute to the following pulse. Heavier ions than water constitute approximately $15 \%$ of the total ion signal and the heaviest ion, $\mathrm{CO}_{2}{ }^{+}$, will have a collection time that scales from water as $\sqrt{m_{\mathrm{CO}_{2}} / m_{\mathrm{H}_{2} \mathrm{O}}} t_{\mathrm{H}_{2} \mathrm{O}}$. Heavy ions from the last $25 \%$ of the beam To pass through the detector region have the possibility of being collected in the next pulse. However, this represents $<4 \%$ of total beam ions, and the effect of delinquent heavy ions will be considered negligible.

## Electron Collection

Electron collection time considerations are more straightforward than those for ions. An electron at the top edge of the beam under the influence of a $0.47 \mathrm{MV} / \mathrm{mm}$ bias field, neglecting initial velocity, will take 2 ns to reach the detector. With $\sim 1 \mathrm{~ns}$ spread in arrival times due to electrons arriving from different heights, the longest electron times are $<10 \mathrm{~ns}$, which is trivial compared to pulse length. Thus, there is no difficulty in collecting turn-byturn electrons. While this holds true for primary ionized electrons, it does not hold true for those secondary electrons created through ion impact with the electrode.

## Effects of Collection Time on Secondary Electrons

In electron collection mode, the primary ionized electrons are quickly accelerated toward the detector, while the ions take hundreds of nanoseconds to reach the electrode surface as
outlined earlier. As such, while the secondary electrons themselves make the transit from the electrode to the detector in 2.5 ns , the time scale of their measurement is based on the ions. This would cause a similar problem with turn-by-turn signal mixing as was described for ion collection. A solution is possible that simultaneously eliminates turn-by-turn mixing and reduces the error due to secondary electrons in the individual turn profiles.

By gating the Channeltron signal to omit signals during the beam gap the electrons due to secondary emission may be isolated from the primary electrons. The only electrons collected 20 ns after the end of beam pulse will be those created by ion-induced secondary electron emission. Ctron signal gating may be done most easily during data processing by matching the measured IPM signal with the SNS Ring timing signal to exclude IPM signal data during the gap. Considering a nominal $1 \mu \mathrm{~s}$ pulse with a 700 ns beam and 300 ns gap, a $41 \%$ reduction in secondary electron signal may be achieved. This partially justifies the secondary electron error quoted in the analysis of spatial resolution. Without beam gap secondary electron gating $\varepsilon_{S E Y}$ would be $7.2 \%$.

### 3.3.2 Signal Processing

There are additional factors outside of particle collection times that contribute to the ability of the system to resolve turn-by-turn data. The Ctron signal passes through cables and amplifiers which all affect the final measurement. It is important to determine the effect of the signal path in order to guarantee that the measured signal is an accurate representation. The RF bunching structure of the beam will be ignored since the IPM sums the signal over each turn. Mini-pulses from a 1 ms long macro-pulse are injected in the ring at a frequency of 1.056 MHz , where the mini-pulses have been shaped by the LEBT and MEBT choppers. The LEBT chopper uses four electrostatic deflections to create 300 ns beam gaps while the

MEBT chopper uses a meander line traveling-wave structure to produce $\sim 10 \mathrm{~ns}$ rise/fall times on each mini-pulse [183].

The final measured signal leading and trailing edges are characterized by the ability of the system to resolve quickly changing inputs as well as distortions induced by the cabling and electronics. The influence of such effects is depicted graphically in figure 3.27, which shows representations of signals from two turns with their respective distorted measured signals leading to mixing of turn data and subsequent amplitude error. Furthermore, the beam gap gating discussed in the previous section becomes less effective with significant signal distortion. The measured signal is a superposition of signals from primary electrons and ioninduced secondaries. With large distorted signals, the primary electron signal will extend further into the beam gap with the consequence that less of the gap can be used to remove the secondary electron signal.

The following sections will compose a study of the errors inherent in signal processing and the methods used for their mitigation. Requirements for IPM system electronics will also be given. Before continuing it is necessary to examine the relationship


Figure 3.27 Graphical representation of the effects of dispersion and long rise times leading to turn mixing and amplitude errors.
between rise time and signal bandwidth.

## Fourier Decomposition, Bandwidth, and Rise Time

Any periodic signal integrable over a period $T$ may be considered as the superposition of sines and cosines given by the Fourier series [154]

$$
\begin{align*}
f(x) & =\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos (n x)+b_{n} \sin (n x)  \tag{3.50}\\
a_{n} & =\frac{1}{\pi} \int_{-\frac{T}{2}}^{\frac{T}{2}} f(x) \cos (n x) d x, \quad n \geq 0  \tag{3.51}\\
b_{n} & =\frac{1}{\pi} \int_{-\frac{T}{2}}^{\frac{T}{2}} f(x) \sin (n x) d x \quad n \geq 1 \tag{3.52}
\end{align*}
$$

where $a_{n}$ and $b_{n}$ are the Fourier coefficients. A classic example is the Fourier series of a square wave, shown together with its first few harmonics in figure 3.28. The values of the coefficients are $a_{0}=a_{n}=0, x=2 \pi t / T$, and $b_{n}=4 / n \pi$ for odd values of $n$.

For the square wave example, defining $f_{0}=1 / T$ as the fundamental frequency, the highest frequency $f_{n}=n f$ is used to represent the original signal bandwidth. In reality the bandwidth is the difference between the lowest used frequency and the highest. Signals that vary quickly in time require large numbers of frequencies or high bandwidths for accurate replication. The square wave, for example, would require an infinite bandwidth to reproduce the step function in the time domain. The bandwidth may then be related to the rise or fall time of a signal, which is defined as the time it takes the signal to change from a specified low value to a high value [184], as shown graphically in figure 3.29. For a low-pass RC filter it has been shown [185] that the impulse response rise time is


Figure 3.28 Fourier analysis of a square wave.


Figure 3.29 Representation of signal rise time.

$$
\begin{equation*}
t_{r}=\frac{0.35}{f_{3 \mathrm{~dB}}} \tag{3.53}
\end{equation*}
$$

where $f_{3 \mathrm{~dB}}$ is the frequency at which the signal, in the frequency domain, has decreased by 3 dB and represents the bandwidth for a signal measured from $10 \%$ to $90 \%$ of the signal maximum in the time domain. Equation (3.53) is often used a rule-of thumb estimate for more complex signals, and for a 20 ns mini-pulse it gives a required bandwidth of 17.5 MHz . However, bandwidth definitions are rather arbitrary and a more useful definition will be use shortly.

## Fourier Transform

While the Fourier series illustrates the principle of spectral decomposition, in practice it is only applicable for periodic signals. However, it may generalized to arbitrary non-periodic functions by using Euler's identity

$$
\begin{equation*}
e^{i x}=\cos x+i \sin x \tag{3.54}
\end{equation*}
$$

to recast equation in (3.50) with $x \rightarrow t$ into a compact complex form [186]

$$
\begin{gather*}
f(t)=\sum_{n=-\infty}^{\infty} c_{n} e^{i n 2 \pi t / T} \\
c_{n}=\frac{1}{T} \int_{-T / 2}^{T / 2} f(t) e^{-i n 2 \pi t / T} d t . \tag{3.55}
\end{gather*}
$$

Non-periodic functions may be found as $T \rightarrow \infty$, which makes the fundamental angular frequency $\omega_{0}=2 \pi / T$ become infinitesimally small. Correspondingly, $\omega_{0} \xrightarrow{T \rightarrow \infty} d \omega$ making the combination $n d \omega \rightarrow \omega$ a continuous variable taking any value between $-\infty$ and $\infty$. With this limiting procedure, it can be shown [186] that the Fourier series (3.55) becomes the Fourier transform

$$
\begin{equation*}
\mathcal{F}(\omega)=\int_{-\infty}^{\infty} f(t) e^{-i \omega t} d t \tag{3.56}
\end{equation*}
$$

and the inverse Fourier transform

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathcal{F}(\omega) e^{i \omega t} d \omega \tag{3.57}
\end{equation*}
$$

The complex Fourier series and Fourier transform introduce negative frequencies which act to split the energy of the signal in the frequency domain over a positive set of frequencies and their negative frequency counterparts. The frequency domain of a signal has many useful properties that will be exploited shortly.

## Transfer Function

A transfer function $H(t)$ relates the input of a system $X(t)$ to the output of a system $Y(t)$ in the time domain in such a way that the output maybe found through convolution

$$
\begin{equation*}
Y(t)=H(t) * X(t) \tag{3.58}
\end{equation*}
$$

The benefit of equation (3.58) is that convolution in the time becomes multiplication in the frequency domain. Once the transfer function is known, the output may be found by taking the inverse Fourier transform of the frequency domain response

$$
\begin{equation*}
Y(\omega)=H(\omega) \cdot X(\omega) \tag{3.59}
\end{equation*}
$$

For example an ideal cable would have an output signal identical to the input signal with a transfer function $H(\omega)=1$, which is a Dirac delta function $\delta(t)$ in the time domain.

Unfortunately no real cable has ideal characteristics and various distortions are introduced during the $\sim 300 \mathrm{~m}$ of cable length from the IPM location to the signal processing chassis in the Ring Service Building (RSB).

### 3.3.3 Transmission Line Effects

A transmission line may be modeled using lumped circuit elements [187], as shown in figure 3.30 for a time varying voltage source $V(t)$, source impedance $Z_{\mathrm{S}}$, characteristic transmission line impedance $Z_{0}$, and load impedance $Z_{\mathrm{L}}$ for a line length $l$. The impedance of the transmission line is a function of the conductor resistance per unit length $R^{\prime}$, inductance per length $L^{\prime}$, capacitance per length between the conductor and ground $C^{\prime}$, and conductance per unit length of the dielectric $G^{\prime}$. For a differential length element $\partial z$ of the transmission line in figure 3.30, the equations for the current and voltage from Kirchoff's laws are

$$
\begin{align*}
& \partial V(z, t)=-R^{\prime} \partial z I(z, t)-L^{\prime} \partial z \frac{\partial I(z, t)}{\partial t} \\
& \partial I(z, t)=-G^{\prime} \partial z V(z, t)-C^{\prime} \partial z \frac{\partial V(z, t)}{\partial t} \tag{3.60}
\end{align*}
$$

Assuming a sinusoidally varying field in time with the for $V(z, t)=V(x) e^{i \omega t}$, equation (3.60) differentiated with respect to the line length $\partial z$ and time yields


Figure 3.30 Lumped circuit element model of a transmission line of length $l$ with characteristic impedance $Z_{0}$, source resistance $Z_{\mathrm{S}}$, and load resistance $Z_{L} . R^{\prime}, L^{\prime}, G^{\prime}$, and $C^{\prime}$ are resistance, inductance, conductance, and capacitance per unit length, respectively.

$$
\begin{align*}
\frac{\partial^{2} V}{\partial z^{2}} & =\gamma^{2} V(z) \\
\frac{\partial^{2} I}{\partial z^{2}} & =\gamma^{2} I(z) \tag{3.61}
\end{align*}
$$

known as the telegrapher's equations, where $\gamma=\sqrt{\left(R^{\prime}+i \omega L^{\prime}\right)\left(G^{\prime}+i \omega C^{\prime}\right)}$ is the propagation constant.

## Transmission Line Solutions

Solutions to the telegrapher's equations give the voltage and current in a transmission line. They are composed of traveling waves

$$
\begin{align*}
& V(z, t)=V^{+} e^{-\alpha z+i(\omega t-\beta z)}+V^{-} e^{\alpha z+i(\omega t+\beta z)} \\
& I(z, t)=\frac{V^{+}}{Z_{0}} e^{-\alpha z+i(\omega t-\beta z)}-\frac{V^{-}}{Z_{0}} e^{\alpha z+i(\omega t+\beta z)} \tag{3.62}
\end{align*}
$$

where $V^{+}$and $V^{-}$terms represent the incident and reflected voltage waves, respectively, and

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{R^{\prime}+i \omega L^{\prime}}{G^{\prime}+i \omega C^{\prime}}} \tag{3.63}
\end{equation*}
$$

is the characteristic impedance of the transmission line. The complex propagation constant is separated into its real and imaginary parts in equation (3.62) as $\gamma=\alpha+i \beta$, where $\alpha$ is an attenuation factor. It can be seen that if $\beta z$ is the phase of the traveling wave, a phase advance of $2 \pi$ occurs when $\beta$ is multiplied by the wavelength $\lambda$. The factor $\beta=2 \pi / \lambda=$ $\omega / v_{p}$ is the wave number which may be used to define the phase velocity of the transmission line, which is

$$
\begin{equation*}
v_{p}=\frac{\omega}{\operatorname{Im}\left\{\sqrt{\left(R^{\prime}+i \omega L^{\prime}\right)\left(G^{\prime}+i \omega C^{\prime}\right)}\right\}} \tag{3.64}
\end{equation*}
$$

From formula (3.64) is can be seen that the velocity is a function of the wave frequency $\omega$.

This dependence on frequency is the source of dispersion and results in errors in the signal amplitude that affect the rise time and magnitude. These will be analyzed shortly.

## Scattering Parameters

One more concept is needed before the effects of a transmission line can be studied. Since a transmission line may be characterized by incident and reflected waves, it may be represented by a two-port network, as depicted in figure 3.31, where the transfer function $S$ for the network is known as the scattering or S-parameters, and is characterized by

$$
\left[\begin{array}{l}
V_{1}^{-}  \tag{3.65}\\
V_{2}^{+}
\end{array}\right]=\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]\left[\begin{array}{l}
V_{1}^{+} \\
V_{2}^{-}
\end{array}\right] .
$$

By terminating port 2 with a load identical to the characteristic impedance such that there is no reflected signal the transmission coefficient may be defined as

$$
\begin{equation*}
S_{21}=\left.\frac{V_{2}^{+}}{V_{1}^{+}}\right|_{V_{2}^{-}=0} \tag{3.66}
\end{equation*}
$$

with the reflection coefficient

$$
\begin{equation*}
S_{11}=\left.\frac{V_{1}^{-}}{V_{1}^{+}}\right|_{V_{2}^{-}=0} \tag{3.67}
\end{equation*}
$$

By measuring the S-parameters of a system the effects of the system on any input signal may be discovered. A vector network analyzer (VNA) [188] is a diagnostic tool with two ports that, when connected to a system, sends signals over a range of frequencies and measures the


Figure 3.31 Two-port network transmission line representation.
response. As a way of illustrating the effects the cable on the actual signal, the scattering parameters were measured for a 70 m long RFS Cellflex SCF 14-50 coaxial cable. The results of the VNA measurement are reported in figure 3.32 where the magnitude of transmission parameter $\left|S_{21}\right|$ shown in the top trace and given in logarithmic units of dB , shows attenuation at higher frequencies.

The attenuation is a combination resistive loss by the copper, dielectric loses from the shielding, and loss of magnitude due to dispersion. The phase $\phi=\operatorname{Arg}\left(S_{21}\right)$, shown in the bottom trace with units of degrees, has had the electrical delay of cable $T_{d}$ removed in order to remove the phase changes introduced by varying the input frequency due to $\phi=\phi_{\text {cable }}+$ $\omega T_{d}$, where the cable has $T_{d}=280.13 \mathrm{~ns}$. While an ideal cable would have zero shift in phase for all frequencies, clearly the real cable introduces a shift, see figure 3.32 , and this shift in phase is what results in phase dispersion.

## Transmission Line Distortion

The measured S-parameters may be used to analyze the effect of a length of cable on signal with beam characteristics. A normalized Gaussian pulse centered at zero with a standard deviation chosen so that the $10 \%$ to $90 \%$ rise is equal to 10 ns is used as the input signal $X(t)=e^{-t^{2} / 2 \sigma^{2}}$. Its Fourier transform is also a Gaussian $X(\omega)=\sqrt{2 \pi} \sigma e^{-\sigma^{2} \omega^{2} / 2}$. The cable transfer function becomes

$$
\begin{equation*}
H(\omega)=\left|S_{21}\right| e^{i \phi} \tag{3.68}
\end{equation*}
$$

and therefore allows the system response to be found through the application of equation (3.59), as illustrated in figure 3.33 . The system response shows a number of important characteristics typical of transmission lines. The loss of magnitude is a result of attenuation and magnitude dispersion.


Figure 3.32 Network analyzer measurement of the forward transmission parameter for a 70 m long coaxial transmission line measured from 30 kHz to 1 GHz . (Top) Log magnitude of $\mathbf{S}_{21}$ in units of decibels (dB). (Bottom) Phase of $\mathbf{S}_{21}$ in units of degrees with 280.13 ns of electrical delay removed.


Figure 3.33 System response for a 70 m long coaxial cable with a Gaussian input signal showing attenuation, magnitude dispersion, and phase dispersion. Circle points show input rise time, squares output rise time, and diamonds output fall time.

Magnitude dispersion has the effect of spreading the pulse but does not result in loss of energy. Phase dispersion is responsible for the asymmetry of the measured signal in figure 3.33. While the signal fall time, or the rise time of the trailing edge of the signal in the example shown in figure 3.33 , increases by a couple of nanoseconds, the actual cable used in the IPM would be at least four times longer, and thus have a much greater impact on the signal. It is useful at this point to introduce a more intuitive definition of signal bandwidth. Parseval's relation [189]

$$
\begin{equation*}
\int_{-\infty}^{\infty}|f(t)|^{2} d t=\frac{1}{2 \pi} \int_{-\infty}^{\infty}|\mathcal{F}(\omega)|^{2} d \omega \tag{3.69}
\end{equation*}
$$

relates the energy of a signal in the time domain to that in the frequency domain. Therefore a bandwidth may be defined such that $90 \%$ of a signal's energy $E$ is contained within a width of frequencies $f_{E}$ given by

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-f_{E}}^{f_{E}}|\mathcal{F}(\omega)|^{2} d \omega=0.9 \int_{-\infty}^{\infty}|f(t)|^{2} d t=0.9 E \tag{3.70}
\end{equation*}
$$

The Gaussian input signal in figure 3.33 has a bandwidth of 31.2 MHz , by equation (3.70),
for a 10 ns rise time, which is more signal-specific than formula (3.53).

## Composite Rise Time

For the IPM system with an input signal rise time including a detector, cabling, and electronics, the final measured rise time [190] is

$$
\begin{equation*}
t_{r}=\sqrt{t_{\text {pulse }}^{2}+t_{\text {detector }}^{2}+t_{\text {cable }}^{2}+t_{\text {electronics }}^{2}} \tag{3.71}
\end{equation*}
$$

or in the frequency domain

$$
\begin{equation*}
f_{3 d B}=\frac{1}{\sqrt{f_{\text {pulse }}^{-2}+f_{\text {detector }}^{-2}+f_{\text {cable }}^{-2}+f_{\text {electronics }}^{-2}}} \tag{3.72}
\end{equation*}
$$

where the more conservative 3 dB bandwidth has been used. The amplifiers and electronics for the system will need to be chosen with sufficient bandwidth that the combined rise time is not more than 20 ns . For example, a pulse with a 10 ns rise time going through a Channeltron which has a 3-5 ns rise time followed by a 10 ns cable rise time and 13.2 ns of electronics rise time would have a resultant rise time of 20 ns.

## Cable De-Embedding

It is possible to reduce the effect of the cable through digital signal processing techniques. If the transmission parameter $S_{21}$ of a cable can be measured with a network analyzer, then once the signal has been digitized, a filter can be applied that reverses the effect of cable dispersion and returns the original signal. The process, described in detail in [191], applies a filter of the form

$$
\begin{equation*}
G(\omega)=\frac{W(\omega)}{S_{21} e^{i \omega T_{d}}} \tag{3.73}
\end{equation*}
$$

where $W(\omega)$ is a windowing function chosen to take advantage of the full spectrum of
frequencies under consideration and $T_{d}$ is the electrical time delay. By using the aforementioned technique, the distortions produced by the $\sim 300 \mathrm{~m}$ cable length may be mitigated, allowing for better turn-by-turn resolution. Furthermore, de-embedding methods may be used on any linear circuit element.

## Open Wire Effects

Another aspect of the signal path is the connection from the Ctron to the cable carrying the signal to the electronics. The Channeltron electron multiplication tube terminates in a metal cap with a wire to transport the charge. This wire is subject to capacitive coupling to the surrounding chamber as well as to dispersion due to self-inductance. Current in the wire generates a magnetic field according to Ampere's law. If the current is varying in time a voltage will be produced in the conductor according to Faraday's law, which acts according to Lenz's law to generate a current producing a magnetic field opposed to the original. A conductor's property to generate a self-imposed opposing magnetic field is known as selfinductance.

The self-inductance of an open straight wire of length $l$ and diameter $d$ in centimeters has been shown [192] to be

$$
\begin{equation*}
L_{\text {low }}=2 l\left[\ln \left(\frac{4 l}{d}\right)-\frac{3}{4}\right] \tag{3.74}
\end{equation*}
$$

given in units of nanohenries, and is valid for frequencies at which the skin effect is negligible. Formula (3.74) becomes

$$
\begin{equation*}
L_{\text {high }}=2 l\left[\ln \left(\frac{4 l}{d}\right)-1\right] \tag{3.75}
\end{equation*}
$$

for higher frequency signals where there is no current in the interior of the conductor. The transmission parameter for the open wire may modeled with a simple inductor in series with
$R_{0}=50 \Omega$ input and output impedance as

$$
\begin{equation*}
S_{21}=\frac{2 R_{0}}{2 R_{0}+i \omega L} \tag{3.76}
\end{equation*}
$$

Equation (3.76) may then be used as the transfer function with a Gaussian input function to determine the system response, which is plotted in Figure 3.34. While there is some magnitude and phase dispersion introduced by an open wire due to self-inductance, the effect is only significant for long wire lengths. By keeping the wire to $\sim 1 \mathrm{~cm}$ in length, any dispersive effect is almost entirely eliminated.

### 3.3.4 Electronics Effects

It has been shown in this section that it is possible to measure turn-by-turn profiles with the IPM system by using a variety of signal processing techniques. In addition to gating the beam gap signal to noisy particles, the dispersive and lossy effects of the signal path may be deembedded from the signal, allowing for more accurate single turn separation. The performance of the electronics constitutes the last component necessary for signal integrity.


Figure 3.34 System response for a 20 cm long open wire with a 0.381 mm diameter.

## Digitizer Condition

The bandwidth of the measured signal places a requirement on the digitizer used to convert the signal from analog to digital. By sampling the voltage or current of an analog signal at some frequency $f_{s}$ a digital representation of the original signal may be made. However, if a signal, such as the solid curve sinusoid represented in figure 3.35 , with frequency $f$ is sampled a rate $f_{s}<2 f$ then the sampled wave will be an incorrect duplicate or alias of the original with frequency $f_{\text {alias }}=\left|f-N f_{s}\right|$ for $N \in \mathbb{Z}$. The Nyquist theorem [193] states that the sampling rate must be at least twice the highest frequency or bandwidth in order to produce a non-aliased reproduction of the original signal. In fact, oversampling is beneficial in guaranteeing accurate signal reconstruction over the full bandwidth. The IPM needs a digitizer $>70 \mathrm{MHz}$ to prevent aliasing.

The bandwidth requirement extends to any amplifiers used in the system. Due to the small signal from the Channeltron, an amplifier is needed. An amplifier with 200 MHz bandwidth with a 35 MHz input signal would produce an output signal with a 35 MHz bandwidth by equation (3.72). With proper selection of electronics degradation of the time resolution due to the electrical components may be minimized. Coupled with the signal processing previously discussed, the IPM is capable of generating turn-by-turn profiles with


Figure 3.35 Pictorial representation of aliasing.
electrons.

### 3.4 Simulation Summary

A thorough study through simulation of various aspects IPM system, using the ORBIT IPM module to model track ionized particle trajectories, was performed. Based on fundamental principles, an IPM system is capable of delivering turn-by-turn profiles in the SNS ring with an accuracy of $10 \%$ on the rms beam size using electrons. Furthermore, it has been shown in this section that it is possible to measure profiles with sufficient time resolution by using a variety of signal processing techniques. In addition to gating the beam gap signal to noisy particles the dispersive and lossy effects of the signal path may be de-embedded from the signal, allowing for more accurate single turn separation.

## Design Parameters

With the completion of the analysis of the system operation it is now possible to outline a list of design parameters with which to use in developing a physical system.

1) The beam pipe diameter in the IPM location is 25.4 cm but the effective diameter over which IPM fields need to be designed is 60 mm .
2) A 120 kV bias potential is required to reduce the profile spreading for ions and the errors from ion-induced secondary electrons, as well as to mitigate turn mixing due to ion collection times.
3) In electron collection mode a 300 G magnetic field is required to confine electrons to a Larmor radius such that the particle trajectory distortion is half of a Channeltron width.
4) Approximately 38 Channeltron measurement positions are needed across the IPM range in order to minimize systematic measurement errors.
5) The actuator driving the detector needs to have a position accuracy of $\pm 0.5 \mathrm{~mm}$.
6) Deviations in the ionized particle trajectory due to nonuniformity in the IPM electric bias and magnetic fields over the beam region must be less than or equal to half the Channeltron width.
7) Titanium nitride coating and secondary electron suppression must be included in the final design.
8) Care must be taken to minimize the Channeltron's open wire length to $<1 \mathrm{~cm}$. With the outlined parameters it is possible to design an ionization profile monitor capable of measuring transverse profiles that meet the system requirements in table 1.2.

## Chapter 4

## Prototyping and Measurement

The theoretical basis and system analysis presented in the previous chapters provides an argument for the validity and ability of the IPM system to accurately measure beam profiles and outlines the necessary parameters a design would have to meet to do so. However, in order to guarantee the operational principles as well to determine unforeseen aspects of the accelerator environment, a prototype was needed before a final design could be established. Consequently, this chapter discusses the IPM test chamber that was built and installed along with the results of measurements and modifications that were added.

This chapter is composed of a description of the test chamber design and installation as well as considerations that went into the initial design. A summary of the progression of the test chamber is given along with modifications. Results of a study of the ion and electron signals are given followed by a summary of the design parameters derived from the test chamber data that are necessary to the final design.

### 4.1 IPM Test Chamber

### 4.1.1 Design Considerations

The IPM test chamber was conceived as a simple system that incorporated the main operational principles of the full-scale IPM but that could be built quickly and cheaply with minimal inconvenience to the accelerator's operation. As such, the primary focus of the test chamber was to show that a Channeltron-based system could measure turn-by-turn profiles. Since the only methods of Ctron profile measurement are either moving the detector with some form of actuator or having multiple Channeltrons requiring several power supplies, generating a full transverse profile was beyond the scope of the test chamber.

An IPM test chamber consisting of a single Channeltron fixed in the center of the transverse beam dimension with a high voltage electrode of arbitrary geometry located directly opposite the detector, to supply a bias voltage, was sufficient to test the basic IPM properties. A power supply was required to bias the Channeltron and a separate high voltage supply was required for the bias plate. An amplifier and oscilloscope were used to measure the Ctron current.

### 4.1.2 Test Chamber Design

## Vacuum Chamber

It was desirable to use as many off-the-shelf components in the construction as possible in order to keep cost and construction time low. The IPM test chamber vacuum chamber is a 10 x 8 inch 304 stainless steel Conflat ${ }^{\circledR} 4$-way cross with 0.062 inch thick walls. The 10 inch diameter cross pipe connects to the beam pipe and the 8 inch pipe is used for the detector and high voltage (HV) plate. Figure 4.1 shows the full setup of the test chamber. Conflat ${ }^{\circledR}$ flanges


Figure 4.1 IPM test chamber setup and components consisting of chamber, high voltage bias plate, high voltage feedthrough, high voltage, power supply cable, and Channeltron assembly
with vacuum seal rings were used to mount to the main chamber.

## High Voltage Bias

The high voltage bias plate is a 6 inch diameter circular disc mounted directly over top of the Channeltron where all the plate edges have a 0.25 in radius. An edge radius allows a high voltage to be applied without arcing inside the vacuum chamber (an in-depth arcing mitigation study will be presented in the next chapter). The bias plate is held in place by a set screw that tightens to the center conductor of a HV 70 kV vacuum feedthrough. The air side of the HV feedthrough has a 7 in diameter cylindrical grounded metal enclosure that provides personnel safety against high voltage and arcing dangers. The shielding enclosure also serves the purpose of supporting the end section of the HV cable connecting the power supply to the HV feedthrough. A chain of twelve $470 \Omega, 5 \mathrm{~W}$ resistors imbedded into the end of the cable act as a load for power supply protection so, in the event of an arc, the surge of current will be dissipated across the resistor chain and not damage the supply. Unfortunately, this makes the last 3 feet of the HV cable very stiff and thus requires support. The shielding enclosure also has an access port so that the connection to the HV feedthrough may be made.

A Glassman WR Series 100 kV high voltage power supply with digital readouts and reversible polarity was used. By removing the outer cover of the unit and changing a module, the polarity of the potential supplied to the bias plate may be reversed; allowing for test chamber measurement of ions or electrons. The power supply was located in the ring service building basement.

## Channeltron Assembly

The Channeltron assembly consists of an L-bracket to which was attached an electrically insulating Macor ${ }^{10}$ [194] block. A single detector was mounted to the block in the center of the beam pipe such that its longest opening dimension was perpendicular to the beam direction. Two vacuum feedthroughs passed the Ctron biasing conductor and the signal wire. A Spellman 3 kV reversible polarity high voltage power supply was used to operate the Channeltron. In order to shield the Channeltron from the electric fields produced by the beam, a flat wire mesh disc approximately 3 inches in diameter was fixed to the Ctron mounting bracket and centered over the detector opening.

## Installation

Upon acquisition and assembly of the components, the test chamber was leak tested to ensure compatibility with the SNS ring vacuum. Additionally, a high voltage test was performed before installation to verify the capabilities of the system. The setup for the high voltage test, performed with the vacuum chamber at $10^{-8}$ Torr, is shown in the left image of figure 4.2. The middle of figure 4.2 shows the shielding enclosure with the access panel removed to reveal the high voltage feedthrough for the bias plate with electrically insulating Kapton ${ }^{11}$ [195] tape to reduce arcing. A bias plate voltage of 60 kV was achieved. A section of empty beam pipe was removed and the IPM test chamber was installed in the ring D straight, just upstream of the RF section and directly in front of the wall current monitor. The right image in figure 4.2 shows the final installation. The actual IPM will be located on the downstream side of the RF cavities.

[^8]

Figure 4.2 (Left) Experimental setup of high voltage test under UHV conditions. (Middle) Air side of the HV bias plate feedthrough with electrically insulating Kapton tape. (Right) Installed IPM test chamber.

### 4.2 Test Chamber Results and Modifications

Achieving the desired results in the IPM test chamber proved challenging and involved a process of trial and error. There were a number of unforeseen elements of the accelerator environment that had a significant effect on the measured signal. The final outcome was productive both in providing a proof-of-principle measurement as well as in elucidating a variety of issues that needed to be addressed in the final design. While the actual process of producing successful test chamber results was an iterative progression of measurement and chamber modification, the following section will summarize the measurements taken and the modifications made to address system problems.

## Desired Test Chamber Result

A correct Ctron measurement of the beam in the ring should be characterized by DC current pulses with no AC behavior. Furthermore, since the Ctron functions as an electron source and the current direction is defined as opposite the flow of electrons, the voltage measured across the oscilloscope load resistor is negative. A measured test chamber signal on an oscilloscope
should consist of linearly decreasing voltage pulses with a 1 MHz frequency similar, except for signal polarity, to a beam current measurement taken by a ring beam current monitor (BCM). Shown in figure 4.3 is such a BCM measurement for a full beam ramp as well as a close up of the individual turns.

### 4.2.2 Test Chamber Measurements

The first measurement taken from the IPM test chamber, shown in figure 4.4, measured ions with a 60 kV bias potential while operating the Channeltron in analog mode with a 1 kV bias. The test chamber data in figure 4.4 shows essentially an AC signal. The passing beam produces image charges traveling in the accelerator pipe walls. These generate an AC signal when a load is placed across a gap in the accelerating structure. This beam-induced AC coupled signal dominates the test chamber measurement which is particularly visible in figure 4.5. This data was taken with no bias voltage and no Ctron bias so that, since no ionized products are being measured, all of the measured signal is from image current. In an attempt to reduce the influence of the beam, a second cable was run alongside


Figure 4.3 Screen shot of a ring beam current monitor measurement for a production beam, where the vertical axis is the $B C M$ current in amps and the horizontal axis is time.


Figure 4.4 First IPM test chamber ion measurement with 60 kV bias and 1 kV Ctron voltage after initial beam line installation.


Figure 4.5 IPM test chamber ion measurement with 0 kV bias and 0 kV Ctron voltage from the installation version of the test chamber showing beam-induced signal.
the original cables and connected to the beam pipe in order to subtract the common mode from the Channeltron signal. This proved unsuccessful and the additional cable was left unterminated in tunnel. Furthermore, additional measurements revealed that the unterminated cable measured a significant amount of signal, suggesting that the tunnel environment was inducing parasitic noise through the cabling. A measurement using electrons was done by reversing the polarity of the bias plate potential. Results were also inconclusive due to the large AC signal.

### 4.2.3 Test Chamber Modifications

## Vacuum Chamber and Cabling Modifications

Upon analysis of the original test chamber design, a number of design flaws became apparent. Figure 4.6 (a) shows an analysis of the initial test chamber. The Ctron signal coaxial cable was grounded to the beam pipe, which constituted a direct path for image current to enter the signal. Furthermore, much of the detector and wiring were exposed to the beam, allowing capacitive coupling by the beam into the measurement.

The test chamber was modified as explained in figure 4.6 (b) to include isolated feedthroughs that allowed the Ctron signal cable's ground to be floated from the beam pipe. A picture of the Channeltron with ground isolation wiring is shown at the left of figure 4.7, while the right side shows a cutaway drawing of the detector inside a grounded metal shielding can with an opening at the Ctron entrance to isolate the detector from the beam. Later, the shield enclosure was also modified to include a metal mesh over the detection opening to further reduce capacitive coupling. While the modifications did clean the IPM signal to some degree there is was still a significant contribution of environmental noise coupled into the actual


Figure 4.6 (a) Originally installed IPM test chamber layout showing beam-induced signal paths. (b) Modified chamber with image current isolation.


Figure 4.7 (Left) Channeltron wired for isolated feedthrough. (Right) Channeltron with grounded shield.
measurement.
Upon further examination it was determined that the cable being used for the Ctron signal was an unshielded cable which followed a path that ran next to the nearby RF cavities. New fully shielded cables were run, one for the Ctron signal and one for background subtraction, along a path away from the RF cavities. Also, a FEMTO DHCPA-100 high speed current amplifier was used in the RSB just before the oscilloscope to amplify the signal.

## Modified Measurement Results

Measurements were taken for a production quality beam $\sim 800 \mathrm{~kW}$, figure 4.3. Test chamber results for ions and electrons are reported in figure 4.8 and figure 4.9. With the previously discussed test chamber modifications, a signal was finally measured that showed the beam ramping. Unfortunately the variable gain amplifier used only had a bandwidth of 1 MHz , which was insufficient to resolve turn-by-turn behavior

While this iteration of the test chamber proved successful in generating a measurement of the beam ramping by measuring ionization products, there was still excessive AC coupling. Since the amplifier was at the end of the signal path it was amplifying parasitic cable noise as well as the desired signal. By placing the amplifier in the tunnel immediately after the test chamber, it would be possible to greatly increase the signal to noise ratio.

The electron measurement in figure 4.9 exhibited behavior that resembled saturation due to the flattening of the data near the end of accumulation cycle. An unknown oscillation was also present at the beginning of the ramp. Results from a study of the electron signal peculiarities will be given shortly.


Figure 4.8 IPM test chamber ion measurement with a 1.33 kV Ctron bias and 30 kV electrode voltage with averaging for a modified test chamber including isolated feedthroughs, detector shielding can with opening mesh, and shielded cabling.


Figure 4.9 IPM test chamber electron measurement with a 1.26 kV Ctron bias and 20 kV electrode voltage with averaging for a modified test chamber including isolated feedthroughs, detector shielding can with opening mesh, and shielded cabling.

### 4.2.4 Test Chamber RF Noise

## RF Interference Measurement Results

A FEMTO HCA-40M-100K-C current amplifier with a 40 MHz bandwidth and $10^{5}$ gain was installed in the ring tunnel within a meter of the test chamber. However, initial measurements showed a considerable AC signal. Further study, presented in figure 4.11, revealed that, for the condition of no beam present, no electrode voltage, and the Channeltron turned off, there was an AC signal from the test chamber when the RF cavities were on (figure 4.10) and none when they were off (figure 4.11). By grounding the amplifier casing, the RF noise could be significantly reduced, as displayed in figure 4.12.

## RF Mitigation

With a modified test chamber and grounded amplifier, the IPM test chamber was finally able to produce turn-by-turn beam measurements. Data from an ion measurement is shown in figure 4.13 with electron results in figure 4.14. In both measurements the background was subtracted by using a 0 kV Ctron bias measurement along with an inversion of the data to compare to BCM waveforms. Individual turns may be seen in the $5 \mu \mathrm{~s}$ snapshot displayed in figure 4.15 , which was taken from the figure 4.13 ion signal, which has a frequency of $\sim 1.03 \mathrm{MHz}$.

### 4.3 Test Chamber Signal Study

### 4.3.1 Ion Signal

While the ion signal showed the best correlation with BCM measurements, it still exhibited undesirable behavior. In order to explore the signal, measurements were taken for a range of Channeltron biases to determine whether the effects where related to the detector or to a combination of the beam and residual gas. A 2000 point moving average was used to


Figure 4.10 Test chamber measurement with no beam with RF cavities on.


Figure 4.11 Test chamber measurement with no beam with RF cavities off.


Figure 4.12 Test chamber measurement with no beam, RF cavities on, and grounded amplifier casing.


Figure 4.13 Test chamber ion signal after background subtraction and inversion for the fully modified test chamber with isolated feedthroughs, detector shield with opening, shielded cabling, high-bandwidth amplifier, and grounded amplifier casing.


Figure 4.14 Test chamber electron signal after background subtraction and inversion for the fully modified test chamber with isolated feedthroughs, detector shield with opening, shielded cabling, high-bandwidth amplifier, and grounded amplifier casing.


Figure 4.15 Individual turns in a $5 \mu$ s window of test chamber ion data for the fully modified test chamber with isolated feedthroughs, detector shield with opening, shielded cabling, high-bandwidth amplifier, and grounded amplifier casing.


Figure 4.16 Smoothed ion signals as a function of Channeltron voltage from the fully modified test chamber.
smooth the data which eliminated the turn-by-turn resolution but allowed for a cleaner representation of the full accumulation.

Smoothed ion data for a production quality beam is given in figure 4.16 and figure 4.17 with an electrode potential of 60 kV . The ion data exhibits two artifacts, signal saturation beginning at the $300 \mu \mathrm{~s}$ mark and bump or knee at the same location. Differences between the different Ctron bias voltages are more visible in figure 4.17 which shows all the maximum signal amplitudes normalized to 1 . All of the ion measurements were taken with a 60 kV electrode potential. Once the Ctron bias is high enough, $\sim 1.3 \mathrm{kV}$, to operate in the analog mode, the saturation of the detector can be seen as the Ctron bias is increased. At 1.6 kV the signal flattens off at $300 \mu \mathrm{~s}$. However, the knee is present at all analog Ctron biases regardless of later saturation.

## Ion Knee

In order to explore the ion data knee a study was performed where the beam in the ring was accumulated to half intensity then stored for $200 \mu \mathrm{~s}$, as shown in the BCM screenshot of figure 4.18 (a). It was postulated that the knee was an artifact of beam-induced residual gas pressure depletion and that by storing the beam the pressure effect would become more visible. However the results of the study shown in figure 4.18 (b) reveal no such pressure effect, as the Ctron signal remains constant throughout storage except for the highest detector bias. The saturation effect seen in the 1.6 kV signal of figure 4.18 (b) is likely caused by the inability of the Channeltron to sustain amplification at that bias voltage. It can be concluded that 1.6 kV is an upper limit for the Ctron bias and a reasonable operating range is around 1.3 kV . Raw data, background subtracted data, and averaged ion data are displayed in figure 4.19. It can be seen that there is still a significant source of AC signal, especially at the


Figure 4.17 Fully modified test chamber smoothed ion signals as a function of Channeltron voltage, normalized to signal maximum.


Figure 4.18 (a) BCM screenshot for $100 \mu$ s of beam storage. (b) Test chamber smoothed ion signals as a function of Channeltron voltage for a stored beam.


Figure 4.19 Raw fully modified IPM test chamber data along with background subtracted and averaged data for a 1.5 kV Ctron bias ion signal with a 60 kV electrode.
end of accumulation. A cleaner signal would facilitate a more accurate study of IPM signal behavior

### 4.3.2 Electron Signal

IPM test chamber electron signals collected for the same beam conditions as shown in figure 4.16 are shown in figure 4.20 and in the normalized version in figure 4.21. The electron data contains a number of peculiarities, such as a severe 45 kHz oscillation around $200 \mu \mathrm{~s}$ which damps out coincident with the expected saturation behavior, as seen more clearly in figure 4.21. Raw electron data for the 1.4 kV Ctron case in figure 4.22 shows a similarly AC coupled signal as with ions. The noise around $200 \mu$ s is also seen in many of the raw ion signals but disappears with background subtraction.

## Electron Oscillation

In order to explore the origin of the electron signal oscillation, a study was done in which the beam was accumulated for 400 turns and then stored for 200. Then the beam intensity was reduced by half and the measurement repeated. By comparing the two beam conditions, the


Figure 4.20 Fully modified test chamber smoothed electron signals as a function of Channeltron voltage.


Figure 4.21 Fully modified Test chamber smoothed electron signals as a function of Channeltron voltage normalized to signal maximum.


Figure 4.22 Raw fully modified test chamber electron data along with background subtracted and averaged data for a 1.4 kV Ctron bias with a $\mathbf{- 5 0} \mathbf{~ k V}$ electrode.
effect of the beam on the electron signal may be seen. Results from the initially stored beam, figure 4.23 (a), are shown in figure 4.23 (b) and from the decimated beam, figure 4.24 (a), in figure 4.24 (b). It can be seen from figure 4.24 (b) that the oscillation is a function of the beam intensity. Beam decimation brings the stored intensity to that of the intensity where the oscillation occurs during the normal accumulation cycle. As such, since the oscillation is related to the beam intensity, it is plausible that the oscillation is due to actual measured electrons from multipacting, ion-induced secondary emission, or some form of beam instability. Due to the beam dependence it is unlikely that the electron oscillation is due to reflected signals within the test chamber electronics.

To further study the oscillation, another test was performed in which the electron signal from a fully accumulated beam was measured for a fixed 1.3 kV Ctron bias for various electrode potentials. The results are given in figure 4.25. First of all, the data shows the measured signal as a function of increased electrode potential. Also, trapping of electrons by the beam space charge potential well is seen in the loss of signal for the -10 kV case near the end of accumulation, when the space charge is strongest. Most importantly, the oscillation


Figure 4.23 (a) BCM screenshot for $100 \mu$ s of beam storage. (b) Test chamber smoothed electron signals as a function of Channeltron voltage for a stored beam.

(a)

$-1.0 \mathrm{kV}-1.1 \mathrm{kV}-1.2 \mathrm{kV}-1.3 \mathrm{kV}-1.4 \mathrm{kV}$
(b)

Figure 4.24 (a) BCM screenshot for a decimated $100 \mu \mathrm{~s}$ of beam storage. (b) Test chamber smoothed electron signals as a function of Channeltron voltage for a decimated stored beam.


Figure 4.25 IPM test chamber electron data for a fixed Ctron bias as a function of electrode voltage.
strength significantly increases with the potential and the oscillation peak occurs at later times. This implies that the oscillation is an artifact of a beam-electron interaction and not due to an instability or multipacting.

It is possible that there is a more complex motion than previously anticipated caused by the superposition of forces due to the beam space charge and external bias field. The oscillation could be caused by forces that drive the electrons out of the beam until the beam potential is strong enough to damp the oscillation and achieve a steady state of ionized electron current. The exact mechanism causing the oscillation is unclear, as is the effect the external magnetic field in the full system would have.

### 4.4 IPM Test Chamber Conclusions

## Noise Mitigation Parameters

IPM test chamber results are subject to a significant amount of beam and environmental noise. Knowledge gained from the test chamber design suggests additional design features to assure minimal signal noise.

1) In order to isolate the Channeltron from beam image current, isolated feedthroughs must be used and signal cable grounds must be floated from beam pipe.
2) Capacitive coupling from the beam directly to the detector hardware may be prevented by installing a fully encompassing grounded shield.
3) A method of background subtraction is necessary for accelerator environment noise.
4) Amplifiers installed in the ring tunnel must have grounded casings to reduce RF noise.
5) All cabling needs to shielded and cable paths chosen such that proximity to significant RF sources is reduced.

## Signal Study Conclusions

Results from the final test chamber showed that the system is capable of measuring turn-byturn signals. While the measurements taken do not fully explain the ion data knee, current postulations regard it as related to difficulty in differentiating between signal and noise. The electron oscillation is related to the beam intensity and electrode potential. Reduction of secondary electrons as well as the introduction of the electron collection magnet could have a significant effect on the electron signal. Further measurements with a complete IPM system will be necessary to characterize the electron behavior.

## Chapter 5

## IPM System Design

With the completion of an analysis of the fundamental principles for IPM operation, simulations to determine the design parameters, and experimental system verification with the test chamber, a final system can be designed. This chapter will describe the final design by major component such as the electrode, magnet, vacuum chamber, detector assembly, cabling, and high voltage feedthrough. Design considerations and methods will be presented for each component. Individual components will be related to the larger system framework culminating in a completed system.

### 5.1 Electrode Design

One of the components of the IPM system that nearly the entire system is built around is the bias electrode. Its size determines the vacuum chamber dimensions which in turn determines the magnet dimensions. The electrode was primarily designed with field uniformity in mind and then modified to accommodate additional aspects such as arcing mitigation and secondary electron reduction.

### 5.1.1 Field Uniformity Optimization

## Transverse Field

The effects of a flat electrode, explored in section 3.2.3, showed the impact of the electrode size on the field uniformity. In theory, a flat plate, large when compared to the distance over which the field is considered, has a uniform field over the field region. However, simulations showed that the size of such an electrode would be physically unrealistic, forcing the dimensions of the vacuum chamber and magnet to be excessively large and driving up the cost.

An open-source 2D and 3D FEM partial differential equation solver, written in C++ and known as FreeFem++ [196], was initially used to determine the basic 2D electrode characteristics. By angling the ends of the electrode toward the beam the curvature in the potential lines may be reduced in the desired region. Described in figure 5.1, after the main electrode parameters such as the center width, wing length, wing angle, and chamber width were optimized for field flatness in FreeFem++, the commercial 3D FEM multiphysics solver


Figure 5.1 Graphical representation of the electrode optimization method and parameters.

COMSOL $^{12}$ [197] was used to simulate particle trajectories with the optimized electrode. Electrode optimization resulted in a 33.02 cm center width, 10.795 cm wing length, and 24 degree wing angle. Particle trajectory simulations for particles at three times the rms beam size above the beam, at beam center, and at three times the rms beam size below the beam are shown in the left portion of figure 5.2. The deviation is defined as the difference between the initial and final particle position and is displayed in the right of figure 5.2. The difference between the most extreme final particle positions at a particular transverse location is called the spread and is also shown in figure 5.2 (right).

The spread and deviations show that particles generated at a specified transverse position throughout the vertical beam range have an electrode field induced error of less than 2 mm . Therefore the electrode geometry satisfies the condition for field uniformity all the


Figure 5.2 (Left) 2D particle trajectory setup. (Right) Comparison of the particle deviation due to field nonuniformity at different heights, along with particle spread.

[^9]way out to 60 mm from the beam center.

## Longitudinal Field

The longitudinal field distribution suffers from limitations in the flexibility of the electrode longitudinal geometry. Due to the condition that the electrode must not reduce the aperture of the beam pipe, longitudinal field shaping wings extending around the ionization region may not be used as they were for the transverse electrode dimension. Field uniformity is then only accomplished by electrode size. Limitations on the longitudinal length of the vacuum chamber due to the associated cost mean that a completely uniform longitudinal field is not possible.

A simulation of the longitudinal electrode potential and particle trajectories is given in figure 5.3 (a). Particles experience an outward force from the electrode centerline due to field nonuniformity. Depending on the height above the detector, particles created in the volume above the Channeltron will miss the detector opening. This lost signal contributes to profile errors as discussed in section 3.2. The number of particles collected is a function of the longitudinal electrode because larger longitudinal lengths yield flatter central fields. Particles from the top of the beam are most affected. Figure 5.3 (b) gives the percentage collected from the top of the beam as a function of electrode length. Due to spatial constraints, a longitudinal electrode length of 25.4 cm was chosen. From figure 5.3 (b), $42 \%$ of the top particles will be lost. To minimize profile errors from low-signal statistics, the number of collected accumulation cycles must be increased to compensate for longitudinal particle losses. The number of summed macro-pulses should be increased from 100, given in section 2.3.2, to 200 to guarantee sufficient signal, especially in the first few turns.


Figure 5.3 (a) Longitudinal electrode particle trajectories. (b) Percentage of top beam particles collected due longitudinal field nonuniformity.

## Alignment Tolerance

A 2D transverse simulation was performed in which the optimized electrode was rotated about its center to determine the effect of a misalignment inside the vacuum chamber. If the flat center part of the electrode is not parallel with detector plane, particles will receive a trajectory displacement. Results of the study showed that a maximum angle of 0.7 degree between the electrode center and detector plane could be tolerated before the particles were displaced more than 2 mm . This corresponds to a 6.3 mm tolerance in the difference between the bottom edges of the ends of the electrode and the plane of detection depicted in figure 5.4. Actual alignment errors are expected to less than a few millimeters, as specified in the design documents.

### 5.1.2 Vacuum Breakdown

Applying a high voltage across a gas filled gap can cause arcing between the electrode surfaces. The design of HV components to deal with such phenomena has been the subject of much study [134], [198], [199]. The voltage at which a gas will break down and sustain an


## Figure 5.4 IPM bias electrode alignment tolerance illustration.

arcing current is a function of the gas pressure and the separation between electrode surfaces and is normally determined by the Paschen law [200], which is represented by a typical Paschen curve as shown in figure 5.5.

## Breakdown Mechanism

In higher pressure gases, electrons emitted through field emission or thermionic emission gain enough energy in the electric field to ionize gas molecules causing an ionization cascade that supplies the necessary charged particles to form a current. The mechanism for vacuum breakdown and especially UHV breakdown differs from normal atmospheric breakdown because UHV electrons have a mean free path on the order of kilometers, precluding any form of charge avalanche. This means that the breakdown voltage is no longer a function of gas pressure.

There are a variety of theories on the initiation of UHV breakdown [201], i.e. the clump hypothesis [202], [203], but the exact mechanism is not completely known. A commonly used general explanation is that microscopic protuberances having enhanced electric fields, a phenomenon which will be explained shortly, will emit electrons through field emission. These particles, coupled with other free charged particles, are accelerated by the electric field to energies great enough to liberate charged particles upon impact, causing an arcing current to form. The bulk of UHV breakdown literature agrees that the breakdown voltage is a complex function of electrode geometry, material, and surface condition.


Figure 5.5 Typical Paschen curve.

## Maximum UHV Field Limit

The IPM electrode poses a significant arcing hazard. An arcing event has the potential to permanently damage system components as well as to degrade the ring vacuum. Ensuring the electrode and chamber are designed well within an arcing limit is a high design priority. Much of high voltage design in the ultrahigh vacuum limit is based on experimental results for specific electrode materials and geometries.

A review of high voltage design literature shows that stainless steel in the $10^{-5}$ to $10^{-8}$ Torr range can sustain a maximum electric field of $\sim 6 \mathrm{kV} / \mathrm{mm}$ before vacuum breakdown, for electrode gaps on the order of a few centimeters [201]. Other sources [134], [204] predict a maximum breakdown for clean, well-conditioned surfaces at a DC 120 kV potential of $6.7 \mathrm{kV} / \mathrm{mm}$. In order to account for uncertainties attributed to the IPM electrode, a maximum field limit of $4.5 \mathrm{kV} / \mathrm{mm}$ was adopted. This includes a $32 \%$ safety margin.

## Electrode Preparation

Further steps should be taken in the preparation and operation of the electrode to reduce possible arcing. A study [198] gave experimental evidence that polishing the electrode surface to remove imperfections can have a significant effect on arcing stability.

Furthermore, surface preparation techniques discussed in [134] should be followed. These
include a $25 \mu \mathrm{~m}$ "mirror" polish and an ultrasonic bath of trichloroethylene, acetone, methanol and distilled water while keeping the electrode in as clean an environment as possible. It should be noted that isopropyl alcohol should be avoided as a cleaning agent on steel as it becomes trapped in the steel surface and constitutes a significant outgassing source [69]. Deinoized water may be used as a substitute. Conditioning is a process where, upon installation or chamber venting, the electrode voltage is slowly raised until an arc occurs and then held at that potential until the voltage is stable for $\sim 1$ minute. This allows the electric field to "burn off" small surface impurities leading to more stable operation at higher potentials. This technique was used successfully during installation and operation of the IPM test chamber.

### 5.1.3 Field Reduction

## Parallel Plane Effect

Electrode arcing mitigation consists of identifying the electric field contributions, determining the controllable physical variables, and optimizing in accordance with the previously determined field limit. The first and simplest electrode field contribution is that of the fields produced by flat surfaces parallel to the flat chamber walls. These parallel planes separated by a distance $d$ produce a uniform electric field given by

$$
\begin{equation*}
E_{\text {Plane }}=\frac{V}{d} \tag{5.1}
\end{equation*}
$$

for a potential $V$. According to equation (5.1), the distance between flat electrodes for a 120 kV potential and $4.5 \mathrm{kV} / \mathrm{mm}$ field is $d_{\min }=27 \mathrm{~mm}$. This sets the minimum distance between the electrode and the chamber walls.

## Edge Effect

The potential between two conducting planes meeting at a corner with angle $\beta$, as depicted in figure 5.6, and held at a potential $V_{0}$ is given by Laplace's equation in cylindrical coordinates

$$
\begin{equation*}
\nabla^{2} V(r, \theta)=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial R}{\partial r} \Psi\right)+\frac{1}{r^{2}} \frac{\partial^{2} \Psi}{\partial \theta^{2}} R=0 \tag{5.2}
\end{equation*}
$$

where the potential has been assumed to be separable $V(r, \theta)=R(r) \Psi(\theta)$. By separating the angular and radial variable in equation (5.2) it can be shown that

$$
\begin{equation*}
\frac{R}{r} \frac{\partial}{\partial r}\left(r \frac{\partial R}{\partial r}\right)=-\frac{1}{\Psi} \frac{\partial^{2} \Psi}{\partial \theta^{2}}=\lambda^{2} \tag{5.3}
\end{equation*}
$$

with $\lambda$ being an arbitrary constant. Superposition of homogeneous and nonhomogeneous solutions arising from the expression in (5.3) results in

$$
\begin{equation*}
V(r, \theta)=(A+B \ln r)(C+D \theta)+\left(E r^{\lambda}+F r^{-\lambda}\right)(G \cos \lambda \theta+H \sin \lambda \theta) \tag{5.4}
\end{equation*}
$$

where $A, B, C, D, E, F, G$, and $H$ are determined by boundary conditions. The boundary condition at $\theta=0$ such that the potential is a constant $V_{0}$ on the boundary implies $G=B=0$, while the condition that the potential remains finite at $r=0$ implies $F=0$. The boundary condition $V(r, \beta)=V_{0}$ results in $D=0$ and $\lambda=n \pi / \beta$ where $n$ is a


Figure 5.6 Corner charge calculation setup.
positive integer. $E$ is determined by potentials far from the origin and can be ignored as it only affects magnitude of the potential [74]. With a change of notation $E \rightarrow a$, the general solution becomes

$$
\begin{equation*}
V(r, \theta)=V_{0}+\sum_{n=1}^{\infty} a_{n} r^{\frac{n \pi}{\beta}} \sin \left(\frac{n \pi}{\beta} \theta\right) \tag{5.5}
\end{equation*}
$$

For the purposes of examining the behavior close to the corner at small values of $r$, it is sufficient to only use the first term of equation (5.5), leading to

$$
\begin{equation*}
V(r, \theta) \cong V_{0}+a_{1} r^{\frac{\pi}{\beta}} \sin \left(\frac{\pi}{\beta} \theta\right) \tag{5.6}
\end{equation*}
$$

The electric field may be found using $\vec{E}=-\vec{\nabla} V$ which may in turn be used to find the surface charge density $\sigma$ by evaluating Gauss's law at the boundary

$$
\begin{equation*}
\sigma=\varepsilon_{0} \vec{E}(r, 0)=-\frac{\varepsilon_{0} \pi a_{1}}{\beta} r^{\frac{\pi}{\beta}-1} \tag{5.7}
\end{equation*}
$$

Expression (5.7) reveals the nature of conductors with corners. An inside corner with $\beta=\pi / 2$ makes the surface charge density $\propto r$. At $\beta=\pi$, or a flat surface, the expected uniform surface charge is obtained, while an outside corner $\beta=3 \pi / 2$ makes $\sigma \propto r^{-1 / 3}$. Analysis of the surface charge shows that the surface charge goes to zero approaching an inside corner while it goes to infinity for an outside corner. From this it can be seen that sharp corners or objects greatly enhance the electric field and must be avoided.

## Edge Radius

By rounding the edges of the electrode the sharp corners may be eliminated. The radius needed in order achieve the desired field may be estimated by considering the case of concentric infinitely long cylinders, where the inner cylinder with radius $a$ held at a potential
$V_{0}$ represents the electrode edge and the outer grounded cylinder of radius $b$ represents the chamber wall. Axial symmetry guarantees no angular dependence, and according to Gauss's law the electric field at a radial position $r$ from the center is given by

$$
\begin{equation*}
\vec{E}_{c y l}(r)=\frac{V_{0}}{\ln (b / a)} \frac{1}{r} \hat{r} . \tag{5.8}
\end{equation*}
$$

Using the fact the field is a maximum on the inner cylinder surface, equation (5.8) solved for the outer cylinder radius $b$ is minimized when $a=27 \mathrm{~mm}$. The gap between the inner and outer cylinder is then 45 mm . Instead of making a solid electrode of thickness 60 mm , which would be extremely heavy, or a hollow electrode which would be difficult to fabricate, a single solid stainless steel electrode of thickness 6.35 mm with cylindrical endcaps may be used, as illustrated in figure 5.7.

## Corner Radius

The second source of field enhancement occurs at the four corners of the electrode. While rounding the edges generates curvature in a single plane, the corners must be rounded in two dimensions, which further increases the field and requires larger radii. Effects of corner radiusing may be initially estimated using concentric spheres with an inner sphere of radius $a$ at potential $V_{0}$ and outer grounded sphere with radius $b$. The electric field at a distance $r$ between the spheres is

$$
\begin{equation*}
\vec{E}_{\text {sphere }}(r)=\frac{V_{0} a b}{b-a} \frac{1}{r^{2}} \hat{r} . \tag{5.9}
\end{equation*}
$$

Setting $E_{\text {sphere }}(a)=E_{\max }$ yields an inner radius a of 54 mm , corresponding to a minimum gap of 54 mm .


Longitudinal

Figure 5.7 Transverse and longitudinal electrode profiles with field reduction caps.

## Modeling and Optimization

Using the previous estimations, a 3D model was built in COMSOL, figure 5.8 (a), to simulate and optimize the electrode geometry based on the maximum field limit. In order to achieve simulation accuracy a fine mesh of tetrahedral elements was used for modeling the curved regions. Figure 5.8 (b) illustrates how finer meshing parameters were used on curves and in regions of two- plane curvature where the highest electric fields were expected. Optimal electrode geometry was achieved by adjusting parameters such as the edge and corner radii as well as the chamber dimensions.

The results of an electrostatic simulation of the electrode in the IPM chamber are presented in figure 5.9 showing surface electric field magnitude along with dimensions of the finalized electrode and vacuum chamber. A maximum field of $4.5 \mathrm{kV} / \mathrm{mm}$ occurs on the corner radius, which satisfies the UHV arcing limit. Further simulations showed that the chamber modifications as well as the addition of end caps produced no significant modifications to the particle trajectories.

### 5.1.4 Insulating Standoffs

Preceding analysis of the electrode has omitted any form of support structure. In order to hold it in place while maintaining electrical isolation, a dielectric insulating standoff must be used. Introduction of such an insulator adds new arcing paths that must be taken into consideration. Bulk breakdown occurs when the electric field in the volume of the dielectric


Figure 5.8 (a) 3D electrode model. (b) Electrode optimization quarter model showing enhanced meshing in high field regions.


Figure 5.9 Quarter model of IPM chamber and electrode with electrostatic surface electric field simulation results for detailed optimized dimensions.
is large enough to cause a significant number of electrons to be excited into the material's conduction band, forming a current. When the dielectric begins to conduct the electrical breakdown current can permanently damaging the insulator.

Bulk electrical breakdown is represented by the material's dielectric strength, which is the maximum field tolerable. The dielectric strength has a value of $11 \mathrm{kV} / \mathrm{mm}$ for the insulators being considered here [205]. Insulator breakdown is of little concern in the IPM since the fields are guaranteed to be lower than $4.5 \mathrm{kV} / \mathrm{mm}$ and even less on the flat surfaces. A more significant source of insulator arcing exists that requires special design considerations.

## Surface Flashover Mechanism

Surface flashover is a major source of insulator arcing and refers to an arcing path that develops along an insulator surface, often at electric fields lower than for bulk breakdown. While surface flashover has been the subject of much study [206-208], a complete theory has not been reached. Origination of surface flashover is generally attributed to electron emission by field or thermal emission from a triple point. A triple point is an interface where the insulator contacts the electrode and shares a boundary with a vacuum or gas. This point is subject to enhanced electric fields and will be discussed shortly.

Theories [206] for the formation stage of flashover are illustrated in figure 5.10, where the left model represents triple point emitted electrons striking the insulator surface, causing an avalanche of secondaries. The middle model represents bursts of electrons that form successive charged regions creating an avalanche mechanism. The right image of figure 5.10 illustrates theories not involving avalanches, such as gas discharge from the insulator surface by electron impact. It is generally agreed upon that the final stage of flashover occurs


Figure 5.10 Three representative theories of the middle stage of surface flashover. [206]
when an arcing path forms in the gas desorbed from the insulator surface during the middle stage of the process.

## Flashover Considerations

There are a number of design considerations affecting surface flashover voltages, as outlined in review studies such as [209]. A few such conclusions from the aforementioned study will be discussed in the following paragraphs and the references therein may be consulted for more in-depth treatment. It was experimentally verified that the technique of conditioning an electrode by slowly increasing applied potential is successful in producing a more stable operating voltage. This same technique has been shown to also be successful in flashover breakdown voltage reduction. Experimental data shows that the flashover voltage is independent of gas pressure below $10^{-6}$ Torr. Furthermore, studies report that there appears to be no significant effect on flashover voltage due to differences in electrode material such as stainless steel, copper, or aluminum [209].

Flashover voltages tend to decrease with increased dielectric diameter, due to the decreased surface charge density, and increased insulator contact area, up to a certain
saturation limit such as $\sim 5 \mathrm{~mm}$ for a 2 mm long Macor ceramic insulator. Experimental evidence shows that the flashover voltage is also reduced with increased insulator length. An expression for calculating the flashover breakdown voltage is given in [209] for a solid insulator of length $l$ in cm as

$$
\begin{equation*}
V_{B}=\sqrt{\frac{M_{c r} A_{1} v_{0} e l}{2 \varepsilon_{0} \gamma v_{e}\left(2 A_{0} /\left(A_{1}-A_{0}\right)\right)^{1 / 2}}} . \tag{5.10}
\end{equation*}
$$

In equation (5.10) the amount of desorbed gas considered critical just before flashover is $M_{c r}$ in gas molecules per $\mathrm{cm}^{2}, A_{1}$ given in eV is the electron impact energy, $A_{0}$ also in eV is the electron emission energy, $v_{0}$ is the desorbed gas molecule average velocity in cm per second, $\varepsilon_{0}$ is the free space permittivity, $e$ is the electron charge, the molecules desorbed per electron is $\gamma$, and the average electron velocity is $v_{e}=5.94 \times 10^{7} \sqrt{A_{1}} \mathrm{in} \mathrm{cm} / \mathrm{s}$.

Equation (5.10) may be used to solve for the minimum insulator length $l$ for a given voltage. Using a breakdown voltage of $V_{B}=120 \mathrm{kV}$, with other parameters taken from [209],[210] for alumina such that $M_{c r}=1.5 \times 10^{18}$ molecules $/ \mathrm{cm}^{2}, A_{1}=20 \mathrm{eV}, A_{0}=4.7 \mathrm{eV}$, $v_{0}=1.5 \times 10^{5} \mathrm{~cm} / \mathrm{s}$, and $\gamma=4$, an insulator length of 2.3 cm is found. This means that an insulator of at least 2.3 cm is required to prevent surface flashover for the voltage required by the IPM electrode. As it stands, satisfaction of the vacuum breakdown field requirement necessitates that the gap between top of the electrode and the top of vacuum chamber be at least 5.41 cm , which is over twice the length calculated.

## Triple Point

As previously mentioned, the triple point conductor-dielectric-vacuum interface has been identified as a significant contributor to the formation of surface flashover. As such, it is necessary to explore methods of minimizing the triple point influence. A number of studies
[211-214] have explored the details of triple point field enhancement. In the case where the contact between the dielectric and the conductor is a right angle, as displayed in figure 5.11 (a), there is no field enhancement at the triple point [215]. Perfect contact between the insulator and conductor does not exist, due to microscopic or macroscopic irregularities in the dielectric edge as illustrated in figure 5.11 (b). These imperfections modify the electric field in the triple point region causing field enhancement.

It has been experimentally shown [216] that recessing the dielectric a distance $d$, shown in figure 5.11 (c), into the conductor lowers the flashover voltage by modifying the electric field such that the maximum occurs away from the triple point. Therefore, it has become common practice [134], [217] in high voltage design to recess the triple point. It is also common practice to keep external electrons away from the insulator surface as these can cause the same pre-flashover conditions as triple-point electrons.

## Standoff Design

Based on the previous analysis of surface flashover, a set of cylindrical insulators have been selected to hold the electrode in place. Aluminum oxide $\mathrm{Al}_{2} \mathrm{O}_{3}$, commonly known as alumina, has been chosen as the insulator dielectric due to its electrical properties [205]. $99.8 \%$ pure alumina has a relative dielectric constant of 9.8. High purity alumina has been


Figure 5.11 (a) Perfect contact triple point. (b) Imperfect contact triple point. (c) Recessed contact triple point.
successfully used in other areas of the SNS accelerator and is easily purchased off the shelf from a number of vendors. Four 1.27 cm diameter unglazed $99.5 \%$ alumina 6.35 cm long standoffs are fitted into 6.35 mm deep recessed holes with a 3.3 mm hole edge radius, as shown in figure 5.12. The insulators are on the opposite side of the electrode from the beam and the electrode produces strong electric field lines parallel to the standoff surface. Because of this, and the presence of the external magnetic field, electrons produced away from the insulator are not expected to be a source of flashover initiation.

The electrode has a mass of 19.1 kg giving it a weight of 187 N . With a tensile strength of $25,000 \mathrm{psi}$, four 1.27 cm diameter alumina standoffs could hold a force of 43 kN normal to the standoff endface, which is well above the electrode weight in the horizontal IPM system. Flexural strength describes the maximum bending force a material can withstand and is significant for the vertical IPM system, where the electrode is held in place by four alumina standoffs connected to the vacuum chamber sidewall.

A force perpendicular to the standoff cylindrical axis is applied by the weight of the electrode. A flexural strength of $49,000 \mathrm{psi}$ is reported $99.5 \%$ alumina [205] for the same standoffs as in the horizontal system resulting in a supportable tangential weight of 171 kN , which is also well above the electrode weight. Furthermore, with a shear modulus $G=$ $22 \times 10^{6} \mathrm{psi}$, length $l=6.35 \mathrm{~cm}, r=6.35 \mathrm{~mm}$ radius, and a $F_{s}=(187 \mathrm{~N}) / 4$ shear force, the


Figure 5.12 Electrode-standoff interface with recess.
vertical displacement due to the electrode weight in the vertical system is a trivial $\Delta x=$ $F_{s} l / \pi r^{2} G=0.2 \mu \mathrm{~m}$. Further calculations [218] show that shear and tensile forces experienced by the flat head socket screw cap 10-32 stainless steel bolts and the threaded standoffs are able to support the electrode without failure.

### 5.1.5 Secondary Electron Suppression Mesh

The necessity of limiting sources of noise has been discussed at length in section 3.2, especially noise produced by secondary electrons generated when ions produced by electron generated profiles strike the electrode, as illustrated in the left image of figure 5.13.

Presented here is a design modification to the electrode to reduce the flux of ion-generated secondary electrons. A wire mesh is installed in a rectangular cutout in the electrode center opposite the detector. The mesh allows a fraction of ions to pass through. These ions will then experience an equal but opposite force produced by the electrode, causing them to decelerate, reverse direction, and strike the mesh on the side away from the Channeltron. The right portion of figure 5.13 shows that electrons produced by ions striking the back side of


Figure 5.13 (Left) Representation of ion-induced secondary electron noise from a solid electrode. (Right) Secondary electron noise reduction with electrode mesh.
the mesh will be trapped away from the beam.

## Effective SEY Estimation

A particular mesh is characterized by its open area fraction or percent $f_{\text {open }}$, defined as the open area divided by the total area. The density and size of the wires composing the mesh are contributing factors in defining the open fraction. The number of ions passing through the mesh is proportional to the open fraction. Likewise, the same fraction of ions will pass from the back of the mesh to the front and so on until all of the ions have been neutralized.

An effective secondary electron yield $S E Y_{\text {eff }}$ may be calculated based on the previous description. A model, given in figure 5.14, outlines the calculation in which a group of $N$ ions pass through a mesh $n$ times. Define $N_{n}$ to be the number ions after each passage. $N_{e_{n}}$ is the number of electrons produced on the detector side of the mesh by ions per traversal, and $S E Y_{0}$ is the secondary electron yield of the mesh. Lateral motion of ions depicted in figure 5.14 is greatly exaggerated for illustrative purposes. Field uniformity prevents lateral ion motion except in the immediate vicinity of the wires, where the electric field terminates perpendicular to the conductor surface. The number of detector-side electrons created is the sum of electrons created per ion passage through the mesh


Figure 5.14 Model for effective secondary electron yield calculation.
$N_{e}=N_{e_{1}}+N_{e_{3}}+N_{e_{5}}+\cdots$. An expression for the effective secondary electron yield is then

$$
\begin{equation*}
S E Y_{e f f}=\frac{N_{e}}{N}=\left(1-f_{\text {open }}\right) S E Y_{0} \sum_{n=0}^{\infty} f_{\text {open }}^{2 n} \tag{5.11}
\end{equation*}
$$

The suppression mesh has the effect of lowering the SEY. For example, a mesh with a $50 \%$ open area results in $S E Y_{\text {eff }}=0.67 S E Y_{0}$. Formula (5.11) shows that the higher the open fraction the lower the effective SEY. This is shown in figure 5.15, where equation (5.11) has been used to represent the SEY in the same type of profile resolution calculations as in section 3.2 with an $S E Y_{0}=0.5$ and pulse gap gating has been used.

## Mesh Determination

Two factors constrain the choice of suppression mesh; the electric field produced as a result of wire size and mesh opening size, and commercially available combinations of wire mesh parameters. High electric fields created by the small wire radius of the mesh are offset by the distance to the ground plane and density of the mesh. The maximum mesh field must obey the UHV field limit. Electrostatic COMSOL simulations where performed on an electrode with inset mesh, shown in figure 5.16, to determine the associated fields. Results from one such calculation are presented in figure 5.17 and show that, although the field lines terminate perpendicular to the conductor surface, they quickly become vertically uniform with a field maximum on the back side of the electrode closest to the chamber wall.

A range of commercially available meshes were simulated to find the optimal open mesh that was within the desired field limit. Based on the results of simulated meshes given in figure 5.18, a 304 woven stainless steel mesh with a wire diameter of 0.635 mm , mesh gap opening 1.91 mm , and open area percentage of $56 \%$ available from TWP Inc. [219] was chosen. This mesh satisfies the $4.5 \mathrm{kV} / \mathrm{mm}$ field limit and results in a spatial profile error of


Figure 5.15 Electron profile spatial resolution as a factor of the mesh open fraction.


Figure 5.16 Optimized electrode with secondary electron suppression mesh.


Figure 5.17 Close up of 2D FEM electrostatic calculation of mesh wires showing field lines whose color corresponds to electric field magnitude.


## Figure 5.18 Maximum electric field simulation results for a selection of commercially available stainless steel woven meshes

4.8\% from the analysis given in figure 5.15. Furthermore, simulations also showed that the mesh has a negligible effect on the particle trajectories.

### 5.1.6 Electrode Summary

An electrode has been designed and optimized for the SNS IPM to provide a uniform electric field for acceleration of ions or electrons with minimal trajectory error. Additionally, significant effort has been taken to analyze possible areas of vacuum breakdown and surface flashover. As a result, the electrode geometry has been modified to produce an electric field within the UHV field limit. Insulating alumina standoffs have also been chosen to hold the electrode in position with minimal arcing capacity. A method of secondary electron suppression using a mesh grid to trap secondary electrons away from the IPM detector has also been implemented with negligible influence on system operation.

Orthographic projections of the finalized electrode as well as an isometric view of the electrode and standoff s are shown in figure $5.19^{13}$.

[^10]

Figure 5.19 Orthographic projections of finalized electrode and isometric view of electrode and standoffs.

## Electrode Beam Deflection

One of the IPM system requirements is that it has a negligible effect on the beam trajectory such that a 1 GeV proton is deflected $\leq 0.5 \mathrm{mrad}$. A deflection of this magnitude is correctable by downstream corrector magnets. The amount of deflection by the IPM electrode may be calculated for 1 GeV proton by assuming that the proton with a longitudinal momentum of $1.696 \mathrm{GeV} / \mathrm{c}$ experiences a force $q E=1.602 \times 10^{-19} \mathrm{C} \cdot 120 \mathrm{kV} / 25.4 \mathrm{~cm}=$ $7.57 \times 10^{-14} \mathrm{~N}$ over a distance of 38.1 cm . At a velocity of $0.88 c$, the impulse produced by the electrode imparts a $205 \mathrm{keV} / \mathrm{c}$ transverse momentum to the proton. The angle of deflection is then $\tan ^{-1}(205 \mathrm{keV} / 1.696 \mathrm{GeV})=0.12 \mathrm{mrad}$ which is within the deflection limit. Thus, no corrector system is required for the electrode deflection.

### 5.2 Magnet Design

As with the electrode, field uniformity will drive the IPM magnet design subject to the considerations of cost and size. An electromagnet will be used because the ability to adjust the field strength allows the influence of the IPM on beam dynamics to be completely removed if necessary. The magnet will be outside of the vacuum enclosure which allows for simpler operation and installation but increases the size. Also, the dipole moment must be analyzed to ascertain the need for a corrector magnet, and the higher order magnetic field multipole components must be $\leq 1 \%$ of the dipole moment to prevent more complex distortions of the particle orbit per the system design requirement.

### 5.2.1 Magnet Design Estimation

The basic magnet parameters may be estimated by using a simple C-magnet to represent an IPM magnet with gap for inserting the vacuum chamber. A diagram, given in figure 5.20,


## Figure 5.20 Magnet design calculation diagram.

shows a magnet with a core length $L_{\text {core }}$, permeability $\mu_{\text {core }}$, gap length $L_{\text {gap }}$ with a permeability of air $\mu_{0}$, and cross section of a magnetic coil with $N$ turns, each carrying a current $I$. A ferromagnetic material such as iron is assumed for the core and taken to be linear, isotropic, and homogenous such that $\mu_{\text {core }}$ is constant and $\mu_{\text {core }} / \mu_{0} \gg 1$.

Stoke's theorem applied to Ampere's law allows the current in the coils to be related to the associated magnetic field $H$ and flux density $B$ as

$$
\begin{equation*}
\oint_{C} \vec{H} \cdot \overrightarrow{d l}=H_{\text {core }} L_{\text {core }}+H_{\text {gap }} L_{\text {gap }}=\frac{B_{\text {core }}}{\mu_{\text {core }}} L_{\text {core }}+\frac{B_{\text {gap }}}{\mu_{0}} L_{\text {gap }}=N I . \tag{5.12}
\end{equation*}
$$

No flux leakage has been as been assumed for the core and the core-air boundary follows the magnetic boundary condition

$$
\begin{equation*}
\left(\vec{B}_{\text {core }}-\vec{B}_{\text {gap }}\right) \cdot \vec{n}=0 \tag{5.13}
\end{equation*}
$$

where $\vec{n}$ is a vector normal to the boundary leading to

$$
\begin{equation*}
\frac{B_{g a p}}{\mu_{0}} L_{g a p}=N I . \tag{5.14}
\end{equation*}
$$

Assuming a $10 \%$ loss of magnetic field in the gap due to fringing effects such that $0.9 B_{g a p}=$ 300 G , equation (5.14) results in $13475 \mathrm{~A} \cdot$ turns for a 50.8 cm gap. Depending on the number of coil turns chosen, the required current can be estimated, such as 13 A
for 1037 turns.

### 5.2.2 Design Simulation

## Magnet Modeling

The IPM magnet design is based on the SNS HEBT corrector magnets [220], [221] which are window-frame magnets with racetrack style coils around the horizontal or vertical legs. These magnets produce a field of approximately 300 G using a 12 A current [222]. These magnets are air-cooled which greatly simplifies the design. Window-frame magnets are known to produce very homogenous fields without the addition of shims or complex geometries [223]. Based on the aforementioned magnet design and the dimensions of the IPM vacuum chamber dictated by the electrode design, a 3D simulation of the magnet, shown in figure 5.21, was performed to determine characteristics and realistic design parameters.

Inner dimensions of the dipole window are 76.2 cm horizontal width, 50.8 cm vertical height, and 25.4 cm longitudinal length. Simulations were performed with COMSOL using an ASTM A659 carbon steel core, which has a high magnetic permeability. Copper coils are


Figure 5.21 IPM dipole magnet representation.
represented by the brown regions in figure 5.21, where the number of windings and current was varied to achieve the desired field over the Channeltron region.

## Longitudinal Field Results

Due to the short longitudinal pole length compared to the magnet aperture, much of the magnetic field is lost to edge fringing effects. A simulation, shown in figure 5.22, of the magnetic flux density outside the core of the IPM dipole magnet in a plane parallel to the longitudinal axis reveals the fringing effect of the magnet. As such, an increased number of turns was required to produce the 300 G central field. The final magnet design is comprised of two coils consisting 1008 turns of 8 AWG gauge coated copper wire with a 0.254 mm Kapton electrically insulating barrier between the coils and the steel core. A 13 A current allows the magnet to produce the required field while still allowing it to be air cooled.

## Core Saturation

The thickness of the core was determined in order to prevent magnetic saturation of the steel. Steel has a magnetic saturation between 1.6-2.2 T [224]. With a thickness of 7.62 cm , the magnetic flux density in the bulk of the core is $\sim 1 \mathrm{~T}$, as seen in figure 5.23. The present design is well within the magnetic saturation limit coincident with production of the required central field.

### 5.2.3 Magnetic Field Evaluation

## Transverse Field Error

It is important to evaluate the transverse field magnitude and uniformity. Transverse magnetic flux arrows with size and color determined by field magnitude are given in figure 5.24 along with black arrows showing the direction of the current in the coils. A more quantitative view the field uniformity is seen in figure 5.25 , which shows that the magnitude


Figure 5.22 IPM dipole longitudinal magnetic flux density simulation with arrows showing field direction and arrow size and color representing field magnitude.

Steel Core Magnetic flux density norm (T)


Figure 5.23 Transverse slice of the magnetic core showing flux density magnitude.


Figure 5.24 IPM dipole transverse magnetic flux density simulation. Arrows show the field direction and magnitude as well as the current direction in the coils.


Figure 5.25 IPM magnetic flux along a vertical line in the horizontal center of the magnet.
of the magnetic field along a vertical line in the horizontal center of the magnet measured over a distance from the top of the beam pipe to the bottom has an average field value of 296 G. This is the average magnitude a particle will experience during its traversal from creation to detection. The horizontal field magnitude varies by $0.7 \%$ over the width of beam pipe.

A more conclusive evaluation of the magnets is provided by determining the effect of the simulated magnet on particle trajectories. A 100 eV electron, representing the upper limit of particle initial velocities, starting at the edge of the beam at the vertical center of the magnet was tracked in a uniform $394 \mathrm{kV} /$ m electric field coupled with the simulated magnet field. The trajectories from the simulated field are compared to trajectories from the same particle in a perfectly uniform vertical magnetic field to show the effect of field errors. Results in figure 5.26 show the difference between the particle horizontal position and initial position throughout its trajectory for simulated and uniform magnetic fields. Less than a $0.2 \%$ increase in the Larmor radius is produced by the actual magnetic field and is considered to have a negligible effect on profile generation.


Figure 5.26 Horizontal particle deviation due to magnetic field errors for simulated and uniform magnetic fields

## Magnet Multipole Analysis

The previous analysis has shown that the magnet will provide the field required to generate accurate profiles, but the effect of the magnet field on the beam motion is also critical. If the magnet were to introduce a large distortion in the proton trajectories, the downstream magnets would not be able to compensate, causing beam loss. There are two aspects of the IPM magnet that require compensation. The real magnetic field may be decomposed into a combination of "pure" multipole fields, which will be derived shortly, with the dipole field producing a uniform kick to all particles. Dipole field compensation will be addressed in a subsequent section. Higher order multipole fields produce more complex particle motion and are more easily corrected due to their small relative amplitude.

Consider a 2D magnetic field $\vec{B}(x, y)=B_{x}(x, y) \hat{x}+B_{y}(x, y) \hat{y}$. Maxwell's equations in a current free, static region give $\vec{\nabla} \cdot \vec{B}=0$, leading to

$$
\begin{equation*}
\frac{\partial B_{x}}{\partial x}=-\frac{\partial B_{y}}{\partial y} \tag{5.15}
\end{equation*}
$$

and $\vec{\nabla} \times \vec{B}=0$, so that

$$
\begin{equation*}
\frac{\partial B_{x}}{\partial y}=\frac{\partial B_{y}}{\partial x} \tag{5.16}
\end{equation*}
$$

Equations (5.15) and (5.16) are known as the Cauchy-Reimann equations and form a set of conditions that guarantee that the two real-valued functions $B_{x}(x, y)$ and $B_{y}(x, y)$, defined on the real plane $\mathbb{R}^{2}$, may be represented together as an analytic function of one variable $z=x+i y$ on the complex plane $\mathbb{C}$ that is holomorphic or complex-analytic [189]. The complex function is

$$
\begin{equation*}
\vec{B}(x, y) \rightarrow B(z)=B_{y}+i B_{x} . \tag{5.17}
\end{equation*}
$$

Because $B(z)$ is analytic it may be expanded in a power series [154]. Consequently, equation (5.17) may be expanded about the origin as

$$
\begin{equation*}
B_{y}+i B_{x}=\sum_{n=1}^{\infty} C_{n}(x+i y)^{n-1} \tag{5.18}
\end{equation*}
$$

where the complex expansion coefficients are $C_{n}=B_{n}+i A_{n}$. The power series converges within a circle $|z|<r$ where, for a magnetic field, $r$ is the largest radius inscribed in the magnet poles creating the field.

The right-hand side of equation (5.18) is a sum of individual multipole fields with each $n$ representing a "pure" field. For the first few components, the multipoles have names, such as $n=1$ dipole, $n=2$ quadrupole, $n=3$ sextupole, $n=4$ octopole, and so forth. A magnet designed to create a particular multipole has $2 n$ pole tips. In order to simplify the multipole component units, a reference radius $R_{r e f}$ is often employed [225] and along with a conversion to cylindrical coordinate, equation (5.18) becomes

$$
\begin{equation*}
B_{\theta}+i B_{r}=\sum_{n=1}^{\infty} C_{n}\left(\frac{r}{R_{r e f}}\right)^{n-1} e^{i n \theta} \tag{5.19}
\end{equation*}
$$

where $r=\sqrt{x^{2}+y^{2}}$ and $\tan \theta=y / x$.
By representing the complex expansion coefficients in the phasor form as $C_{n}=$ $\left|C_{n}\right| e^{i \phi_{n}}=B_{n}+i A_{n}$, it can be seen that the phase $\phi_{n}$ simply determines the field orientation. As such, the pure multipole is defined as "normal" if $\phi_{n}=0$ and "skew" if $\phi_{n}=\pi / 2 . B_{n}$ corresponds to the normal multipole components and $A_{n}$ the skew components. A normal dipole field, for example, is a purely vertical field while a skew dipole
is horizontal. As a matter of convention, multipole components are often normalized to $10^{-4}$ of magnitude of the main field component

$$
\begin{equation*}
c_{n}=\frac{C_{n}}{\left|C_{\operatorname{main}}\right|} 10^{4} \tag{5.20}
\end{equation*}
$$

i.e. $C_{\text {main }}=C_{1}$ for a dipole magnet [226] with $c_{n}$ expressed in "units".

It has been shown [225] that if $M$ measurements of the radial and azimuthal components of a magnetic field are taken on a circle of radius $r_{0}$ at $\theta_{m}=2 \pi m / M$ for $m=0,1,2, \ldots, M-1$ then the coefficients $C_{n}$ may be found using the discrete Fourier transform

$$
\begin{equation*}
C_{n}=\frac{1}{M\left(r_{0} / R_{r e f}\right)^{n-1}} \sum_{m=0}^{M-1} B_{m} e^{-i n \theta_{m}} \tag{5.21}
\end{equation*}
$$

Here, $B_{m}=B_{\theta}+i B_{r}$ in equation (5.21) for the field components measured at each point $\theta_{m}$. Furthermore, the previous analysis considered a two-dimensional field while the actual transverse field components also vary in the longitudinal direction $z$. This may be accounted for by solving for the integrated field components over the longitudinal pole distance $L$

$$
\begin{equation*}
\frac{1}{L} \int_{L}\left(B_{\theta}+i B_{r}\right) d z=\sum_{n=1}^{\infty}\left(B_{n}^{\prime}+i A_{n}^{\prime}\right)\left(\frac{r}{R_{r e f}}\right)^{n-1} e^{i n \theta} \tag{5.22}
\end{equation*}
$$

where $B_{n}^{\prime}$ and $A_{n}^{\prime}$ are the normal and skew integrated field components [227].

## IPM Multipole Results

IPM magnet multipoles are calculated by finding the azimuthal and radial field components on the surface of a cylinder whose axis is coincident longitudinal dipole axis. The cylinder has a radius, also used as the reference radius, which is the maximum acceptance of the SNS ring $r_{0}=R_{r e f}=12.78 \mathrm{~cm}$. Integrating the field components of the 25.4 cm longitudinal
cylinder length produces field components which are then used with equation (5.21) to produce integrated multipole components. An IPM magnet requirement that higher order multipole components must be $<1 \%$ of the main field component comes from the SNS requirement for ring corrector magnets [4] and corresponds to 100 units by expression (5.20). Calculated higher order integrated multipole components from a simulated IPM dipole ${ }^{14}$ are given in figure 5.27 and show that the normal integrated components are well below 100 units. Skew components are negligible for the horizontal profile magnet and are not reported in figure 5.27.

## Magnetic Beam Deflection

The final property of the magnet to consider is the kick induced by the dipole multipole component. A dipole kick is measured by the angle in radians between the exiting particle trajectory and the unperturbed trajectory. For a proton with 1 GeV kinetic energy


Figure 5.27 IPM dipole higher order integrated multipole components for a reference radius of $\mathbf{1 2 . 4 8} \mathbf{~ c m}$. [228]

[^11]with momentum $p$ and charge $q$, the Lorentz force describes the radial acceleration experienced by the proton traveling in the longitudinal $z$ direction through a vertical magnetic field $B_{y}$ for a length $L$. A transverse horizontal momentum is imparted to the proton such that the kick angle may be found by
\[

$$
\begin{equation*}
\theta \cong \frac{\Delta p_{x}}{p}=\frac{q}{p} \int_{0}^{L} B_{y}(z) d z \tag{5.23}
\end{equation*}
$$

\]

where the small angle approximation has been used.
The integrated dipole strength along a longitudinal 25.4 cm line passing through the magnet center is $0.00709 \mathrm{~T} \cdot \mathrm{~m}$, as calculated from the magnet simulation. With a proton momentum of $p=1.684 \mathrm{GeV} / \mathrm{c}$, expression (5.23) yields $\theta=1.3 \mathrm{mrad}$, which is more than a factor of two times the 0.5 mrad limit. Compensating magnets will be required for both the vertical and horizontal IPM systems. Details of the corrector magnets are not discussed here but combined vertical-horizontal correctors are commonly used in SNS, as described in [229], and will be employed downstream of the IPM area.

### 5.2.4 Magnet Summary

A magnet for the IPM has been designed to provide a uniform magnetic field across the detection region for the production of accurate electron-based profiles. The final magnet design has a uniform transverse field that varies less than $1 \%$ across the beam pipe while using a low enough coil current as to not require water cooling. Furthermore, higher order integrated magnetic multipole components are well within the limits required for closed orbit transparency. Due to the integrated magnet strength, corrector magnets will be required for the horizontal and vertical IPM systems. The finalized magnet design is shown in figure 5.28.


Figure 5.28 Orthographic, top, front, and side views of the finalized IPM magnet.

### 5.3 Detector Assembly

The detector assembly is comprised of a mechanism that drives the detector across the beam dimension to be measured as well as the housing that secures the Channeltron. This area of the design incorporates many isolation elements necessary to mitigate image current coupling. Furthermore, detector cabling inside the vacuum chamber, a possible source of beam induced noise, and efforts to shield and isolate the IPM signal from the accelerating environment will be discussed.

### 5.3.1 Channeltron Housing

As was found in the IPM test chamber, a significant amount of AC coupled beam signal is introduced into the measurement, and shielding is required to obtain a useful profile. An effort was made to ensure the Channeltron housing, or the portion of the detector assembly to which the detector is attached, was shielded as much as possible.

## Channeltron Support

The Channeltron is held by a stainless steel support arm, the end of which is displayed in the left image of figure 5.29. Two detectors are mounted on the arm to allow for background subtraction and to act as spares in the event of a detector failure. Macor insulators are used to electrically isolate the Ctrons from the metal support. The support arm is attached at right angles to the actuator drive assembly, which is shown in the right of figure 5.29. A swivel mechanism has been incorporated into the support arm connection to the drive shaft that allows for a $90^{\circ}$ rotation, making the entire assembly a linear unit for easy installation and removal.


Figure 5.29 (Left) Close up of the end of the support arm holding the Channeltron detectors. (Right) Full Channeltron arm assembly with bellows.

## Detector Shielding

To protect the immediate area of the detectors, a grounded metal shield encloses the Channeltrons and can be seen in figure 5.30. The 5-sided Ctron shielding box travels underneath a solid metal plate forming an inner floor within the IPM vacuum chamber. Depicted in figure 5.31, the vacuum chamber inner floor plate serves to shield the Ctron assembly as well as to provide a flat boundary for electric field uniformity. Collected particles pass through a rectangular slot in the inner floor and enter the detectors, whose openings travel coincidentally with the floor slot.

### 5.3.2 Detector Cabling and Feedthroughs

Cabling used in the vacuum chamber requires special considerations due to the ultrahigh vacuum. Each of the two Channeltrons requires a high voltage bias cable and a signal cable. Cables used in the IPM vacuum chamber will be 26 AWG, $50 \Omega$ coaxial cable rated to $1 \times 10^{-10}$ Torr with Accu-Fast ${ }^{\text {TM }}$ floating connectors on the feedthrough end available off-theshelf from Accu-Glass ${ }^{\circledR}$ [230]. Accu-Glass ${ }^{\circledR}$ also carries ultrahigh vacuum isolated feedthroughs which allow the ground conductor to be insulated from the surrounding


Figure 5.30 Channeltron assembly with 5 -sided shielding block.


Figure 5.31 Cutaway of IPM vacuum chamber showing the inner floor plate.
structure. A 700 V DC feedthrough with an SMA connector on the air-side and a 5 KV DC, 5 Amp high voltage feedthrough with BNC air-side connector are set into a flange, illustrated in figure 5.32, for vacuum-to-air signal and bias voltage transfer. Signal cables on the air side the IPM to the Ring Service building will also be shielded from cables run away from the RF cavities.

### 5.3.3 Actuator

The final detector assembly component is the actuator used to drive the Channeltrons across the beam. By using an actuator similar to wirescanner actuators used elsewhere in the accelerator [231], the same drive electronics may be used for the IPM with slight modifications.The IPM actuator is a Parker ${ }^{\circledR}$ 404XE series linear actuator [232] which has been modified for radiation environments. With a positional accuracy of $90 \mu \mathrm{~m}$ and a bidirectional repeatability of $\pm 20 \mu \mathrm{~m}$, a maximum estimated position accuracy of $90 \mu \mathrm{~m}+$ $20 \mu \mathrm{~m}=0.11 \mathrm{~mm}$ is obtained, which satisfies the condition for the profile error given in


Figure 5.32 Vacuum side illustration of the vacuum feedthrough flange containing two sets of isolated signal and high voltage feedthroughs for Channeltron operation.
section 3.2.2.
Measurement speed is a factor of actuator limitations, driver software, motor controllers, and vacuum load. Based on similar SNS systems a realistic speed of $5 \mathrm{~mm} / \mathrm{s}$ will be assumed [233]. If it is assumed that 200 accumulation measurements are required at 30 measurement positions spaced 5 mm apart at a production rate of 60 Hz , the resulting approximate profile measurement time is 30 measurements(200 accumulations . $1 / 60 \mathrm{~Hz}+1 \mathrm{~s})=2.2$ minutes. The assumed measurement spacing will be justified later. While the final system measurement may differ, it should not exceed 5 minutes in the most extreme case.

### 5.4 Vacuum Chamber

### 5.4.1 Alignment and Installation

Included in the vacuum chamber support stand are alignment mechanisms that allow for vertical and horizontal alignment with the beam center. Furthermore, a positioning system has been designed into the magnet and chamber to permit alignment of the magnetic field. Other installation aspects have been considered such as a removable front face of the vacuum chamber that allows interior access for electrode installation. Also, a $7.62 \times 17.48 \mathrm{~cm}$ port was added to the bottom of the chamber, underneath the detector slot, to grant easy access to the Channeltrons in the event that detector repair or replacement is needed. This also allows simplified removal of the entire detector assembly if needed. Finally, a 3.81 cm diameter port has been included that can be used for in-situ vacuum pressure measurements or residual gas analysis.

### 5.4.2 Wakefield Slats

## Wakefield Production

A relativistic charged particle has longitudinal field components that are Lorentz contracted to form a disc perpendicular to the particle velocity, as derived in Appendix C. In a perfectly conducting accelerating pipe the particle's electromagnetic fields terminate on image charges which move synchronously with the moving particle. However, in reality, the finite conductivity of the accelerating structure causes the image charge to lag behind the beam particle, resulting in trailing electromagnetic fields known as wakefields [234].

Wakefields affect trailing beam particles and can lead to instabilities [235],[105]. Obstacles can also produce wakefields as beam energy is trapped in or behind accelerating structure aperture changes or cavities. This is illustrated in figure 5.33 which shows electric field lines for a Gaussian beam passing through an aperture in the left image and passing by a cavity in the right image. Wakefields can be seen forming in both cases. Efforts to reduce accelerating geometries that contribute to wakfield production were incorporated into the IPM vacuum chamber.

## Detector Slot Image Current Modification

A discontinuity is introduced directly across the beam path by the detector slot in the IPM vacuum chamber inner floor plate. As such, a continuous path for beam image current was added across the slot in the form slats. The detector slot, depicted in figure 5.34, is formed with a row of 3.99 mm wide cutouts separated by 0.762 mm slats, parallel to the beam direction and crossing the detector opening. The effect on the profile is to reduce the number of measurement points by requiring nonadjacent Channeltron position. However, by the analysis of section 3.2.2, this reduces the number of bins $/ \sigma_{\text {beam }}$ to 3.16 which, by


Figure 5.33 Successive steps showing wakefield production upon passage of a Gaussian beam (Left) through an aperture and (Right) by a cavity ${ }^{15}$ [234].


Figure 5.34 Vacuum chamber detector slot with image current path slats.

[^12]figure 3.17, has a negligible effect on profile error. Another benefit of the wakfield slats is to provide an additional measure of detector shielding from beam fields.

### 5.4.3 Detector-Beam Coupling Mitigation

## Gap Field Attenuation

An additional method of beam coupling mitigation may be illustrated with the derivation of a 2D grounded well. Diagrammed in figure 5.35, an infinitely deep grounded well of width $w$ is shown. The bottom side at $y=0$ is electrically insulated from the walls and is held at a constant potential $V_{0}$, while the potential approaches to zero as $y$ goes to infinity. The electric potential $V(x, y)$ inside the charge-free well is determined by Laplace's equation $\nabla^{2} V=0$. Laplace's equation, subject to the boundary conditions specified in figure 5.35, yields a solution of the form

$$
\begin{equation*}
V(x, y)=\sum_{n=1}^{\infty} D_{n} e^{-\frac{n \pi}{w} y} \sin \left(\frac{n \pi}{w} x\right) \tag{5.24}
\end{equation*}
$$

where $D_{n}$ are constant coefficients determined by the $y=0$ grounded well boundary condition.

Multiplication of both sides of (5.24) by $\sin m \pi x / w$ and integration over the $x$


Figure 5.35 Diagram of grounded well boundary conditions.
dimension yields

$$
\begin{equation*}
\sum_{n=1}^{\infty} D_{n} \int_{0}^{w} \sin \left(\frac{n \pi}{w} x\right) \sin \left(\frac{m \pi}{w} x\right) d x=\int_{0}^{w} V_{0} \sin \left(\frac{m \pi}{w} x\right) d x \tag{5.25}
\end{equation*}
$$

With two integrations by parts of the left side of expression (5.25), it can be shown that

$$
\int_{0}^{w} \sin \left(\frac{n \pi}{w} x\right) \sin \left(\frac{m \pi}{w} x\right) d x=\left\{\begin{array}{cc}
w / 2, \quad m=n  \tag{5.26}\\
0, \quad m \neq n
\end{array}\right.
$$

Therefore, since the right-hand side of equation (5.25) is only nonzero for $n=o d d$,

$$
\begin{equation*}
D_{n}=\frac{4 V_{0}}{n \pi} \quad n=1,3,5 \ldots \tag{5.27}
\end{equation*}
$$

This allows the potential to be expressed as

$$
\begin{equation*}
V(x, y)=\frac{4 V_{0}}{\pi} \sum_{n=o d d} \frac{1}{n} e^{-\frac{n \pi}{w} y} \sin \left(\frac{n \pi}{w} x\right) . \tag{5.28}
\end{equation*}
$$

It can be seen from equation (5.28) that electric potential decays exponentially along the depth of the gap $y$. At a given gap depth $d$, an electric field present at the entrance of the gap will be attenuated at the gap exit. Furthermore, the degree of attenuation is determined by the depth $d$ and width $w$, as can be seen from the ratio of the electric fields, found using $E=-\nabla V$, at the center of well

$$
\begin{equation*}
\frac{E\left(\frac{w}{2}, d\right)}{E\left(\frac{w}{2}, 0\right)}=\operatorname{sech} \pi \frac{d}{w} \tag{5.29}
\end{equation*}
$$

The attenuation is maximized for deeper and narrower wells.

## EMI Honeycomb

The previous analysis reveals that a series of small grounded openings above the Channeltron will allow passage of passage of particles but attenuate electric fields entering the gap and thus prevent beam fields from terminating on the detector. COMSOL was used to simulate
this phenomenon for a 2D grounded opening in the floor of the IPM vacuum chamber shown in figure 5.36. It shows electric field lines entering the gap and terminating on the gap walls in accordance with the electric boundary condition, thus illustrating field attenuation in the gap.

Metallic honeycombs used to reduce electromagnetic interference, or EMI, displayed in figure 5.37 (left), are commercially available in a variety of sizes. By placing one just above the detector, as shown in figure 5.37 (Right), further beam isolation is achieved. Figure 5.38 shows results from simulations on a range of available gap width-depth combinations conducted to find the honeycomb parameters that optimize attenuation while minimizing the influence on the overall design, i.e. shorter gap depth. Due to availability, a gap opening of 3.175 mm was chosen and was found to have an attenuation of 89 dB with a depth of 3.2 mm . These honeycomb parameters reduce the electric field by four orders of magnitude and can be found in off-the-shelf laser welded panels [236]. These do not use adhesives to bond the mesh together, which is a high vacuum requirement.

### 5.5 High Voltage Feedthrough

In order to bring the electrode to the necessary potential for particle collection, a high voltage vacuum feedthrough (HVF) is required. Two aspects of the feedthrough necessitate consideration; both the air-side and the vacuum-side of feedthrough and the electrode connection must be analyzed for arcing hazards.


Figure 5.36 Electric field lines entering a grounded well showing attenuation.


Figure 5.37 (Left) EMI honeycomb. [237] (Right) Location of honeycomb above detectors.


Figure 5.38 Simulated field attenuation for EMI honeycombs with 3.175 mm openings and varying depths.

### 5.5.1 HVF Air Side

## Feedthrough and Air-Side Arcing Hazard

A 125 kV high voltage feedthrough with 304 stainless steel housing, conductor and alumina ceramic insulator is affixed to the upper portion of the vacuum chamber in line with the electrode. Proximity to the surrounding accelerating structure introduces an arcing hazard. While the dielectric strength of atmospheric pressure air is $3 \mathrm{MV} / \mathrm{m}$ [238], the rule-of-thumb to prevent arcing in air is 2.54 cm of distance to ground per 10 kV . For a 120 kV potential, this would require a $\sim 30 \mathrm{~cm}$ radius of clearance around the HVF. This is not realistically feasible.

## Arcing Mitigation

The air-side HVF arcing solution comes in the form of a high dielectric strength potting material. Potting is accomplished by surrounding the HVF in a grounded metal enclosure, as illustrated in figure 5.39, then filling the enclosure with an epoxy resin. Araldite CW1312/HY1300 [239], for example, has a dielectric strength of $12 \mathrm{kV} / \mathrm{mm}$. A minimum distance inside the HVF enclosure of 5.56 cm results in an electric field of $2.16 \mathrm{kV} / \mathrm{mm}$, which is well below the epoxy breakdown limit. The enclosure, HVF, and short high voltage cable attaching to the HVF are potted together as a single unit which is then mounted to the vacuum chamber.

This modular design allows for simplified replacement or repair. Upon exiting the HVF enclosure the high voltage cable connects to a 125 kV rated, $15 \mathrm{k} \Omega$, potted resistor box located in the tunnel close to the IPM location. This box receives the high voltage cable from the electrode power supply located in the RSB. As an additional measure of field reduction, figure 5.40 shows a cap designed to fit over the HVF connector threads to receive the high


Figure 5.39 Cutaway view of air side of the high voltage feedthrough with protective enclosure.


Figure 5.40 HVF electric field reducing screw cap.
voltage cable conductor, which reduces electric field enhancement by the thread edges.

### 5.5.2 HVF Vacuum Side

## Vacuum-Side Arcing Hazard and Modeling

The vacuum side of the HVF presents a similar problem to that addressed in the electrode design. Shown in figure 5.41, the HVF center conductor passes the vacuum chamber wall, inserts into a hole in the electrode, and is held in place with a set screw. Using a concentric cylinder model described by equation (5.8), with a conductor diameter of 4 mm and nearest distance to the surrounding chamber wall of 9.86 cm , a 120 kV potential will induce an electric field of $15.4 \mathrm{kV} / \mathrm{mm}$ on the center conductor surface. This is considerably higher than the predicted UHV arcing limit.

A detailed COMSOL model of a HVF, presented in figure 5.42 (left), was built to simulate arcing mitigation solutions. By installing a custom made Macor sleeve over the exposed HVF center conductor, the electric field in the vacuum can be lowered to $\sim 4 \mathrm{kV} / \mathrm{mm}$ as seen in the right portion of figure 5.42. This insulating sleeve allows the fields generated in vacuum by the HVF to be within the desired max field limit.

## HVF Test Chamber

As a final method of verification, a HVF test chamber, displayed in figure 5.43, was built in order to test the HVF vacuum arcing limit. The chamber consists of a 43.6 cm long stainless steel cylinder with a 19.8 cm inner diameter. Due to availability, a 100 kV feedthrough was attached to the top where the bottom of the cylinder is attached to a vacuum pump. The 100 kV feedthrough has a 4 mm diameter center conductor. The chamber size was chosen to provide a grounded surface the same distance as the closest grounded surface in the real IPM configuration, thus resulting in similar electric field magnitudes. A 3.81 cm diameter metal


Figure 5.41 Complete HVF connection to the electrode.



Figure 5.42 (Left) HVF COMSOL model with cutaway showing interior cross section. (Right) Simulation vacuum electric field magnitude results with insulating sleeve surrounding exposed conductor.


Figure 5.43 HVF test chamber with 4 mm center conductor diameter and 19.8 cm vacuum cylinder inner diameter.
sphere was attached to the end of the center conductor to ensure that the highest field was found on the center conductor surface.

After pumping to a vacuum of $4 \times 10^{-8}$ Torr, the voltage to the HVF was raised, using the same power supply as for the IPM test chamber, until an arc occurred, the potential was raised slowly, which conditioned the test chamber, until a 100 kV potential was both achieved and stable. The test revealed that a conditioned feedthrough could maintain a maximum electric field of $12.8 \mathrm{kV} / \mathrm{mm}$ in a $10^{-8}$ Torr vacuum. While this is guaranteed for the HVF conductor geometry, it strongly supports the assumption that the electrode design should not arc during operation.

### 5.6 IPM Design Summary

A complete IPM system design has been finalized that has the ability to measure SNS ring beam profiles and meets all of the design specifications set out in table 1.2. The design takes into account vacuum breakdown and surface flashover with electrode edge radiusing and HVF conductor insulation. The electrode itself provides a uniform field over the measurement region and incorporates mechanisms for secondary electron suppression.

Furthermore, by taking into consideration beam induced noise with detector shielding, field attenuating honeycomb, isolated feedthroughs, and shielded cables, Channeltron signal fidelity is maximized. A fully assembled image of the vacuum chamber interior is given in figure 5.44. IPM beam influences due to the electrode and higher order magnet multiple components have been determined to be negligible and special consideration has been implemented for wakefield reduction. Corrector magnets are required for the IPM dipole moment beam deflection.


Figure 5.44 IPM vacuum chamber interior.

The full IPM system is composed of a horizontal profile measurement system followed by a vertical profile measurement system where the vertical system is identical to the horizontal excepted that it is rotated by an angle of $90^{\circ}$. With a longitudinal full-system length of 2.23 m and a height from the floor of 2.31 m , both vertical and horizontal profile measurement systems fit within the allotted space. Displayed in figure 5.45 is an exploded front view of the horizontal IPM chamber with electrode and removable front plate. Figure 5.46 shows the same chamber from the back with HVF, detector assembly, and magnet. Finally, given in figure 5.47 is the complete IPM system with horizontal and vertical profile monitor where the corrector magnets have not been included.


Figure 5.45 Horizontal IPM exploded front view.


Figure 5.46 Horizontal IPM chamber exploded rear view.


Figure 5.47 Complete IPM system with horizontal and vertical profile monitors.

## Chapter 6

## Summary

### 6.1 Overall Project Summary

This work presents the study, analysis, and design of an ionization profile monitor system for the SNS ring. A history of IPM development was presented that showed the technological development and current state of this type of beam diagnostic. A set of design parameters required to produce accurate turn-by-turn profiles for a production quality beam in SNS was then set forth. Based on first principles, the basic assumptions necessary to develop a theoretical framework for an IPM were proposed, which required the derivation of the theory of beam-gas interaction based on relativistic energy transfer. Beam energy loss leading to primary and secondary ionization was analyzed in order to determine pair production values for various gases. A detailed study of the residual gas at the IPM location through an RGA and pressure analysis allowed the estimation of ions and electrons created through ionization. Additionally, an analysis of the SNS electron cloud was performed to determine its influence on IPM profiles.

Once estimates for the expected signal had been determined, based on theoretical examination of measured gas data, a simulation study was reported that analyzed the IPM
operational parameters through particle trajectory tracking. The SNS ORBIT Runge-Kutta tracker was used as a building block to study longitudinal and transverse particle trajectory properties in a variety of electric and magnetic fields including beam space charge. Based on the trajectory study, design parameters and system limitations were established leading to profile measurement with electrons.

A detailed system accuracy study was performed based on a Monte Carlo method of profile generation subject to expected errors. The spatial accuracy was estimated and revealed further system constraints required in order to meet the design criteria. Likewise, investigation of the time resolution led to a data acquisition regime that preserves turn-byturn resolution. The importance of secondary electron emission noise was identified as a major source of profile error.

An IPM test chamber was designed and built to test the basic IPM principles of turn-by-turn measurement with a Channeltron. The test chamber was vital in identifying unanticipated sources of beam and environmental signal noise. Results of the test chamber modifications gave rise to further design criteria necessary to obtain clean ionized particle measurements. Finally, each of the major IPM system design components was outlined in detail. Theoretical justification was given for many of the design decisions and all previously determined design criteria were implemented.

### 6.2 Future Work

While this work presents a detailed description and design of an SNS IPM system, a significant effort is required to bring the design to a physical and usable conclusion. Along with the design drawings, the majority of the components have been specified and quoted for
pricing. At the time of this writing, the cost for the complete IPM, composed of horizontal and vertical monitors, was $\sim \$ 500,000$ with an approximate lead time of 1 year for fabrication. Upon receipt of components, system assembly and lab testing in order to verify the system's ability to operate at the required voltage, measurement and verification of magnet multipole strengths, testing of Channeltron operation, and cable distortion need to be performed. Subsequently, upon assembly of the actuator and detector, Labview code needs to be developed for the system's data acquisition, signal processing, actuator control, and power supply management. Considering that the final goal is control room usability, the IPM software must be made user-friendly and compatible with the SNS accelerator control system.

Furthermore, SNS protocol requires the system to have built in safety features, such as a power supply shut off mechanism in the event of accelerator maintenance for the purpose of personnel protection. The IPM must also be tied into the larger accelerator protection system. Finally, commissioning of the IPM requires installation in the beamline and troubleshooting of unexpected system errors. Inevitably some measure of system modification will be required. Once the IPM profile accuracy has been compared with ORBIT simulations and the electron scanner profile monitor, the system may be turned over to accelerator operators as a verified ring profile diagnostic tool.

While it was determined the IPM would not be able to produce ion-based profiles with the required spatial accuracy, the system design supports ion collection. It was a goal of this project to design a system capable of measuring ion profiles that could eventually be used to study ion profile measurement methods. Determining a beam-based space-charge profile calibration would be a significant contribution to IPM technology and the system
proposed here has the capability to support such research
Upon successful installation and operation of the IPM, an upgrade to the system would involve replacing the movable single detector with an array of detectors. A row of contiguous detectors would eliminate the necessity for an actuator while greatly reducing measurement time. Such an upgrade would require a power supply control system for each detector as well as a method for in-situ detector calibration.

### 6.3 Final Remarks

An ionization profile monitor has been designed for the SNS ring that has the ability to measure turn-by-turn horizontal and transverse beam profiles for a full 60 Hz , production quality beam. With a measurement time of $<5$ minutes, the IPM system will have an estimated transverse measurement accuracy of $4.9 \%$ with a $2 \%$ uncertainty using ionized electrons. Signal processing and system design allows for $1 \mu$ s resolution with a rise time $\leq 20 \mathrm{~ns}$ or a 3 dB bandwidth $\geq 17.5 \mathrm{MHz}$. In order to sustain a 120 kV potential the IPM electrode has been designed to sustain a maximum $4.5 \mathrm{kV} / \mathrm{mm}$ electric field. Additionally, higher order magnet multipole components are $<1 \%$ at a reference radius of 12.78 cm . While the electrode produces $<0.5$ mrad of beam deflection, the IPM magnets do not and therefore require corrector magnets. In conclusion, an IPM system design satisfying all of the required design criteria has been successfully completed for the Spallation Neutron Source accumulator ring.
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Appendices

## Appendix A

## Model Assumptions

## Fundamental Interactions

Of the observable fundamental interactions, strong, weak, electromagnetic and gravity, the strong force, responsible for holding protons and neutrons together in the nucleus and quarks together to form hadrons, is the strongest. The relative strengths of these forces, e.g. weak and strong, may be compared through their dimensionless coupling constants that determine the strength of the force in an interaction. From observed data it has been found that the nuclear strong force coupling constant $\alpha_{s} \approx 1$ [240]. The electromagnetic force coupling constant is known as the "fine structure constant" and is defined as $=e^{2} / 4 \pi \varepsilon_{0} \hbar c=1 / 137$. Thus, the strong force is two orders of magnitude stronger than the electromagnetic force.

The strengths of the weak and strong forces may be compared through decay times for separate processes governed by each that yield the same products. The result is that $\alpha_{w} / \alpha_{s} \approx 10^{-6}$ [241]. The ratio of the gravitational force to the electromagnetic force is found by dividing the force due to gravity between two particles by the force due to the electric field of those same two particles. Using the forces between an electron and a proton, since the orbital electrons are the primary interaction particle with the incident proton, this yields $\alpha_{g} / \alpha=F_{\text {gravity }} / F_{\text {electric }}=4.4 \times 10^{-40}$ so $\alpha_{g} \approx 10^{-42} \alpha_{s}$. Because gravity and the weak force are orders of magnitude smaller than the strong and electromagnetic forces, they constitute negligible contributions to the interaction between a charged particle and an absorbing medium.

The electromagnetic interaction expressed by the Lorentz force,

$$
\begin{equation*}
\vec{F}=q(\vec{E}+\vec{v} \times \vec{B}), \tag{A.1}
\end{equation*}
$$

has infinite range, as seen by the $1 / r^{2}$ behavior of both the electric field contribution in Coulomb's law

$$
\begin{equation*}
\overrightarrow{E^{\prime}}=\frac{1}{4 \pi \varepsilon_{0}} \frac{q}{r^{2}} \hat{r} \tag{A.2}
\end{equation*}
$$

where $\varepsilon_{0}$ is the permittivity of free space, and the magnetic field of a charge $q$ moving with constant velocity $\vec{v}$,

$$
\begin{equation*}
\vec{B}=\frac{1}{c^{2}} \vec{v} \times \vec{E}=\frac{\mu_{0}}{4 \pi} q \frac{\vec{v} \times \hat{r}}{r^{2}} \tag{A.3}
\end{equation*}
$$

where $r$ is the distance from the charge to the observation point and $\hat{r}$ is the unit vector in the direction of $r$. While the strong force is the strongest of the possible interactions, its range is on the order of a few femtometers. Therefore, the nuclear interaction cross-section is typically less than that for Coulomb interactions. This fact coupled with the low IPM gas density, makes the probability of nuclear reactions negligible.

The magnitude of the transverse component of the magnetic field of a relativistic charged particle with velocity $\beta_{p} c$ may be shown (see Appendix C for a derivation of relativistic charged particle fields) to be

$$
\begin{equation*}
\left|B_{\perp}\right|=\frac{\beta_{p}}{c}\left|E_{\perp}\right| . \tag{A.4}
\end{equation*}
$$

The magnetic component of the Lorentz force (A.1) experienced by an orbital electron with charge $q$ and velocity $\beta_{e} c$ due to a relativistic projectile is then

$$
\begin{equation*}
\vec{F}_{B}=q \vec{\beta}_{e} c \times \vec{B} \Rightarrow F_{B}=q \beta_{e} c B_{\perp}=q \beta_{e} \beta_{p} E_{\perp}=\beta_{e} \beta_{p} F_{E} \tag{A.5}
\end{equation*}
$$

where $F_{E}=q E$ is the magnitude of the electric field portion of the Lorentz force. The orbital
velocity of a ground state electron is related to the speed of light and the fine structure constant as $c / \alpha$, which is $0.007 c$. Using this with the SNS proton velocity of $\beta_{p}=0.86 c$, we obtain a magnetic field component which is $0.6 \%$ that of the electric field. Therefore, the magnetic field may be considered as a negligible contribution to the ionizing force.

Coulomb interactions between high energy protons and residual gas molecules are the primary mechanism for the energy transfer required for ionization in the IPM. Elastic collisions are those in which energy is transferred from one particle to another but the total kinetic energy and momentum is conserved. Collisions in which a negligible fraction of kinetic energy is transferred to the target particle are also considered elastic. Coulomb scattering is the general term used to describe elastic Coulomb collisions, and most interactions can be characterized as elastic within certain limits. In inelastic collisions, kinetic energy is transformed into intrinsic energy such as nuclear excitation, atomic excitation, ionization, radiation, or charge exchange. However, in the IPM residual gas, it is not necessary to consider all electromagnetic energy transfer processes.

As with the case of nuclear interactions via the strong force, nuclear excitations to higher energy states due to Coulomb collisions with the nucleus are negligible.

Bremsstrahlung is a form of electromagnetic radiation produced by the deceleration, or deflection, of an energetic charged particle by another. While it is possible to produce bremsstrahlen through inelastic Coulomb collisions of beam protons with the nucleus of a gas molecule, the process is negligible due to the mass dependence of the bremsstrahlung cross section and the high mass of baryons.

Charge exchange, the process by which a charge is transferred from a neutral atom or molecule to an ion, is normally the most important inelastic collision due to the relatively
small amount of energy required when to compared to other processes. However, for the case of 1 GeV protons, $v^{2} / u^{2} \gg 1$, where $v$ is the relative velocity and $u$ is the atomic electron velocity. In this highly energetic region the charge exchange cross-section falls off very rapidly with increasing relative velocity $v$. For example, the cross-section falls off as $v^{-12}$ for the transfer of a $1 s$ neutral gas electron into a $1 s$ state with the proton. Charge exchange may therefore be considered inconsequential when compared to ionization and excitation crosssections that fall off as $v^{-2} \log \alpha v$ [19].

Coherent effects arise from the diffraction of the incoming particle wave with the target particle as well as interference produced by the superposition of incident and diffracted waves from several atoms at once. This type of scattering is primarily governed by the interatomic spacing given by the mean free path between particles $\ell=(n \sigma)^{-1}$ where $n$ is the particle density and $\sigma$ is the particle cross-section. The mean free path, defined as the average distance between collisions, in an ideal gas of identical particles having a Maxwellian distribution with temperature $T$ and pressure $P$, can be shown [242] to be

$$
\begin{equation*}
\ell=\frac{k_{B} T}{\sqrt{2} \pi d^{2} P} \tag{A.6}
\end{equation*}
$$

where $k_{B}$ is Boltzmann's constant and $d$ is the diameter of the gas molecule. For a nominal IPM of pressure of $2.0 \times 10^{-8}$ Torr and an average molecular diameter of $2.8 \AA$, the mean free path of the IPM gas prior to beam passage is 4.2 km . The de Broglie wavelength for a 1 GeV proton is $7.8 \times 10^{-16} \mathrm{~m}$. Because coherent scattering requires the wavelength of the incident particle be on the order of the interatomic distance between target particles, the proton wavelength $\lambda \ll \ell$ means that coherent scattering can be ignored.

Energetic heavy charged particles primarily lose energy through incoherent inelastic

Coulomb collisions with orbital electrons resulting in excitation and ionization. In excitation, atomic electrons absorb energy exactly equal to the energy between electronic excitation states. Due to the $1 / r^{2}$ behavior of the Coulomb force and to screening by the inner electrons, the outermost electrons are most weakly bound to the nucleus and therefore require the least energy to remove. This energy is referred to as the ionization energy, while the term binding energy is used to refer to the energy required to remove all of the electrons from an atom [243]. When analyzing the energy transfer required for ionization, the complicated case of proton collisions with gaseous molecules can be simplified to collisions with the valence electron having the least ionization energy.

## Point-Particle Assumption

Additional simplifications may be made. The 1 GeV proton de Broglie wavelength is small compared to the electron wavelength of $\sim 10^{-9} \mathrm{~m}$ and to atomic dimensions of $\sim 10^{-10} \mathrm{~m}$. Therefore, diffraction effects with individual atoms or electrons are negligible and the proton can be regarded as a point particle, thus allowing collisions to be treated classically. The kinetic energy of gas molecules derived from kinetic theory and the ideal gas law allow for the calculation of the root-mean-squared velocity for ideal gas molecules with temperature $T$ and mass $m$ through the equation

$$
\begin{equation*}
v_{r m s}=\sqrt{\frac{3 k_{B} T}{m}} . \tag{A.7}
\end{equation*}
$$

As seen in section 2.2.1, the lightest molecule in the IPM residual gas is the hydrogen molecule $\mathrm{H}_{2}$ and thus characterizes the fastest gas particle. Using the hydrogen molecule mass and a temperature of 297 K , equation (A.7) gives an RMS velocity of $1914 \mathrm{~m} / \mathrm{s}$. The proton velocity is 5 orders of magnitude larger and the residual gas can be considered to be at
rest. Likewise, the velocity of a ground state electron is less than $1 \%$ the speed of light, and so the energetic protons collide with orbital electrons that are assumed to be at rest.

## Appendix B

## Cross Section \& Rutherford Scattering

## Center-of-Mass Frame

Elastic coulomb scattering, also known as Rutherford scattering after Earnest Rutherford whose experiments and derivations helped define the current atomic structure, can be derived classically by studying the kinematics of elastic collisions between charged particles interacting through the Coulomb force. The same result may be acquired with quantum mechanics as well and may be found in [244].

Consider a projectile particle of mass $m$ and initial momentum $P_{P_{i}}=m v_{0}$ with initial position $\vec{r}_{P_{i}}$ incident on a target particle with mass $M$, initial $\vec{r}_{T_{i}}$ position, and momentum $P_{T_{i}}=0$ in the Lab frame. The center-of-mass position vector and velocity vector, $\vec{R}_{C M}$ and $\vec{V}_{C M}$, are given by

$$
\begin{gather*}
\vec{R}_{C M}=\frac{m \vec{r}_{P}+M \vec{r}_{T}}{m+M}  \tag{B.1}\\
\vec{V}_{C M}=\frac{m \vec{v}_{P}+M \vec{v}_{T}}{m+M}  \tag{B.2}\\
m_{r}=\frac{m M}{m+M} \tag{B.3}
\end{gather*}
$$

where $\vec{v}_{P}$ and $\vec{v}_{T}$ are the projectile and target velocities and $m_{r}$ is the reduced mass. Figure B. 1 shows a scattering diagram in the lab frame where the particles are separated by an impact parameter $b$ defined as the perpendicular distance between the projectile velocity $\vec{v}_{T}$ and the target.

A collision is specified by scattering angles $\varphi$ and $\psi$ by representing the collision in


Figure B. 1 Lab frame representation of scattering of projectile $P$ by target $T$ separated by impact parameter $b$ where subscript $i$ indicates initial values and subscript $f$ denotes final values. $r_{m}$ and $r_{M}$ are the respective distances from the projectile and target particles to the center of mass at a particular time.
the center-of-mass frame as depicted in figure B. 2 (a) where the origin is coincident with the center of mass. In the center-of-mass frame an elastic collision is defined as having the total momentum, energy, and angular momentum conserved throughout the interaction and may be described by a single scattering angle $\theta$. It can be shown [244] that particles interacting through a $1 / \mathrm{r}$ potential such as the electromagnetic interaction will have trajectories given by hyperbolas with the hyperbolic line of symmetry passing through the center of mass in the center-of-mass frame, as shown in figure B. 2 (a). The force equations of projectile and target position vectors $\vec{r}_{P}$ and $\vec{r}_{T}$, are given by Newton's second and third laws as

$$
\begin{equation*}
\vec{F}_{P}=m \frac{d^{2} \vec{r}_{P}}{d t^{2}} \tag{B.4}
\end{equation*}
$$



Figure B. 2 (a) Two particle collision in the center of mass reference frame. (b) Single particle equivalent of two-particle collision via a radial force $\overrightarrow{\boldsymbol{F}}(\boldsymbol{r})$.

$$
\begin{equation*}
\vec{F}_{T}=M \frac{d^{2} \vec{r}_{T}}{d t^{2}}=-\vec{F}_{P} \tag{B.5}
\end{equation*}
$$

Multiplying equation (B.4) by $M$ and (B.5) by $m$ and subtracting (B.5) from (B.4) gives the force on the projectile

$$
\begin{equation*}
\vec{F}_{P}=m_{r} \frac{d^{2}}{d t^{2}}\left(\vec{r}_{P}-\vec{r}_{T}\right) \tag{B.6}
\end{equation*}
$$

where $\vec{r}=\vec{r}_{P}-\vec{r}_{T}$ is the position vector from the target particle to the projectile. Equation (B.6) allows for the interaction between two particles to be replaced by an equivalent system of one particle in a central field with reduced mass $m_{r}$ as shown in figure B. 2 (b). A particle moving in a central repulsive field has a hyperbolic trajectory with the scattering center located at the hyperbola's outer focus, while for attractive fields, such as when the interacting particles have opposite charges, the scattering center is at the inner focus.

## Impact Parameter

The change in momentum can be calculated using the impulse equation and Coulomb force.
Due to the cancelation of the component of force perpendicular to the symmetry line in Figure B. 2 (b), the change in momentum is along the symmetry. From the Coulomb force between the projectile with charge $q_{m}$ and target $q_{M}$

$$
\begin{equation*}
\vec{F}=\frac{1}{4 \pi \varepsilon_{0}} \frac{q_{m} q_{M}}{r^{2}} \hat{r} \tag{B.7}
\end{equation*}
$$

the change in momentum is found to be

$$
\begin{equation*}
I=\Delta P=\int_{-\infty}^{\infty} F d t=2 \int_{0}^{\infty} F \cos \phi d t=2 \frac{q_{m} q_{M}}{4 \pi \varepsilon_{0}} \int_{0}^{\infty} \frac{\cos \phi}{r^{2}} d t \tag{B.8}
\end{equation*}
$$

where $\phi$ is the angle between the line of symmetry and the projectile position vector. From the scattering geometry, shown in figure B.3, along with the elastic collision condition that


Figure B. 3 Scattering geometry for an elastic collision giving the change in momentum as a function of initial momentum and scattering angle.
$\left|\vec{P}_{i}\right|=\left|\vec{P}_{f}\right|$ the change in momentum is found to be

$$
\begin{equation*}
\Delta P=2 m_{r} v_{0} \sin \frac{\theta}{2} \tag{B.9}
\end{equation*}
$$

Since $b$ is perpendicular to the momentum at all times

$$
\begin{equation*}
\vec{L}=\vec{r} \times \vec{P} \Rightarrow m_{r} v_{0} b=m_{r} r^{2} \frac{d \phi}{d t} \tag{B.10}
\end{equation*}
$$

Solving (B.10) for $r^{2}$ and substituting into (B.8), along with a change of limits to the angle between the symmetry line and the hyperbolic asymptotes, gives

$$
\begin{equation*}
2 \frac{q_{m} q_{M}}{4 \pi \varepsilon_{0}} \frac{1}{v_{0} b} \int_{0}^{\frac{\pi-\theta}{2}} \cos \phi d \phi=2 m_{r} v_{0} \sin \frac{\theta}{2} \tag{B.11}
\end{equation*}
$$

By integrating equation (B.11) and solving for the impact parameter $b$ can be found to be related to the scattering angle through

$$
\begin{equation*}
b=\frac{q_{m} q_{M}}{4 \pi \varepsilon_{0} m_{r} v_{0}^{2}} \cot \frac{\theta}{2}=d \cot \frac{\theta}{2} \tag{B.12}
\end{equation*}
$$

where

$$
\begin{equation*}
d=\frac{q_{m} q_{M}}{4 \pi \varepsilon_{0} m_{r} v_{0}^{2}} \tag{B.13}
\end{equation*}
$$

is the distance of closest approach in a head-on collision when $b=0$ and $\theta=\pi$.

## Cross Section

When studying the interactions between energetic particles impinging on matter, the interaction cross-section concept is often used to express the probability of a particular process occurring. The basic concept is derived from the purely classical picture of point-like particles incident on an area $A$ that encloses spherical volumes with cross-section $\sigma$ centered on each target particle. The volumes are defined such that there is a $100 \%$ probability of interaction if the incident particle lands within the sphere and $0 \%$ if it does not.

The classical model can be extended to more accurate representations as seen in figure B. 4 where the thickness of the target matter, $d x$, is small enough to ensure that no cross-sectional areas overlap and that the target area $A$ includes $n$ targets per unit volume, each with cross-section $\sigma$. The probability of an interaction $P$ is then

$$
\begin{equation*}
P=\frac{\text { interaction area }}{\text { total area }}=\frac{n \sigma A d x}{A}=n \sigma d x \tag{B.14}
\end{equation*}
$$



Figure B. 4 Physical model of classical cross section.
where the cross-section, while still carrying the dimensions of area, is dependent on many factors. These include type of interaction, particle energy, as well as size and structure of the target, where $\sigma$ is visualized more as a probability than a physical area. Not only can the cross-section have different values for the same target material depending on incident particle energy and type but different types of collision cross-sections for different physical processes, such as elastic, inelastic or nuclear scattering. These can vary as well and can be summed as

$$
\begin{equation*}
\sigma_{\text {Total }}=\sigma_{\text {Elastic }}+\sigma_{\text {Inelastic }}+\sigma_{\text {Nuclear }} \tag{B.15}
\end{equation*}
$$

to give a total cross-section [80].

## Differential Scattering Cross-Section

It is also useful to define cross-sections that give a measure of the spatial distribution of particles scattering off of matter. The principle is illustrated in figure B. 5 where particles incident on a scattering center $q$ will be scattered into a solid angle $d \Omega_{s}$ which is a twodimensional angle whose vertex is coincident with the scattering center and describes a cone of observance defined by scattering angle between $\theta$ and $\theta+d \theta$. The differential crosssection is defined to be the scattered intensity $I_{\mathrm{s}}$ (the number of particles scattered into a solid angle $d \Omega$ at a given angle $\theta$ per unit of solid angle per time) divided by the incident intensity $I_{\mathrm{o}}$ (the number of incident particles per scattering center per area per time) as

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{I_{s}}{I_{0}}=\frac{\text { Scattered Intensity }}{\text { Incident Intensity }} . \tag{B.16}
\end{equation*}
$$

The solid angle is subtended by an object projected on the surface of a sphere. In a similar way an arc is related to the angle it subtends, $s=r \theta$, the area of a cap on the surface of a sphere with radius $r$ is $A=\Omega r^{2}$. The element of solid is defined in relation to the


Figure B. 5 Physical representation of the differential scattering cross-section ${ }^{16}$ [245].
spherical angles $\theta$ and $\phi$ for the unit circle as $d \Omega=\sin \theta d \theta d \phi$. For the axial symmetric case shown in figure B.5,

$$
\begin{equation*}
d \Omega=\frac{d A}{r^{2}}=\frac{(r d \theta) \cdot(2 \pi r \sin \theta)}{r^{2}}=2 \pi \sin \theta d \theta \tag{B.17}
\end{equation*}
$$

The probability of scattering into $d \Omega_{s}$ is then given by equation (B.16) where the total cross section is

$$
\begin{equation*}
\sigma=\int \frac{d \sigma}{d \Omega} d \Omega \tag{B.18}
\end{equation*}
$$

The number of particles scattered between the angles $\theta$ and $\theta+d \theta$ is equal to the number incident $N_{I}$ with impact parameters between $b$ and $b+d b$ which traces an annulus with cross-sectional area $d \sigma$, as illustrated in Figure B.5. Given an incident intensity $I_{0}$,
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$$
\begin{equation*}
N_{I}=I_{0} d \sigma=I_{0} 2 \pi b d b=I_{0} 2 \pi b\left|\frac{d b}{d \theta}\right| d \theta \tag{B.19}
\end{equation*}
$$

\]

where the modulus of $d b / d \theta$ must be taken in order to maintain a positive number of incident particles since the impact parameter decreases with increasing $\theta$ making the slope negative. The differential cross section may be obtained by using the equation for the impact parameter (B.13) and its derivative with respect to $\theta$

$$
\begin{equation*}
\frac{d b}{d \theta}=-\frac{d}{2} \frac{1}{\sin ^{2} \frac{\theta}{2}} \tag{B.20}
\end{equation*}
$$

along with the double angle formula $\sin 2 x=2 \sin x \cos x$ and the definition of the element of unit solid angle (B.17),

$$
\begin{equation*}
I_{0} d \sigma=I_{0} 2 \pi d \cot \frac{\theta}{2} \frac{d}{2} \frac{1}{\sin ^{2} \frac{\theta}{2}}=I_{0} \frac{d^{2}}{4} \frac{1}{\sin ^{4} \frac{\theta}{2}} 2 \pi \sin \theta d \theta=I_{0} \frac{d^{2}}{4} \frac{1}{\sin ^{4} \frac{\theta}{2}} d \Omega . \tag{2.21}
\end{equation*}
$$

The resulting differential scattering cross section then becomes

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{d^{2}}{4} \frac{1}{\sin ^{4} \frac{\theta}{2}}=\frac{1}{4}\left(\frac{Z_{m} Z_{M} e^{2}}{4 \pi \varepsilon_{0} p v}\right)^{2} \frac{1}{\sin ^{4} \frac{\theta}{2}} \tag{B.22}
\end{equation*}
$$

where $Z_{m}$ and $Z_{M}$ are the projectile and target charge number, $p$ and $v$ are the momentum and velocity of the projectile. Equation (B.22) is the differential Rutherford scattering cross section for the case where $m \ll M$, while also neglecting target recoil. In the limit where the projectile mass is much smaller than the target mass, the reduced mass $m_{r} \cong m$. It is important to note that expression (B.22) is the same for like charges or opposite charge. It is also valid for relativistic particles with momentum $p=\gamma \beta m c$.

## Appendix C

## Relativistic Beam Characteristics

In order to gain a complete understanding of relativistic energy transfer leading to residual gas ionization, it is necessary to analyze the electromagnetic fields of moving charges. Beginning with Maxwell's equations in matter ${ }^{17}$

$$
\begin{gather*}
\vec{\nabla} \cdot \vec{D}=\rho_{f}  \tag{C.1}\\
\vec{\nabla} \cdot \vec{B}=0  \tag{C.2}\\
\vec{\nabla} \times \vec{E}=-\frac{\partial \vec{B}}{\partial t}  \tag{C.3}\\
\vec{\nabla} \times \vec{H}=\vec{J}_{f}+\frac{\partial \vec{D}}{\partial t} . \tag{C.4}
\end{gather*}
$$

where $\vec{D}=\varepsilon \vec{E}$ and $\vec{B}=\mu \vec{H}$ are the constitutive relations for a linear, homogeneous, isotropic medium in which $\varepsilon$ is the permittivity and $\mu$ the permeability.

A particle moving with a velocity $\vec{v}=v \hat{y}$ can be considered at rest in a system $S^{\prime}$ moving with the same velocity relative to a stationary system $S$ as illustrated in figure C.1. The particle with point charge $q$ has a uniform radial electric field in $S^{\prime}$ given by Coulomb's law. At time $t=t^{\prime}=0$ the origins of $S$ and $S^{\prime}$ are coincident and the particle passes a point $P$ in system $S$ with coordinates $(0,0, b)$ and $\left(0,-v t^{\prime}, b\right)$ in $S^{\prime}$. The Lorentz transformation for a boost along the $\hat{y}$ direction is given by
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Figure C. 1 Particle with charge $q$ at rest in system $S^{\prime}$ moving with a velocity $v$ relative to $S$ and passing a point $P$ with impact parameter $b$.

$$
\begin{gather*}
t^{\prime}=\gamma\left(t-\frac{v}{c^{2}} y\right) \\
x^{\prime}=x  \tag{C.5}\\
y^{\prime}=\gamma(y-v t) \\
z^{\prime}=z .
\end{gather*}
$$

From the general Lorentz transformation of electromagnetic fields from a moving system $S^{\prime}$ with velocity $\vec{v}$ to $S$ given in [74], the inverse Lorentz transformations in SI units can be found to be

$$
\begin{align*}
\vec{E} & =\gamma\left(\overrightarrow{E^{\prime}}-\vec{v} \times \overrightarrow{B^{\prime}}\right)+(1-\gamma) \frac{\overrightarrow{E^{\prime}} \cdot \vec{v}}{v^{2}} \vec{v} \\
\vec{B} & =\gamma\left(\overrightarrow{B^{\prime}}+\frac{1}{c^{2}} \vec{v} \times \overrightarrow{E^{\prime}}\right)+(1-\gamma) \frac{\overrightarrow{B^{\prime}} \cdot \vec{v}}{v^{2}} \vec{v} . \tag{C.6}
\end{align*}
$$

By using equations (C.6) to transform the electric field of a stationary charge with no magnetic field given by (A.1) in the moving system $S$ ' shown in figure C. 1 and equations (C.5) to express the fields in a lab frame $S$, the fields of a relativistic charged particle are found to be

$$
\begin{gather*}
E_{y}=-\frac{q}{4 \pi \varepsilon_{0}} \frac{\gamma v t}{\left(b^{2}+\gamma^{2} v^{2} t^{2}\right)^{3 / 2}} \\
E_{z}=\frac{q}{4 \pi \varepsilon_{0}} \frac{\gamma b}{\left(b^{2}+\gamma^{2} v^{2} t^{2}\right)^{3 / 2}}  \tag{C.7}\\
B_{x}=\frac{\beta}{c} E_{z}
\end{gather*}
$$

and are shown graphically in figure C. 2 (a) and (b). Equations (C.7) illustrate that, while the stationary particle has no magnetic component, a moving charge gains a magnetic field that becomes almost equal to $E_{z}$ as $\beta \rightarrow 1$.

In figure C. 2 (b) it can be seen that the integrated longitudinal force at $P$ experienced by a test particle, as defined by the Lorentz force, equation (A.1), cancels out as

$$
\begin{equation*}
F_{z}=\int_{-\infty}^{\infty} q E_{z} d t=0 \tag{C.8}
\end{equation*}
$$

and therefore an observer at $P$ will experience only transverse fields. The time during which the transverse fields are appreciable decreases with increased velocity as $\Delta t \cong b / \gamma v$. This is further illustrated by the spatial representation of the electric field in figure C. 2 (d) which shows a reduction in the direction of motion by a factor of $\gamma^{-2}$ while the transverse field increases by a factor of $\gamma$. The net effect is that a residual gas particle in the beam pipe will only experience a very short pulse of force perpendicular to the beam direction, where the length of the pulse $\Delta t$ will place a condition on the minimum energy transfer in an inelastic collision between a heavy charged particle and orbital electron.

(a)


$$
v=0
$$

(c)

(b)

$v=0.9 c$
(d)

Figure C. 2 Graphical representation of the fields of a uniformly moving charged particle. (a) \& (b) Fields at point $P$ in Figure C. 1 as a function of time ${ }^{18}$ [74]. (c) \& (d) Spatial representation of the electric field lines emanating from the position of a charge at rest and with velocity $\mathbf{9 0 \%}$ the speed of light, respectively. [246]
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## Appendix D

## Beam Envelope Parameters

## Beam Coordinates

An accelerator utilizes electromagnetic fields in the form of the Lorentz force

$$
\begin{equation*}
\vec{F}=q(\vec{E}+\vec{v} \times \vec{B}) \tag{D.1}
\end{equation*}
$$

to accelerate and guide a charged particle to its final destination. Since magnetic fields can do no work, longitudinal electric fields are used for acceleration while magnetic fields are used to manipulate the particle trajectory. There exists a reference or ideal trajectory that a particle would follow if it passed without error through all accelerator components. However, due to errors induced by accelerating fields in addition to the natural divergence of a beam of likecharged particles, individual particles follow paths that deviate from the reference path and without a form of focusing would quickly be lost.

A standard coordinate system used in accelerator applications is shown in figure D. 1 which defines a longitudinal coordinate $\hat{s}$ that is tangential to the ideal trajectory and orthogonal unit vectors $\hat{x}$ and $\hat{y}$ defining the transverse plane whose origin is at location $s$ along the ideal beam path. The local reference trajectory radius is $\rho(s)$.

## Transverse Dynamics

For an accelerating structure composed mainly of linear focusing elements and for small displacements around the reference trajectory, the magnetic field, which by design has no longitudinal component, may be expanded to first order as


Figure D. 1 Curvilinear beam particle coordinate system.

$$
\begin{equation*}
\vec{B}=\left(B_{x}(0,0)+\frac{\partial B_{x}}{\partial y} y+\frac{\partial B_{x}}{\partial x} x\right) \hat{x}+\left(B_{y}(0,0)+\frac{\partial B_{y}}{\partial x} x+\frac{\partial B_{y}}{\partial y} y\right) \hat{y} \tag{D.2}
\end{equation*}
$$

The first terms in the transverse components of (D.2) are uniform fields corresponding to dipole magnets which are primarily useful for trajectory bending. The second terms in equation (D.2) which describe the field of a quadrupole magnet, provide the necessary forces to focus the beam. In the current-free region of the magnetic aperture, Maxwell's equation $\vec{\nabla} \times \vec{B}=0$ dictates that the transverse gradients be equal

$$
\begin{equation*}
\frac{\partial B_{x}}{\partial y}=\frac{\partial B_{y}}{\partial x} \tag{D.3}
\end{equation*}
$$

As such, the magnetic component of the Lorentz force $q \vec{v} \times \vec{B}$ produces a focusing force in one transverse dimension and a defocusing force in the other. A configuration of focusing and defocusing quadrupoles produces a net focusing effect [247] and causes a beam particle to oscillate about the ideal trajectory. These oscillation, known as betatron oscillations, are described by the solution to the transverse equation of motion ${ }^{19}$ for a particle assuming no coupling between directions
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$$
\begin{align*}
& \frac{d^{2} x}{d s^{2}}+K(s) x=0 \\
& \frac{d^{2} y}{d s^{2}}+K(s) y=0 \tag{D.4}
\end{align*}
$$
\]

$K(s)$ acts as a position dependent restoring force and is proportional to the quadrupole field gradient during passage through a quadrupole magnet.

The solutions to equations (D.4), which is called Hill's equation, have the form of generalized harmonic oscillators [159]. The solution in the horizontal transverse dimension is

$$
\begin{equation*}
x(s)=\sqrt{\varepsilon \beta(s)} \cos \left(\psi(s)+\psi_{0}\right) \tag{D.5}
\end{equation*}
$$

where $\psi(s)$ is the position dependent phase of the particle and $\psi_{0}$ the initial phase. $\beta(s)$ is called the beta function and describes the envelope inside which a particle oscillates about the reference trajectory as illustrated in figure D.2. The beta function is one of three parameters, known as Twiss or Courant-Snyder parameters characterizing the transverse motion. The remaining parameters are


Figure D. 2 Graphical representation of betatron oscillation about the ideal trajectory of a particle traversing focusing and defocusing quadrupoles. Quadrupole elements are represented with optical lenses.

$$
\begin{align*}
& \alpha(s)=-\frac{1}{2} \frac{d \beta(s)}{d s}  \tag{D.6}\\
& \gamma(s)=\frac{1+\alpha(s)^{2}}{\beta(s)} . \tag{D.7}
\end{align*}
$$

## Beam Size

The equations of motion (D.6) and it's derivative with respect to $s, x^{\prime}$, satisfy the equation

$$
\begin{equation*}
\gamma(s) x^{2}+2 \alpha(s) x x^{\prime}+\beta(s) x^{\prime 2}=\varepsilon \tag{D.8}
\end{equation*}
$$

where $\varepsilon$ is termed the emittance and is the same quantity found in equation (D.5) . Equation (D.8) is the general equation of an ellipse in phase space ${ }^{20}\left(x, x^{\prime}\right)$ with area

$$
\begin{equation*}
\int_{\text {ellipse }} d x d x^{\prime}=\pi \varepsilon \tag{4.9}
\end{equation*}
$$

This phase space ellipse may change orientation and eccentricity depending on position in the accelerating structure, but the area remains the same. Each beam particle will be found somewhere on its respective ellipse with its position on the ellipse determined by $\psi(s)$, as illustrated in figure D. 3 (a). Also shown in figure D. 3 (a) are the physical dimensions of the phase space ellipse described through Twiss parameters.

A collection of beam particles may be described by a phase space ellipse encompassing a particular fraction of the beam particles. It has been shown [159] that for a Gaussian distribution of beam particles of width $\sigma$, the phase space ellipse with a fraction $F$ of the total beam particles may be defined such that
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Figure D. 3 (a) Phase space ellipse for a single particle showing the dimensions of the ellipse defined through Twiss parameters and individual particle locations in phase space as a function of different longitudinal locations $s_{\mathrm{n}}$. (b) Phase space ellipses for an entire beam for different fractions of the encompassed beam.

$$
\begin{equation*}
\varepsilon=-\frac{2 \pi \sigma^{2}}{\beta} \ln (1-F) \tag{4.10}
\end{equation*}
$$

While there is no uniform definition in the accelerator community of the choice of $F$ to define a standard emittance, a fraction of $39 \%$ is typically used to produce an RMS beam emittance of $\pi \sigma_{r m s}^{2} / \beta$. A typical value use in SNS is the $99 \%$ emittance $\varepsilon_{99 \%}=10 \varepsilon_{r m s}$. The beam size ${ }^{21}$ is defined by

$$
\begin{equation*}
\sigma=\sqrt{\varepsilon \beta} \tag{4.11}
\end{equation*}
$$

Figure D. 3 (b) shows a representation of RMS and $99 \%$ phase space ellipses. The beam size may be defined for each transverse beam dimension and varies with the longitudinal position.
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[^0]:    ${ }^{1}$ Channeltron is a registered trademark of PHOTONIS USA.

[^1]:    ${ }^{2}$ Alternative derivations in the literature [75], [85], [89] use the Heisenberg uncertainty principle to derive the minimum quantum impact parameter $b_{\min }^{q}$ with the same result expect replacing $h$ with $\hbar$.

[^2]:    ${ }^{3}$ Data compiled from [71], [77], [80], [86], [119], [248-252][86], [119], [248-252].

[^3]:    ${ }^{4}$ For a full quantum mechanical derivation of the Bethe formula see [85]. See also[74] and [253] for additional treatment. For a full review of the correction terms in the Bethe equation see [93] and the references therein.

[^4]:    ${ }^{5}$ Values are taken from [86][86] and [119]. The value for primary ionization of water was calculated from equation (2.25) .and the total by multiplying the number of primary ion pairs by 3 , which is the approximate factor of total pairs to primary pairs.

[^5]:    ${ }^{6}$ While not an official designation, the name Channeltron will often be abbreviated as "Ctron" in this text.
    ${ }^{7}$ Detailed information on Channeltrons may be found in [140] which is made available by PHOTONIS.

[^6]:    ${ }^{8}$ The maximum Bins $/ \sigma_{\text {beam }}$ for the IPM corresponds to the case where there a sufficient number of Channeltrons such that each Channeltron touches the next with no gaps.

[^7]:    ${ }^{9}$ In this text the base-10 $\operatorname{logarithm}$ will be denoted $\log _{10} x=\log x$ and the natural $\operatorname{logarithm} \log _{e} x=\ln x$.

[^8]:    ${ }^{10}$ Macor is a registered trademark of Corning Inc.
    ${ }^{11}$ Kapton is a registered trademark of E.I. du Pont de Nemours and Company

[^9]:    ${ }^{12}$ COMSOL is a registered trademark of COMSOL AB.

[^10]:    ${ }^{13}$ Mechanical drawings were done by Kerry Ewald, a designer in the SNS research accelerator division.

[^11]:    ${ }^{14}$ Due to computational resources, final IPM magnet multipole calculations were performed by SNS magnet designer Dr. J.G. Wang.

[^12]:    ${ }^{15}$ Used with permission of Springer Publishing.

[^13]:    ${ }^{16}$ Modified from THORNTON/REX. Modern Physics for Scientists and Engineers, 2E. © 2000 Brooks/Cole, a part of CengageLearning, Inc. Reproduced by permission. www.cengage.com/permissions

[^14]:    ${ }^{17} \vec{\nabla}=\hat{x} \frac{\partial}{\partial x}+\hat{y} \frac{\partial}{\partial y}+\hat{z} \frac{\partial}{\partial z}$ is the "del" operator in Cartesian coordinates with arrows $\vec{x}$ denoting vectors and carets $\hat{x}$ unit vectors.

[^15]:    ${ }^{18}$ This material is reproduced with permission of John Wiley \& Sons, Inc.

[^16]:    ${ }^{19}$ A complete derivation of equations of motion and transverse dynamics may be found in [159], [254]

[^17]:    ${ }^{20}$ The velocity component of phase space $x^{\prime}=\tan \theta$ where $\theta$ is the angle between the particles momentum $p$ and longitudinal component $p_{\mathrm{s}}$. Since, for beam particles, the transverse momentum $p_{\mathrm{x}} \ll p$, the small angle approximation may be used $x^{\prime}=\theta$ so that $p_{\mathrm{x}}=p x^{\prime}$ where and $x^{\prime}$ is given in radians.

[^18]:    ${ }^{21}$ The beam is more accurately defined as $\sigma_{r m s}=\sqrt{\pi \varepsilon_{r m s} \beta / \pi}$. However, it is standard practice to give the emittance in units of $\pi \cdot \mathrm{mm} \cdot \mathrm{mrad}$ and drop the value of $\pi$ in the beam size calculation. This convention will be followed in this text.

