na UNIVERSITY o University of Tennessee, Knoxville

Trace: Tennessee Research and Creative
Exchange

TENNE.&::-}EE__

Doctoral Dissertations Graduate School

12-2012

A Low-Power, Highly Stabilized Three-Electrode
Potentiostat Using Subthreshold Techniques

Melika Roknsharifi
mroknsha@utk.edu

Recommended Citation

Roknsharifi, Melika, "A Low-Power, Highly Stabilized Three-Electrode Potentiostat Using Subthreshold Techniques. " PhD diss.,
University of Tennessee, 2012.

https://trace.tennessee.edu/utk_graddiss/1557

This Dissertation is brought to you for free and open access by the Graduate School at Trace: Tennessee Research and Creative Exchange. It has been
accepted for inclusion in Doctoral Dissertations by an authorized administrator of Trace: Tennessee Research and Creative Exchange. For more
information, please contact trace@utk.edu.


https://trace.tennessee.edu
https://trace.tennessee.edu
https://trace.tennessee.edu/utk_graddiss
https://trace.tennessee.edu/utk-grad
mailto:trace@utk.edu

To the Graduate Council:

I am submitting herewith a dissertation written by Melika Roknsharifi entitled "A Low-Power, Highly
Stabilized Three-Electrode Potentiostat Using Subthreshold Techniques." I have examined the final
electronic copy of this dissertation for form and content and recommend that it be accepted in partial
fulfillment of the requirements for the degree of Doctor of Philosophy, with a major in Electrical
Engineering.

Syed Kamrul Islam, Major Professor
We have read this dissertation and recommend its acceptance:
Benjamin J. Blalock, Jeremy Holleman, Mohamed Mahfouz

Accepted for the Council:
Carolyn R. Hodges

Vice Provost and Dean of the Graduate School

(Original signatures are on file with official student records.)



To the Graduate Council:

I am submitting herewith a dissertation written Mglika Roknsharifi entitled, “A Low-Power, Highly
Stabilized Three-Electrode Potentiostat Using Swsthold Techniques.” | have examined the final
electronic copy of this dissertation for form ammhtent and recommend that it be accepted in partial
fulfillment of the requirements for the degree obdior of Philosophy, with a major in Electrical
Engineering.

Syed Kamrul Islam, Major Professor

We have read this dissertation
and recommend its acceptance:

Benjamin J. Blalock

Jeremy Holleman

Mohamed Mahfouz

Accepted for the Council

Carolyn R. Hodges

Vice Provost and Dean of the Graduate School

(Original signatures are on file with official st records.)



A Low-Power, Highly Stabilized Three-
Electrode Potentiostat Using Subthreshold
Techniques

A Dissertation Presented for the
Doctor of Philosophy
Degree
The University of Tennessee, Knoxville

Melika Roknsharifi
December 2012



DEDICATION

| lovingly dedicate this thesis to my husband Ahesszd Ghahremani and my parents Ghodsi
Hamidi and Mehdi Roknsharifi, who supported me eawp of the way, and also three of my great
professors, Dr. Islam, Dr. Abrishamifar and Dr. &Haakhtiar.

| would also like to dedicate this work to all deic patients and | hope one day the improvement

in science can help them enjoy a happy healthy life



ACKNOWLEDGMENTS

It is a pleasure to thank those who made this shmsssible. First of all, | owe my deepest gragtud
to my advisor Dr. Syed K. Islam, whose encouragemguidance and support from the initial to here
help me grow personally and professionally.

| also would like to thank my committee members Benjamin J. Blalock, Dr. Jeremy Holleman
and Dr. Mohamed Mahfouz who tremendously helpedarienprove the quality of my Ph.D. work and
get a better understanding of analog circuit arstesy design.

I want to thank my parents Ghodsi Hamidi and MeRdiknsharifi, my husband Ahmadreza
Ghahremani, for their endless support and encoarageduring my Ph.D. work. Gratitude is also given
to my grandmother Soghra Torabian and my sisteimm&hnd Mona Roknsharifi for their unconditional
love and support.

| would also like to show my gratitude to all of ieachers who helped me in the path of my life to
become who | am today. Among them | would like pedally thank Dr. Adib Abrishamifar and Dr.
Mehrad Sharif Bakhtiar whom | learned all the basitcircuit design from.

Finally, | would like to thank my wonderful friendsd colleagues at The University of Tennessee
for their great help and suggestions. They arekar.Zhu, Emily Bean, Kimberly MacArthur, Dr. Liang
Zuo, Fahmida Shaheen Tulip, Shahriar Jahan Pollahjie Lu, Song Yuan, Terence Randall, Dr.
Chiahung Su, Dr. Ashraf Bin Islam and Dr. Salwa Més | also want to thank my old friends from Iran
University of Technology and Sharif University oédhnology for all of their help and support through
the years. They are Kiarash Gharibdoust, Haniehlilkima Maryam Nikpay, Majid Sodagar, Salar
Bagherzade Sohrabi, Amin Eftekharian, Milad khogfame Seyed Hossein Seyedmehdi, Omid Talebi

Amiri, Nastaran Asadi Zanjani, Farnaz Foroughiaah& Ziaee and Farzin Azami.



ABSTRACT

Implantable micro- and nano- sensors and implaataticrodevices (IMDs) have demonstrated
potential for monitoring various physiological pameters such as glucose, lactate, ,CPH, etc.
Potentiostats are essential components of ele@naicial sensors such as glucose monitoring devares f
diabetic patients. Diabetes is a metabolic disoedsociated with insufficient production or ineifict
utilization of insulin. The most important role thfis enzyme is to regulate the metabolic breakdofvn
glucose generating the necessary energy for hum@itias. Diabetic patients typically monitor thei
blood glucose levels by pricking a fingertip witHaamcing device and applying the blood to a glucose
meter. This painful process may need to be repeated before each meal and once 1- 4 hour aftel. mea
Patients may need to inject insulin manually topkéee blood glucose level at 3.9-6.7 mmol [mili inol
lliter.

Frequent glucose measurement can help reduce rigetdom complication of this disease which
includes kidney disease, nerve damage, heart aud Messel diseases, gum disease, glaucoma and etc.
Having an implanted close loop insulin delivery teys can help increase the frequency of glucose
measurement and the accuracy of insulin injectidre implanted close loop system consists of three
main blocks: (1) an electrochemical sensor in aoctjon with a potentiostat to measure the blood
glucose level, (2) a control block that defines léneel of insulin injection and (3) an implantedsiutin
pump.

To provide a continuous health-care monitoring ithplantable unit has to be powered up using
wireless techniques. Minimizing the power consupiptassociated with the implantable system can
improve the battery life times or minimize the powransfer through the human body. The focus & thi
work is on the design of low-power potentiostatstfie implantable glucose monitoring system.

This work addresses the conventional structurgmiantiostat design and the problems associated

with these designs. Based on this discussion afioation is made to improve the stability without



increasing the complexity of the system. The predagesign adopts a subthreshold biasing scheme for

the design of a highly-stabilized, low-power potestats.
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CHAPTER 1 — Introduction

Diabetes is one of the body metabolic disordershbae affected millions of peoples in the United
States and over 100 million people around the wdtrlid one of the leading causes of death in thidd
States responsible for more than hundred thouseathsl each year. According to American Diabetes
Association (ADA) the cost associated with comglaas of the diabetes is more than 40 billion dolla
[1]. These complications are mostly due to the pgloicose monitoring which result in inaccurate
diagnosis of the condition of the patients. Themefihere are a number of research groups working on
improving the quality of the glucose measuremert rmwonitoring schemes as well as the quality of the
life of the diabetic patients. This chapter prosgice brief introduction to this disease and intr@suc
potentiostat design in conjunction with a chemszisor that can work in a close loop with implalgab

insulin pump as a solution for this dilemma.

1.1. Metabolism

Metabolism is the never-ending streams of chemieattions that occur in the cells to sustain
energy for living, grow, reproduce and maintain ttedl structures from the food intake. Metabolism
includes two different sets of reactions: catalmoleand anabolism. Breaking down the organic molecule
such as amino acids, sugars, nucleotides and lipidssnergy is called catabolism and using thisrgy
to construct the cells components such as nuobgils and proteins is called anabolism.

These chemical reactions can normally occur onlyeat high temperatures that cannot exist inside
the cell. Therefore for these reactions to happeratalyzer is required. Each reaction takes plaog a
different type of protein as catalyzer known asyemz. Enzymes are crucial for metabolism pathway

since they help these reactions proceed quickly edfidiently. Several enzymes may be used in one



metabolic pathway as illustrated in Fig. 1.1. Paaraple, glucose metabolism is controlled by an prezy
called insulin. This enzyme is produced in respaséhe increase in the blood glucose levels. Then
using a cascade of kinases enzyme, the cells caretaylucose into storage molecules such as ggrcog

and fatty acids.

Molecule Molecule Molecule Molecule Molgcule
A > B » C =< D =/ E>
Catalysis by Catalysis by Catalysis by Catalysis by ~—
enzyme 1 enzyme 2 enzyme 3 enzyme 4

Fig. 1. 1. An example of metabolic pathway showinget of enzymes acting in series to convert mtdeduto
molecule E. Each enzyme catalyzes a particular efemeaction while the enzyme is left unchangdd [2

1.1.1. Regulation and Control

To maintain a constant condition inside the cellsile the environment of most of the organisms is
constantly changing, the reactions of metabolisnstntne perfectly regulated. Metabolic pathways are
controlled by two concepts: regulation and contRégulation is the increase or decrease in enzyme
activity in response to a signal (large changesmiégh regulation) while ‘control’ refers to thefedt of

these changes in the overall rate of the pathway.

1.1.2. Metabolic Disorder

Metabolic disorders result in a large number ofegendiseases. Majority of these diseases are due
to the defects of a single gene that representsdtie for enzymes that is working as catalyzer amyn
metabolic reactions. The problem in most of theiserders is the accumulation of matters which are
toxic or the reduced ability of synthesizing esstrompounds. The metabolic disorders that aredas
on inborn genetic defect are known as congenitdblbmtic diseases or inherited metabolic diseases. |
the past the inherited metabolic diseases wereidemesl to only contain the disorders of carbohyajrat

amino acid and organic acid metabolism. Recentlgymaew inborn metabolisms have been discovered.



Diabetes is known to be the most common metabddiorder that is a result of defect in the enzyme

named insulin. In the rest of this chapter thigdse will be studied in more details.

1.2. Diabetes

Diabetes is a metabolic disorder due to the defeptoducing insulin, the digestive enzyme. The
organ that is responsible for producing this enzysngancreas which is a small organ located belmw t
stomach. This organ secretes insulin from 2% ofigss that is called islets and contains pancrbatic
cells. Insulin has many important roles in humadyband therefore it is known as the master hornwne
the body. The most important role of insulin is thgulation of the metabolic breakdown of glucosd a
generation of the energy required for all of thenhu activities. The beta cells help secreting thbtr
amount of insulin by detecting the blood glucosecemtration [3].

In diabetes, a misdirected autoimmune reactionwash off some of the beta cells. This can
prevent the pancreas form secretion of the righdwarhof insulin. Therefore some of the glucose cann
enter the cells resulting in glucose build up ie bBhoodstream. In severe type of diabetes, thidezmhto
a cellular starvation while there is extra glucos¢he blood. This situation is known as hypergiyce
and can cause a serious health problem. To resoiwesituation, the patient needs to manually injec
insulin. But if the injected insulin is too mucHet rapid fall in glucose concentration can lead to
hypoglycemia or low blood glucose. Therefore théeph needs to adjust the insulin level constantly.
Diabetes can also be the cause of many other hemitilems such as kidney failure, loss of vision et

Presently diabetes is estimated to affect 2-4% @fpbpulation [3].

1.2.1. Different Types of Diabetes
There are two major types of diabetes, known as fypnd type 2. The type 1 diabetes is due to the
insufficient production of insulin or production defective insulin (which is nhot common). The type

diabetes is also known as insulin dependent dialre#dlitus (IDDM) or juvenile onset diabetes melit



Abnormal antibodies have been found in the bodpaifents with this type of diabetes that can be the
cause of pancreas disorder. Type 1 diabetes usoetiyrs before the age of thirty. However there are
some patients who can start to have this typeaifates at older age.

Type 2 diabetes is due to the inability of cellaus® insulin properly and efficiently. This problem
mostly affects the muscular cells and fat tissuebia known as insulin resistance diabetes. The B/p
diabetes is also known as non-insulin dependerietds mellitus (NIDDM) or adult onset diabetes
mellitus (AODM). Although the body still producessulin, it is relatively inadequate due to insulin
resistance or lack of sensitivity of the cells e insulin. . Type 2 diabetes mostly occurs atates of

thirty or higher but recently it has been repottie more common in the children as well.

1.2.2. Home Monitoring of Blood Sugar

Testing the blood sugar at home is very importat pf controlling the blood sugar levels in
diabetic patients. Blood sugar is usually measwetedtime, before meal and 1-4 hours after meal
depending on the kind of the food served. The ide keep the glucose level of the blood near 70-
120mg/dl which is a normal range and keep it beld@mg/dl two hours after the meal.

The blood sugar level measurement at home is niyrmpaftformed by pricking a fingertip with a
lancing device and applying the blood to a glucosger which reads the glucose concentration. There
are many different types of meters in the marketayoeach of which has its own advantages and
disadvantages. From the result of glucose measutetime patient can adjust his/her medicine, diats a
physical activities.

At present, patients need to use “finger-stickifag”collecting a drop of blood many times a day to
measure their blood glucose concentration. Thed teeheck the measured glucose and keep it around
the desired value by injecting the right amouningtilin. Injection can be performed either by sges or
insulin pen. The advantages of using the pen idstéayringe is that they are more convenient asiee
to transport than traditional vial and syringe aareé also more accurate and easier to use with less
discomfort and pain. The problem with this methgdhiat the level of blood glucose can change is les
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than fifteen minutes and it not convenient for fhetients to inject insulin more than twice a day,

especially for parents who need to inject insuian infant.

1.2.3. Importance of Frequent Glucose Monitoring foDiabetes

Frequent glucose measurement in diabetes is vegngal to prevent the long term complications
that can affect many different parts of the humadyb Long-term complications of diabetes are often
result of higher blood sugar level over a long @@rbf time. The other important source of these
problems can be found in genes. Some of thesetbmngproblems happen after many years or decades
of having diabetes, because these problems usdelglop silently and gradually over time. Therefore
even if the patients do not have any signs of lemg complication there is still chance to develogm
eventually.

The organs that can be affected by diabetes irotinge time are eyes, kidneys, nerves, heart and
blood vessels, gums and feet. A brief descriptiothe problems that can be caused by diabetesyimfan
these organs is provided beldy:

Eye Problems: Three different types of eye problem can be deexoin patients with diabetes:

cataracts, retinopathy and glaucoma.

» Cataracts:The thickening and clouding of the lens of the isyealled cataracts. The lens is the part of
the eye that helps focusing. This disease can tiakpatient's vision blurry or make the vision weak
at nights. Doctors believe that people with diabetdo have high blood sugar levels over a long
period of time are more susceptible to developraata. In advanced level of this problem patients
need to go through surgery to improve their vision.

» RetinopathyRetinopathy is the eyes problem that involves gkann the retina. Retina is the layer at
the back of the eye that is light-sensitive. Tharse of these changes can be the damage or the
problem growth in the small blood vessels of thiinee This disease normally does not show until
several years with diabetes with high blood sugaels over this long period of time. In advanced

level of this problem, laser treatment may be ndederevent vision loss.
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* Glaucoma: Another eye problem that patients with diabetes swsceptible to is glaucoma. In
glaucoma the pressure inside the eye goes higlrahbalts in decreasing blood flow to the retina and
the optic nerves which can cause damage. Althoudbéds not change the vision a lot at first but in
long time it can cause loss of vision. This probismmore prevalent in older people with long higtor
of diabetes. This case also requires a surgergite she problem.

Kidney Disease:The high level of sugar in the blood can causeatmrto the blood vessels in the

kidneys that can lead to kidney disease. If theeptst with diabetes do not control their blood suga a

long time, they are more likely to get kidney dse¢hat is a serious health problem. The kidneblpro

can become worse by high blood pressure or usibgctm. If the kidney disease is detected early
enough, the damage can sometimes be reversed rgpperptreatment. But in a very rare case that the
kidney problem gets worse the patient may develioimdy failure and require kidney transplant or

dialysis. Therefore to protect the kidneys it iportant to control the blood sugar.

Nerve Damage:Diabetic neuropathy is the nerve damage that eppdn to patients with long history of

diabetes. Numbness, tingling, or sharp pains irfekécan be the symptoms of the diabetic neurgpath

The numbness can cause a simple cut to be a sgniobkem because the patient can not realize the

existence of the cut. The nerve damage in anygédhe body can cause problem in that organ that ma

include heart, eyes and urinary system.

Diagnosis of this problem is normally done by agbgl exam or a biopsy and patients are adviseddo

a neurologist. Controlling the blood sugar level t&lp reduce the patient's risk of developingriéere

damage.

Heart and Blood Vessel DiseasesThe patients with diabetes have a high risk of btiag

cardiovascular diseases that may include headiatséroke or blockage of blood vessels in legsfart

Heart attack and stroke can be the result of &khbige in the blood vessels supplying blood to theether

the brain. The blood sugar management is very itapofor controlling the blood vessel problems.

Gum Disease:Too much plague on the teeth and not enough satidahaving higher level of sugar in

the mouth can cause tooth decay. Also loss of gelaand poor blood circulation can cause gum

6



problems. Bleeding, sensitive and painful gumstheesymptoms of the gum disease. Gum disease can
also be prevented by managing the blood sugardevel
Foot Problems: Poor flow of the blood and nerve damage in patiewith diabetes can develop foot

problems.

1.2.4. Using an Implantable System for More Frequen and More Convenient Glucose
Measurement

A miniature implanted glucose sensor in the body @antinuously record the blood glucose level
and display the value on the external watch-likeeneer. This device can be programed to warn the
hyperglycemia or hypoglycemia condition while monihg the blood glucose minute by minute.
Eventually this device can be coupled to an imgdribsulin pump to automatically deliver the reqdir
amount of insulin. The implantable insulin pump feeady been developed and by developing the
implantable glucose sensor, the close control @bdblglucose can be achievable [3]. Fig. 1.2 Shiwes t
idea of the closed loop glucose measurement amndinrgelivery for diabetes introduced by El-Khaéb
al. in 2010 [5]. The implanted close loop systemsisis of three main blocks: (1) an electrochemical
sensor in conjunction with a potentiostat to meadhe blood glucose level, (2) a control block that
defines the level of insulin injection and (3) amplanted insulin pump. The focus of this work istba
glucose measurement block shown in Fig. 1.3. Asvehim this figure, a glucose measurement block
consists five main sub-blocks. 1) DC supply, 2)tagé reference, 3) potentiostat, 4) signal proogssi
unit and 5) telemetry unit. The focus of this waskon analyzing and optimizing the design of the

potentiostat and the signal processing unit.
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Fig. 1. 2. Close loop insulin delivery system thags a computer to analyze the measured glucose &at sends a
signal to the insulin pump to determine for thentigmount of insulin to be delivered to the patisatomatically.
This process can be repeated every 5 minutes [6].
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Fig. 1. 3. Schematic block diagram of the glucosasarement block.

1.2.5. Electrochemical Principle in Glucose Sensing

One promising method of glucose sensing involves uke of a family of biological catalyzer
known as enzymes or glucose oxidase. Based owypbkeof the catalyzer the reaction might be differen
The output of these reaction can contaj@Hwater) and kD, (hydrogen-peroxide).

One type of enzyme such as glucose oxidase (GOD)tamate oxidase (GIOD) and cholesterol

oxidase (COD) can be reduced by accepting two myaroatoms. Then the initial structure can be



restored by oxidizing the reduced enzyme. The redi@gnzyme loses hydrogen that will combine with O
and with the loss of two electrons a4 molecule can be created. Naming this group of mezyflavin
adenine dinucleotide (FAD)", the equation for thes&ctions can be written as below [7]:

FAD + substrate - FADH, + product @)

FADH, + 0, > H,0, + FAD )

There is also another type of enzyme that is ndift@dn mononucleotide (FMN)” that works the

same way as FAD. The final product for both of éhsgpes is the reaction below [7]:

2H,0, - 2H,0 + 0} + 4e~ 3)

This reaction can take place by applying a diffeespotential to the electrochemical cell. In thasethe
function of the potentiostat is to provide this stamt difference potential while collecting the geated

electrons through its collecting electrode.

1.2.6. Measuring Other Blood Factors Using Potentitat

Potentiostats can be used to measure other impditaod factors such as oxygen and lactate.
Measuring these parameters along with the bloocoglel level is of a great importance to the patiéttit
multiple diseases. Measuring of blood oxygen canapplied to any one suffering from unstable
oxygenation such as patients with hypoxemia. Inolgmia patients suffer from the partial drop of
pressure in their blood. The high levels of oxygan damage lungs and central nervous system while
low levels of oxygen can cause anemia. In additionitoring of lactate is particularly useful fahketes
to check if they are over working or not. Potertibsan help measuring these factors by applying a
different difference potential to the electrodestitd electrochemical sensor designed to measuse the

parameters.



1.3. Challenges in Designing a Potentiostat for dmplantable Glucose Sensor

There are three main challenges in designing anpostat working in conjunction with an
implantable glucose sensor: (a) the total amoumavfer consumption, (b) the size of the chip which
should be as small as possible to make it converiegnthe patient to have it implanted and (c) the
generated current should be sensed in a stablgws&ubefore it be sent to the telemetry systenthén
following sections, the importance of decreasing tiital amount of power consumption and increasing
the stability of the system is discussed. To shwavitnportance of having a potentiostat with low-pow
consumption, first a brief discussion over the pmesnethods for generating power is addressed here
the next section, different techniques of low-powecuit design are also discussed. These techsique

need to be applied to the circuits existing iroéllhe blocks of an implantable system.

1.3.1. Power Conditioning for Implantable Systems
To power up an implantable system, three diffesmtrces of power can be used: 1) battery, 2)
inductive link and 3) optical power transfer usipigotodiodes/photo cells. A brief discussion on ¢hes

powering techniques and their practical limitatiane discussed below.

1.3.1.1. Powering System Using Battery

Batteries can be only used in cavity areas of thdn body. However, they are typically bulky
and pose a risk of leakage which is toxic and ity can result is series health risks to thaqut In
addition, the batteries need replacement aftergbased for a period of time. Decreasing the system
power consumption can help increase the total tyatite time and reduce the need for frequent

replacement.
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1.3.1.2. Powering System Using | nductive Link

In comparison with batteries, inductive links cae implemented using smaller area without
introducing leakage issues. In addition, because tiilize the energy being supplied from outsifiehe
body, they do not need replacement. But these &alyas come at the expense of lower efficiency. Due
to the transmission of large amount of energy bebtwe input and the output inductors through the
human tissues, the area of human tissue can hday these inductors which can cause a series health
problem as well. Therefore decreasing the totalesygpower consumption can decrease the amount of

power transferred through the tissues and improeesafety level of the entire system.

1.3.1.3. Powering System via Optical Means

Optical coupling is another method for sending poteethe implanted system through the human
body. Similar to the inductive links, a high amowftpower transfer through the tissues can cauae he
accumulation and create tissue burn in the argmwer transfer [8]. Therefore this method can bly on
used in very low power implantable systems.

From the above discussion, it can be concludedptteeiding a continuous health-care monitoring
using an implantable unit requires low-power citadgsign for the entire implantable system. Thegies
requirements for the implantable system such asitegty, bandwidth, stability and input common neod
range make the low-power circuit design for thegpliaations more challenging [9]. Therefore in the

next section different techniques used for the pmmver circuit design are discussed.

1.3.2. Low Power Design Techniques

Four major techniques in low-power circuit desiga:d) bulk-driven technique, 2) floating gate
technique, 3) subthreshold biasing technique aridwvoltage design techniques. These techniques ar
briefly discussed in this section. Among these néples, subthreshold design is chosen for thiseptoj

and is discussed in more details in chapter 2.
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1.3.2.1. Bulk-Driven Technique

In the bulk-driven technique the gate voltagesheftransistors are kept high enough to make sure
that these MOSFETs are always on. Then the AC kignapplied to the body (substrate) of the
transistors. In this technique there is no thresholtage limiting factor and therefore this desggm be
employed in the low-voltage circuit design. Theadigantage of this technique is the lower body
transconductance. In addition the input DC voltabeuld be kept in a range that the body diodes are

completely off during the variation of the AC inmignal.

1.3.2.2. Floating Gates Technique

Floating gate is a polysilicon gate surrounded ibgom dioxide. Charge on the floating gates can
be stored permanently. Therefore this techniquebkas used for long term memories. The level & thi
charge can be controlled by ultraviolet light dagge voltage. The trapped charge can be useditcee
the threshold voltage of the transistor to decrahseDC supply voltage requirement and therefore

decrease the total power consumption [10].

1.3.2.3. Subthreshold Biasing Technique

Subthreshold bias means applying a difference patdiower than the threshold voltage to the
gate-source of the transistor as its DC bias veltadis level of gate-source voltage can weaklginhthe
transistor channel and therefore this level of isian is also known as weak inversion. In compariso
with the strong inversion circuit design that reqsithat the gate-source voltage of the transidiers
higher than the threshold voltage, this technigae achieve higher transconductance efficiencyHer t

same level of current.

1.3.2.4. Low-Voltage Design Technique
The low-voltage design technique includes all ef different circuit techniques that are designed to
work in lower level of DC power supply voltage. Beetechniques can be applied along with the other
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low-power design techniques to reduce both the Bap supply voltage and the current consumption of
the system. Among the first three techniques, sabliold technique is chosen as the low-power

technique for this design.

1.3.3. Design of a Stable Potentiostat

Another important challenge in potentiostat dessgachieving the system stability for all ranges of
change in electrochemical solution model. The libta in the system can show itself like a noideree
output and makes it hard to detect the data. The swrce of instability is the wide range of charig
the electrical behavior of the electrode and thergd transfer medium in the blood during the oxahat
The instability problem in potentiostats has bescussed by the authors in [11, 12]. The authof&lh
mentioned that due to a pole contributed of thetedde in the charge transfer medium there is agoo
chance of instability. Commercial electrochemicatemtiostats often report of oscillatory behavibthe
system and the need for adding a large capacitachieve the stability [13]. Therefore it is very
important to analyze the stability of the closedp@otentiostat circuits particularly when it is nking
with a solution that has a variable electrical vébra Therefore to measure the blood glucose uaing
potentiostat it is important to have a clear unideding of its electrical behavior or its equivdlen

electrical circuit model.

1.3.3.1 Finding the Electrical Circuit Model for the Human Blood

The difference potential that is required to be ligppbetween the working and the reference
electrodes of a glucose measurement system islyiguahe range of several hundred milli-volts, ¥ehi
the generated current from the sensor is usualtierrange of hundreds of nA that can vary widgly.
number of different models have been reported fodeling the microelectrodes and the chemical
solution. Once of the models includes a parallehlmoation of a current sourceyf) and a parasitic
lumped R-C impedance [2] and another is just a doation of passive elements like resistors and
capacitors. These two models are shown in Figalad 1.4(b), respectively. In either of these elmd
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the impedance is the combination of the voltagesddpnt polarized electrode junction capacitance and
the double-layer parallel plate. Fig. 1.5 displays R-C impedance approximation model between the
electrochemical sensing electrodes [12]. In Fi§(d). each RC branch represents the electronic nufdel
each working and reference electrodes. The resistumil capacitors in each branch can be combined int
one parallel R-C network as shown Fig. 1.5(b) dretdfore the final structure can be represented by

simple R-C combination as shown in Fig. 1.5(c) kitd 1.5(d).

CWE CCE
CV\'E CCE

——o CE

(@) (b)

Fig. 1. 4. Two different electrical model for humiglood chemical solution.

1.4. Research Goals

Based on the above discussion, using one of theptower design techniques to reduce the
implantable system power consumption as well agdripg the stability of the potentiostat system are
the goals of this research. The main focus of whisk is on the potentiostat block and the signal
processing unit block which are the central blookshis system. These two blocks are also the major
power consumers in this system.

Measurement block can be realized utilizing fib@tics [14]. But electrochemical biosensors
(potentiostats) are more economical and conveffidéit Therefore the main focus of this work is ldhse

on electrochemical potentiostats.
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Fig. 1. 5. R-C modeling of the electrode—electmlgetup: (a) model with series-connected R-C elésnianeach
branch, (b) conversion of series-connected elememtparallel-connected elements, (c) model withapalr
connected R-C elements in each branch and (d)lfimped R-C model [12].

1.5. Original Contribution

In this work, a modification is applied to the titemhal structure of potentiostat to solve its digb
issue. The unconditional stability for wide randecorrent and models of chemical solution is achiev
without adding any complexity or compensating téghe. The simplicity of this structure and using
fewer branches of current can help reduce the potaker consumption of the implantable system.

This design also adopts the subthreshold biasittgntque to reduce tremendous amount of power
consumption and achieve the required stability. r€xr sizing of transistors and redesigning the
configuration of a folded cascode transconductamaplifier help this amplifier's open loop gain aitsl
first dominant pole to be easily tunable. Theseartgnt stability factors of this amplifier are det

maximum stability and minimum power consumptiontioé implantable potentiostat. In addition, the
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accuracy of the electrochemical sensor current mmeagent is improved by designing a new current

measurement technique.

1.6. Overview of the Dissertation

This dissertation is organized as follow: In chagesubthreshold biasing technique which is the
low-power design technique used in this work isaduced. In this chapter also the EKV model of
transistors which is a dedicated model for low-aot and low-current design including subthreshold
design has been addressed. In chapter 3 an oveoviasenventional potentiostat structures is pravide
In chapter 4, the stability problem of conventiodakigns is analyzed and the new structure is geho
In chapter 5, the proposed signal processing wast lieen introduced. Chapter 6 contains the design
simulation and test results of the proposed ciscuétalized in 0.5um and 0.35um CMOS processes.

Finally chapter 7 provides a conclusion of this kvor
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CHAPTER 2 — EKV Model and Subthreshold Design

For better understanding of the transistor behabvimsed in subthreshold region, the EKV model is
discussed first. The EKV model introduces an ai@ymodel for transistors in all regions of opérat
This model is also dedicated to the low-voltage Bovdtcurrent designs. In this section, this modgel i
discussed for better understanding of the subtbtésiegion of operation. Studying this model cafphe
understand the physical reasons for the equatised in circuit design. Considering the effect dfcdl
the physical parameters on the voltage and thesguwan improve the quality of the design and the

robustness of the system.

2.1. EKV Model

EKV is a fully analytical MOS transistor model bdsen Enz, Krummenacher and Vittoz work in
1995 [16]. This model is dedicated to low-voltapey-current designs. It also describes the behayfior
the transistors in all levels of inversion with oneique equation. The elements in this model dre al
defined with respect to the body voltage. TherelgfeneansVgg, the gate-body voltage and in the same
way Vs meansVsg andVp meansVpg. To derive the equation of the transistor cur@nany level of
inversion, the accumulated charges around theigatee tiny area have been surveyed first. Theagelt
under the gate in the semiconductor area (surfatnpal) for this small area can be consideredstzont.
Different types of accumulated charges in this amashown in Fig. 2.1. In this figur@;,,,, + Qp is the
charge generated acro€§, (C,, is the oxide capacitorCf,) divided by unit area). The voltage that
gathers the charge acro&$, includes the gate voltage, difference between In@td semiconductor
work functions (flat band voltage/fg)) and the surface potential(). The accumulated charge can be

calculated from equation below:
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Q),B + Qi’nv = _C(’)x(VG = Vip —¥s) (2-1)

Here,Q;,, is the inversion layer charge and is the pathefcharges that can generate current. From

equation (2.1) and considering = —I},C,.+/¥s , this charge can be calculated to be:

Qi’nv = _Ct’)x(VG — Vg — ¥ — Fb\/ Lps) = _Céx(VG —Vrp) (2.2)

Charges

Gate charge Q' Q. Fixed interface charge
Inversion layer charge

Q'p Depletion layer charge

Charges appearing across the MOS structure.

Fig. 2. 1. Charges accumulated across the gaté/@@FET.
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Fig. 2. 2. lllustration of equation (2.1)-(2.3).
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HereV+g can be defined to be:
VTB == VFB + l‘IJS + Fbﬁl‘PS 2&)

where [}, = . From equation (2.3), it can be seen that awdfiage in the semiconductor area

V2qNpe€si
Cox

(¥,) changes, the value ¥f3 also changes. Fig. 2.2 shows g variation as a function &f, (which is
the voltage under the gate area generated by &he @nd the source voltages known as channel ltag

I
Qinv

!
COX'

Vo = ¥ — ¥,)) which is independent of the gate voltalyg)( From equation (2.2)V; = Vyp —

(Qiny 1s @ negative number) and is shown in Fig. 2.2nfthis figure, it is obvious that to bias a
transistor in saturation region for a fix&d, the channel voltagev{) needs to be reduced. Pinch-off
voltage {/,) is the value oV, at which no charges (or small charges) accumuladier the gate area. The

transistor in this level of bias voltage represéwisak inversion” region.

From Fig. 2.2 the equation (2.3) can be lineariretthe form below:

VTB == VTO + nVCh (24)
wheren can be defined to be:

_ aVrp _ 'y

= v, = 1+ oA (2.5)

In equation (2.4)V+g is equal td/g whenV,, is equal tdv/r. ThereforeVp can be calculated to be:

v, = L& (2.6)

n

From semiconductor physic®);,,, is proportional to an exponential function®f, ® and V,;, as shown

below:
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Ws—2Pp—Vcn

Qinv X exp U (2-7)
T
A derivation from this equation results in:
Uy dQQ—" = d¥, — dV;p, (2.8)
Recalling from equation (2.5),
Qinv
e, Qi)
dV d mv Cox
n= d‘;:f = aw, = aw, |smait area (2.9)
Substituting equation (2.9) in equation (2.8) @b de rewritten as below:
dVcn — ag; _ AQiny (210)
Ur nUrCox Qinv
— Yen _0Q; . o .
If v, = U andgq; = ”“’/(_choxUT), the above equation can be simplified to the form:
—dvep, = 2dq; +dq;/q; (2.11)
Integrating this equation results in:
Con, — vy, = 2q; + Ing; @21

whereCon, is a constant value. Here the boundary conditsV§f can be used to calculafen, to be

equal toVp/Ur. Therefore defining,, = Vp/Ur, the final equation is:

Vp — Vep = 2q; + Ing; A3)
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Equation (2.13) defines the relationship betweenattcumulated charge and the voltage channel in
each node of the channel. Therefore to calculaecthrent in the transistor channel, all the gaitier
charges under the gate area need to be integratadtie beginning node of the channel (source dcea)

its end (drain area) using the equation below:

Ip = [, qidven (2.14)
-Q;/Cox -Q;/Cox -Q;/Cpy
Va-V1oh\s

‘S V5 constant forward reverse
% -\ current current
weak =
inversion
I
B
0 - Y
Vs Vo Ve ¥ Vs Vp v
(a) (b)

Fig. 2. 3. Current measurement as a subtract afafi@ and reverse current [17].
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Fig. 2. 4. Summary of transistor modes of operafiwrdifferent levels of source and drain voltages.
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Another method of measuring the current is illusidan in Fig. 2.3. In this figure it is assumedttha
Vs andVp are both less thavl. The smalVMps means that the transistor is biased in the linegion and
because for a constawit, Vs is lot less thaiVp, this transistor is biased in strong inversione Bammary
of the transistor modes of operation based onoitsce and drain voltages is provided in Fig. 24r F
calculations in each situation the current can iv&led into two components: a forward current and a
reverse current. For the forward currdtis assumed to be equal to infinity and the curiemeasured

just for the value oY¥/s from the equation below:

Ip

ir === [, qidven (2.15)

Ispec

wherelg,.. = 2nuCyy (%) Uz = 2npU% andW is gate widthL is gate lengthy is transistor mobility

andp = uC,, (%) The reverse current can be calculated the samgebwassuming/s to be equal to

infinity. Then the final transistor currehy is calculated by subtracting these two currents.

By substitutingdv,;, from equation (2.11) to equation (2.15), for btith forward and the reverse

currents, one can find:

irr = [2q; + Dda; = q24 + qsa (2.16)

whereq; 4 is charge density at node source or drain. Frosefuationgs ; can be calculated based on
ir» from the equation below:

T+ai,—1

- (2.17)

qs,a =

From the equations (2.17) and (2.13), the relakigmbetween the forward and the reverse currertts wi

the source and the drain voltages can be foundllasvk:
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Vp — Vsg =+J1+ 4l +In((JT+4i, — 1) — (1 + In2) (2.18)
The reverse version of this equation can be estiniat be:

ify = In?(1+ exp 2224 2.19)

From equation (2.19), two current values, one toward current i) and the other for reverse

current {,.), can be derived. The maximum value of this twoabed “inversion coefficient (IC)” which

defines the direction of current can be expressed a
1C = max(if, i) (2.20)

In other modeling of NMOS transistors the drainrent is the dominant current and therefore IC

can be expressed as:

IC=ig=2 (2.21)
S

From this equation it is evident that the drainrent in strong and weak inversion regimes can be

estimated as summarized in Table 2.1.

Table. 2. 1. Drain Current in Strong and Weak Isi@r Regimes [17].

Mode Weak Inversion Strong Inversion
Vs >V, Vs +V,
2 ,Vp/Ur S P Vs D <
Conduction ki’{,ﬁ/'UUT'e VU for {Vp > Vp n.g. [Vp 5 ] for{VS < Ve
.[e s/9T — e¥D T] . Vp <Vp
Vs=Vp (Vp = Vs)
Vs > Vp
Forward Vp=Vs n.fs Vs < Vp
i ky.B.U.e Ur for{ Vp > Vp —. (Vp — V5)? for{
Saturation w-B- Ut Vs — Ve > Us 2 Vp > Vp
Vs > Vp _ Vs > Vp
Blocked 0 for{VD >V, or Vo=V, 0 fo{VD >V,
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Using equation (2.19), the transconductargg 6f a transistor at all levels of inversion can be
calculated. To calculate thgg, based on gate, drain and source voltages, thet effesmall variation of

each of these values on current variation neee tovestigated as follows:

al al
Alp = # AV + ﬁ AV +
GlvsVp SWeVp

aip
. AV, (2.22)

By keepingVs andVp constantgy, based on the gate variation can be calculateelasb

Ip U
Gn =22 AV = fistr (2.23)
Vg

Vs.Vp I I
\/ D/1S+1/2-,, D/15+1

-
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1(nU7) \
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1/[nU rsqrt(/C)]

lo = 2ngkoUs”
lo = 0.208 uA
ko = ugCox

ko = 110 uANV?
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Transconductance Efficiency, gm/lp (uS/HA)

Fig. 2. 5. Transconductance efficiency in differeegions of operation [18].

Based on equation (2.23), for two conditions of strong inversion (S.l.) anéak inversion (W.l.) can

be simplified as below:
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J2nBl, ’D/,S >10 (5.1.)

b ’D/,S <01 (W.1.)

nUr

Im = (2.24)

Fig. 2.5 shows the transconductance efficiempylf) based on its level of conversion. From this
figure it is evident that transistors achieve timaximum transconductance efficiency in W.l. Simtia
the BISIM model the EKV model includes many secorder effects such as mobility degradation due to

vertical field, velocity saturation and channelgdnmodulation [19].

2.2. Subthreshold Design Considerations

In this section the main important issues assatiatth MOSFETs operating in subthreshold
region, such as mismatch, noise, drain induceddrdawering (DIBL) and process- voltage-temperatur

(PVT) variation are discussed.

2.2.1. Mismatch

The two major source of mismatch in transistorstheedifference between the threshold voltages
(4Vy) and the difference between the current factgf®. (These difference values have normal random
distribution with zero mean value. The variancehuse differences is dependent to the device size a

presented by [20]:

o2 (avy) = A (2.25)
s(BN? _ Ap
(—ﬁ ) =L (2.26)
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whereAy,; andAg are technology dependent parameters. T. Mizurad 1] measured the threshold

voltage {/r) of 8000 transistors and derived the distributigtogram shown in Fig. 2.6. A. Asenov [22]

estimated threshold voltage variance to be;

0.4
o(AVy) = 3.19 X 10-8% (2.27)

LW
To calculate the effect of mismatch on circuit pariance, M and M, can be considered to be a
pair of matched transistors used in a current minigere the threshold voltage of;Mhas a deviation of

0Vr1, form its mean value ofy,. ThereforeAVy = 6Vry — 6V, and similarly, A = 61 — 6f,. In

this case, the mismatch betweendid M biased in saturation can be derived as:

o(Alps))? _ (o(AB) 2 m .
( Ips ) N ( B ) + (IDS) o“(AVr) (2.28)
Ips\2 (G(ABN2
0?(AVgs) = a?(AVr) + (ﬁ) (%) (2.29)
104} <
—:EXP. 05)  Le—e—s
----- : GAUSSIAN 2/
> 0% %5 o5 14
Q Let (pm)
§ | ta=03u
3 104
s A
L Ly=0.5pum
{01 ',' ! |
0 . - . . . N “..
Vo4  oas o048 o050 052 054
Vip (V)

Fig. 2. 6. Threshold voltage distribution for 8AMSFETSs in a 0.5um and 0.3um CMOS process [21].
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From equations (2.28) and (2.29), the maximaufiiys achieved in W.1. improves voltage matching but it
degrades the current matching.
Another source of mismatch is the gate leakageingake gate leakage variation into account, the

total current variation can be measured to be [23]:

ohis _ (Avr gm\? | (003 Ig)?
IES B (VW'L.IDS) + (VW.L-IDS) (230)

wherelg is the gate leakage current.

2.2.2. Noise
There are mainly two sources of noise: flicker acésd thermal noise. Flicker noise is generally
important in low-frequency circuit design and isotight to be caused by crystal defects and

contaminations [24]. Input referred flicker noisnde represented by:

<

_‘ - (WLIZ,xf) Af (2.31)

From equation (2.31) it is obvious that increadiagsistor size can help decrease this sourceisé mo
low-frequency design. Another important source ofsa is thermal noise, which is due to random
thermal motion of electrons, and therefore it ieclly proportional to the temperatur€).(The input

referred thermal noise of a MOSFET can be represény [24]:
vZ = 4kT (=) Af (2.32)

From equation (2.32) it can be seen that the ingigtrred thermal noise has a reverse relationsitip w
transistor transconductance,,. Thermal noise can be decreased with higher sgalok power

consumption.
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For the same level of current, biasing the traasist W.I. can help maximizg,, and improve the
input referred noise. Besides, to bias the tramsistthis level of inversion, the size of transisheed to
be increased which also helps decreasing the flickese. Therefore subthreshold design can beya ver
good option for low noise, low-frequency designs.

To compare the efficiency of circuits based onrtleerrent consumption and their input referred

noise a noise efficiency factor has been defind@5ihto quantify this tradeoff:

2.1t
NEF = Vrms'inw’n.UTA;dE.BW (2.33)

whereVsinis the input referred noise.

2.2.3. Drain Induced Barrier Lowering (DIBL)

In long channel devices the drain and the soureesaparated far enough so that their depletion
regions do not affect each other. However, in glmarhannel devices the drain voltage can influghee
depletion region and change the channel poterfttds can affect the leakage current by reducing the
transistor threshold voltage. This phenomena igdalrain induced barrier lowering (DIBL) [26]. Higr
drain voltage or shorter channel length increakesiiBL effect. Therefore this phenomenon is more
obvious in submicron technology. The bias currenM®S devices operating in subthreshold region

considering DIBL and body effect can be modeletelsw [27]:

w 5 Vg-Vr —Vps
Ips = ,uoCoxf(m —1DUje ™t [1—e Ur (2.34)

whereV; is the threshold voltagegjis the zero bias mobility and m is the subthrestsaling coefficient

(body effect coefficient) and is equal to:
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€si

Cam Wam _ 3tox
m=1 14 1+ 2.35
Cox _izz Wam ( )

where Cy, is the capacitance of the depletion layigy,is the gate oxide thickness ahd, is the

maximum depletion layer width.

2.2.4. Process-Voltage-Temperature (PVT) Variation
From Table 2.1 and equation (2.6) fds, the transistor current in subthreshold region ban

derived in the form as shown below:
Ve—Vro [ Vs s}
Ips = K, ,fU%e™ = <e Ur —e Ur > (2.36)

From equation (2.36) it can be seen that therenigx@onential relationship between the drain
current and the transistor gate voltage. Therefommall change in the gate voltage or the threshold
voltage can result in a large change in the draireat. This sensitivity can be useful in the gitg with

wide current tuning range but it also represergh Bensitivity to PVT variation [19].

2.3. Subthreshold Design Examples

From the above discussion it can be concludedth®asubthreshold design can be used in low-
power, low-noise and low-frequency circuit desidhe exponential relationship between the drain
current and the gate voltage makes this mode afatpa suitable for wide current tuning range cit€u
but also makes them more susceptible to PVT variaffhis exponential relationship (similar to BJT
transistors) limits the input voltage linear ran§@r a simple operational transconductance amplifie
(OTA) biased in subthreshold, this range can blwsas 80mV [28, 29]. Therefore this design scheme

can be only applied to the circuits that have ntmarlinearity requirements. For circuits with mangut
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linear range requirement, linearization techniquas be applied. Some examples of this scheme are

discussed in the following section.

2.3.1. Amplifier Design for Neural Recording

Small signal level of neural signal makes neurabrding less sensitive to linearity and more
sensitive to noise level [24]. Therefore subthrédhtesign can be a good option for neural recording
circuit design. Fig. 2.7 shows a common structaregural amplifier design. R. R. Harrison et. &@][3
used OTA structure shown in Fig. 2.8 biased inta@shold region to improve the noise efficiencytdac
(NEF) and reduce the power consumption of thiscatne. Although the circuit topology used for OTS i

a standard design, the sizing of the transistocstisal for low-noise low-power design.

Vin

Vref

C,

Fig. 2. 7. Schematic of a common neural amplifg€]|

To improve the efficiency of this structure (anccidmse the NEF defined in equation (2.33)), the

input referred noise must be designed to be asakpossible. For this circuit the input referredsaas

calculated to be:

vlzn,thermal = [ﬂ (1 + 2 iﬂ + 5_21)] Af (2-37)

39m1 m1
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From equation (2.37) it is evident that improvinigetinput referred noise requires high
transconductance of the input transist@g; @ndgn) and low transconductance of the current mirror
transistors @@n. and gm2)>>(9gmz and gn7)). Therefore M and M, are biased in subthreshold region to
achieve the maximum transconductance efficiencygp&nd M, are biased in strong inversion to get
lower values of the transconductance. The thoubbtfaice of the transistor sizing in this work reds

the input referred noise to 2.2g\and the NEF to 2.9 with a power consumption of\80p

V[J[ )]
M, } I My

T Ve

—— Vou

b Vo
HH v,

Fig. 2. 8. Schematic of OTA used in Fig. 2.7 [30].

2.3.2. Linearization Technique for Subthreshold Amiifiers

Many technigues have been proposed to improve rpeatilinear range of the subthreshold
amplifiers. An example using multiple input floagigate (MIFG) is discussed in [31]. Fig. 2.9 shdkes
OTA structure in this design. This design uses cdistortion-term-canceling technique for improving
the linearity.

In the structure shown in Fig. 2.9, transistos I8l added to average the difference of the input
voltages. All of the transistors are biased in Brégxshold region of operation and their bodies are

connected to ground. Wit,o1= Vpo2= Vpoz= Vaa the currents, i, andi; can be expressed as:
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. Vitw,V -V
i = 1D01exp (K(wl + la]); dd) S) (8)3

. (w1V_+w,Vaq)-V.
lz = IDozeXp (K “1 [a]); dd S) (9)3
, (V4 +V0) +02Vag)-Vs
I3 = ID03eXp Ur (240)

cascP

ot [l e 15

r Mcascl‘l
Vi

Fig. 2. 9. Subthreshold OTA using MIFG MOS trarmist

wherek is the electrostatic coupling coefficient betwéled floating gate and the channel, is given by

C;/Cy ratio and \ is the source voltage. Therefdgg can be calculated to be:

sinh(x)

lowr =1 —h =1y 5o5 2.41)

(W/L)3

Wherex = w; (kV;4/2Ur) andA = 2(W/L)1,

. Expanding equation (2.41) in the Taylor serieeg
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Toue = (ﬁ) Iy [x + (% - 2(11+A)) X7 + (ﬁ B 24(3+A) + 4(11A)2) X+ ] (2.42)

From equation (2.42) it is obvious that the smalldues of input capacitive ratia{) will result in
larger input linear range. In addition it is appdréhat for A = 2, the cubic distortion term can be
completely removed. The simulation results foratiént values ob, are shown in Fig. 2.10.

Source degeneration is another example of lineariprovement technique. Different schemes of
degeneration technique are introduced in [32]. Eifyl shows the diffusor degeneration techniquegalo
with symmetric diffusors degeneration technique.this paper the differential current for diffusor

degenerated technique is calculated to be:

T

sinh Vpm
Ipy = Iptanh ("ZV% — tanh™! [#))D (2.43)

wherelpy = 11 - I, Vom = V1 - Vo andm = (W/LY/(W/L),. With the same parameters, the differential

current for symmetric degeneration technique isutated to be:

T 4m+1

tanh “pm
Ipy = Iptanh ("ZV% — tanh! [MD (2.43)

Fig. 2.12 shows the simulation results of inpuh$@onductance versus the input differential voltage

plot for these two cases. In this figure the trstasitransconductance is normalized to its maximeatae.
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Fig. 2. 11. One differential pair degenerated wi#):one diffusor and (b) symmetric diffusors.
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Fig. 2. 12. Simulation results for using degengeatechnique via: (a) single diffusor and (b) syrmoealiffusor.

In addition to these examples, humber of othergiesthemes using subthreshold technique for

very low-power filter design [33] and low-voltage & design [34] have been reported in literature.
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CHAPTER 3 — Literature Review on Potentiostat

Potentiostat is a circuit that is directly in ploadi contact with the electrochemical sensor. These
sensors consist of three electrodes: 1) workingtielde (WE), 2) reference electrode (RE) and 3htau
electrode (CE). RE is used to measure the solyatantial while CE is a conductor for supplying th
required current for electrochemical reaction tiakie place at WE [35]. Potentiostat is respondibte
maintaining a constant difference potential acthesvorking and the reference electrodes.

The two major electromechanical biosensor strustare oxygen-electrode-based, (@2sed) and
hydrogen-peroxide-electrode-based@tbased) sensors. In,dased sensors, with a standard Ag/AgCI
electrode used for RE, potentiostat has to progidenstant -600mV at WE with respect to RE. In this
case, the reduction of oxygen at the surface of M#tlts in the output current. This output current
direction is from CE to WE. However in,8,-based sensors, the output current is the resulheof
oxidation of hydrogen peroxide at the surface of.\Whis current direction is from WE to CE. For a
standard Ag/AgCL electrode used for RE, the potstai has to provide +700mV at WE with respect to
RE [35]. These two potentiostat configurations sinewn in Fig. 3.1. In this structure an operational
amplifier (opamp) is employed to provide a constanitage between WE and RE.

For better analyzing the stability and the perfano@of these potentiostats, an electrical model is
defined for the human electrochemical solution smawFig. 3.2. In this figur€-z andCye represent the
double-layer capacitance of the electrodes CE abd R¥g, Rye and Rre represent the charge transfer
resistance of these electrodes &gdandRs, represents the solution resistances which aresreall and
negligible [35].

The basic idea of a potentiostat structure is sitgxwn in Fig. 3.1. A number of other structures are
reported in literature for potentiostat design. Séhstructures can be divided into three main grolps

resistive-based potentiostats, 2) capacitive-baséehtiostat and 3) current mirror-based poterdigsin
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this section some examples of potentiostats usiggpéthe different structures and their advantaayes

disadvantages over each other are briefly discussed

Vrel' + V"Cf +
M, M,
1L - l]: IF -
- Tl]: \L J/ TIF
| | | N |
H H Solution H H H Solution H
WE RE CE WE RE CE

(@) (b)

Fig. 3. 1. a) A three-electrode electrochemicautoh and potentiostat for W-Vge>0, b) A three-electrode
electrochemical solution and potentiostat fegeW re<O.

WE o—— ———o CE

Rwe Ree Ree

Rwe=300kQ-3MQ Rs1=Rs,=10Q2
RRE:6.3 kQ N RCE:l .0kQ
RE  Cye=1.0pF , Ccr=1.0nF

Fig. 3. 2. Generic equivalent circuit of an electremical cell [35].

3.1. Resistive-Based Potentiostat

Fig. 3.3 shows the first simple idea for potentibstiong with its signal processing unit which is
composed of resistor and opamp. In this structpesrp provides a constant voltage between CE and RE
and based on that the generated current can pasghtithe resistor and generate the output voltage
proportional to the output current. The problemhwihis structure is that the input resistance &f th
transconductance amplifier increases with frequeny therefore it behaves as an inductive loadnFro

the model of the chemical solution shown in Fi@, 3he solution behaves like a large capacitoha t
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node of its connection to the signal processing diierefore connecting the transconductance aieplif
to the output of the chemical solution can causgability. L. Busoni et al. [36] proposed the sture
shown in Fig. 3.4 to solve the stability problemrad. 3.3. In this structure a compensation teamiig
used to improve the stability. This design empltys OPA627 for the opamps and the other elements
are all off-chip and from the values of resistarghis circuit, it is evident that this circuit caames a

high level of power.

\Y% ref

Capacitive Load  Inductive —
Load

Fig. 3. 3. Basic current measurement configuratiging resistor.

\ 47
%.7p W

10K WE
20K

VOZI .R -

A5
+
1 é 100

€1

Fig. 3. 4. L. Busoni et. al [37] design for improgithe stability in potentiostat design.
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Another potentiostat design technique that is n@digpamps and resistors is shown in Fig. 3.5. In
this structure the working electrode is kept atuwdl ground and the voltage at the reference eléetis
controlled through the feedback. The fully diffei@hversion of this structure is shown in Fig. 3Ttis
structure can help improve the dynamic range inpaoiaon with the single-ended version [38]. This
design is fabricated in a 0.18um CMOS process.slimgle-ended structure is consuming 4.8mA with a
power supply voltage of 1.8V and the differentialisture consumes 8.8mA with the same power supply

voltage.

Chemical
Sensor

Fig. 3. 5. Schematic of a single-ended poter#tds8].

Chemical
Sensor AE R2
\, R Vsret+ —AMA—
Ra g
[ RE > Ry
Vcell SP4 VY =< I_
+_ = |_— iOF's >
FW R T 0Py -
¥ 2 +
we >——W\,— Vou
el BE
Rz -
Vre: —\W\— o>

Fig. 3. 6. Schematic of a fully differential potestat [38].
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Y. Temiz et al. [39] employed a compensation tegheito improve the stability of the single-
ended potentiostat shown in Fig. 3.5. C. Yang €48l used the single-ended structure in an aifag.
array structure is fabricated using a 0.5um CMOG&egss. The fabricated chip consumes 0.6mA of
current with a power supply voltage of 5V. The sastreicture of potentiostat have also been used in
different other applications. S. B. Prakash ef4dl] used this structure to control integrated MEM8Sis
circuit is fabricated using a 0.5um CMOS proces$iBang et al. [42] used this structure for detatof
heavy metal ions in water. This design was alsoidated using a standard 0.5um CMOS process. The

fabricated system consumes 3.8mA of current wihply voltage of 5V.

3.2. Capacitive-Based Potentiostat

Resistors consume substantial chip area and hugeirdnof power. An alternative scheme of
potentiostat design uses capacitors. This typetiostat generates the required difference ftiatdoy
using just one opamp and uses a capacitor in ttie gdathe sensor current to measure its value. The
voltage across the capacitor is simply the integffaits current. Therefore the time required foe th
capacitor to be charged to some level of voltagebsaused as a measurement tool of its currembalmy
of these structures, the capacitor is being diggthby using MOS switches when it reaches a certain
level of voltage. In this case the frequency ofdieeharging of the capacitor can be used as ttpubaf
the current measurement block. The current integraising a capacitor can be performed by either of
the techniques shown in Fig. 3.7. Using a capadaitstead of a resistor increases the range ofeéhsos
current measurement. The small values of currenergée a very low voltage across the resistor that
makes it hard to detect and therefore for thatllefreurrent a larger resistor is needed. But thectures
using capacitor does not need a larger value ot#pacitor and the small amount of current cah stil
charge the large capacitor but for longer time Whéads to lower comparator output frequency and th

can easily be detected.
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Fig. 3. 7. a) Current integration mostly used inrent measurement using delta-sigma modulator. lnye@t
integration with a path of discharge which will &etivated after capacitor reaches certain levebtibge.

In some applications where the accuracy of thentiotgtat current measurement is critical , the
potentiostat is employed to measure the currentheénrange of femto ampere using a delta-sigma
modulator as a recovery block that can help achieeeequired performance [43-45]. The buildingchlo
of this structure is shown in Fig. 3.8. In theseigeers, the integral structure shown in Fig. 3. aised
as the integrator block in the delta-sigma modulstcture.
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Fig. 3. 8. Block diagram of a delta-sigma curreeiasurement block of an accurate potentiostat [44].
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Fig. 3. 9. The current measurement technique agtptd M. Breten [46].

Another example that employs a capacitor for irdéigg the sensor current can be found in [46]. In
this paper M. Breten et al. used Fig. 3.7(a) irdbgrto generate saw-tooth wave pulses by chaiwlg
discharging the capacitor. This configuration iswh in Fig. 3.9. In this configuration the sensorrent
(Ime9 charges the capacitor through switgh for time t,, and a constant DC current sourdey)(
discharges the capacitor through the swigchor timetyw, The voltage across the capacitor is shown in
Fig. 3.10. The ratio of the charging time to thsctiiarging time is proportional to the ratio of gemsor

current to the current source current providedhis structure. This can be rewritten as:

= [ Sdown (3.1)

I
mes ef tup

The other technique for integrating the currenhg@s capacitor along with a discharging switch is
shown in Fig. 3.7(b) [47-53]. The output signaltlis technique is similar to the one discussedin F

3.10. In each cycle the sensor current chargesapacitor until it reaches a certain level of vgétavhile
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a comparator can detect this level of voltage diavathe transistor M to completely discharge the
capacitor. The frequency of the control signal Wwhis applied to the gate of the transistor M

discharge the capacitor is the output signal af $hiucture.
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AVrangel -+ oo
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—
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Fig. 3. 10. Voltage across the capacitor in stmgcthown in Fig. 3.9.

All of these examples use the capacitor as aneaierto integrate the generated current in the
solution. Using the integrator with the technighewn in Fig. 3.7( b) in comparison with Fig. 3.7¢an
achieve three advantages. First; it needs onlyopaenp which leads to higher stability and less powe
consumption, second; the voltage across the opampot changing while the capacitor voltage is
charging which helps to improve the stability ahoid; the opamp in this structure is not respomrsibf
driving a huge resistive load and hence reducesulmut stage current requirement which leadsweio
power consumption. Using the capacitor insteadhef resistors introduces a number of advantages,

however, the stability is still an important issnghese designs which is discussed in [12, 50].

3.3. Current Mirror-Based Potentiostat

To further improve the stability and to prevent thescharging pulses from affecting the

potentiostat system, a current mirror can be engu@s shown in Fig. 3.11 [35, 54-59]. In this stie
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a mirror of the original sensor current is useddairent measurement which can be performed ditpher

passing the current through a resistor or by iy the current through a capacitor.

\?O
) L

CH

Vref Ma

Fig. 3. 11. Current mirror configuration for segara between potentiostat and its current measune(&PU) part.

Although this structure separates the current nreasent block from the potentiostat and the
electrochemical sensor, the variable pole in thegbal solution can still cause instability. R. Wes et
al. [54] employed a capacitor at the output nodthefopamp to improve the stability and M. M. Ahmad
et al. [35] reported a modified version of thiscait to solve the start-up issue as shown in Fi2 3The

implementation of this structure is shown in Fid 3

Fig. 3. 12. A poentiostat structure for improved #tability according to M. M. Ahmadi et al. [35].
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In the next chapter, the current mirror- basedmaistat is analyzed and a solution for the stbili

problem is proposed.

Fig. 3. 13. M. M. Ahmadi et al. [35] implementatiofstructure shown in Fig. 3.12.
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CHAPTER 4 — Proposed Structure

As discussed in chapter 3, all of the conventiggmentiostat structures have stability issues and
need to employ a compensation technique for impgpvhe stability. In this chapter the conventional
structures are analyzed to find the main sourcasstébility. Then a modification to the conventibn
configuration that does not require any additiarahplexity is presented. The power consumptiotén t
new modified structure is decreased up to seveaestiim comparison with the design introduced in [35]
This chapter contains a mathematical analysishferposition of poles and zeros in the proposedtlaad
conventional structures. Using these equationspdifivation to this configuration has been obtaiaed

a new subthreshold opamp based on the modifiedicnequirements is presented.

4.1. Analysis of the Conventional Design

The AC equivalent of a simple potentiostat showrFig. 3.11 is shown in Fig. 4. 1, here the
solution module is replaced from Fig. 3. 2. In tmedel,Cyg is 1puF,Cre is 1nF,Rs; andRs; are 1@
while Rre is 1KQ andRye is changing from 30QR to 10MQ based on the solution concentration. In Fig.
4. 1, Rs; and Rs,; which are negligible in comparison witRye and Rce are neglected to simplify the
equations. In addition, the amplifier is assumedbéoa simple single-pole structure with the opeaplo
gain of A; and a single pole locatedRt. Based on equations shown in Appendix-A the temisinction

can be derived to be:

Vout — —Imaho (1+RcECcES) (4 1)
) S ' 1+ !
Vi 1+%/p, (1+.9maRCE+RCECCE5)(ﬁ*’CWES)
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Fig. 4. 1. Schematic of the AC equivalent cirafia potentiostat.

Based on equation above, this transfer functioronaszero and three poles which are located at:

1
Z1 = _RCECCE (4.2)
P, =— L (4.3)

CWE((RWE||RMa)(1+gmaRCE))
1+g9ma(RwElIRMa)

1

Po==Fy= _RoutCout (4'4)
1+9maRcE

p, = — Ltgmafer 4.5

3 RceCce (4.5)

From these equations, gf,,Rcrz be designed to have a very small value, theandP; can cancel each

other. By considering this assumption the equg#oh) can be further simplified as shown below:

m _ _gmaAO (RWE”RMG.) (4 6)

Vin 1"'S/pA " (1+9ma(RwEl IRma)+(RwElIRMa) CwES)
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The transfer function represented by equation (da8)two poles which are located at:

1 ~—9ma
P, =— = 4.7
1 cwe(RwelRuaI(Yg,,) — Cwe (4.7)

1

P2=_PA=_ (48)

RoutCout

From equations (4.7) and (4.8) it can be conclutatdthe dominant pole is generatedQyy: and1/gya,
where the value dl/g,, varies depending on the sensor current. Thisnfiadtes the first dominant pole a
variable one while the second pole is the opamp potl is not affected by the sensor current. Theref
for stability of this structure the opamp pole mbstpushed to higher frequencies. This requiregdow
output resistanced?,, Which leads to lower opamp open loop gdig).(The size of M also needs to be
reduced to decreasg, and pustP; to lower frequencies. From equation (4.6), thendpep gain can be
calculated to be:

_ —9maPo(RwElIRMa)
AoL = 1+9maRwelIRma) (4.9)

From the above equation it can be seen that deécgebsthg,, andA, decreases the open loop gain. Low

open loop gain can lead to high offset and low ey

4.2. Proposed Structure

From the above discussion, it can be concludedithatdifficult to achieve both high open loop
gain and stability in the conventional structurdhet same time. To solve this problem, transistgrisvi
replaced by an NMOS shown in Fig. 4.2 [60]. In thésv structure it is expected that the first poleated

at the output node of the system moves @u#Ry, Which is a non-variable, more-dominant first pole.
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The proposed structure looks like a two-stage dmaplivithout any compensation capacitor. With respe

to the analysis in Appendix-B the system trangfiecfion of the modified design can derived to be:

Vout _  Ima(RwellRmMa)Ao (Rwel|Rma)

Vin 1+5p, (U RwslIRua)Cwes) (4.10)
Therefore in this structure the position of polesves to:
Pp=— (4.11)
(RwklIRMa)CWE
Py=—Py=—— (4.12)

RoutCout

e RW E —_ CW E
o - —1
RE - Rye Ire=0 e
T ] MA
CE VOlll
IOul Vii Ree — Cce

Y
Vrcf

RMa

e e Yeq=1/ReqtCeqS
(@) (b)

Fig. 4. 2. a) Proposed structure. b) AC equivalgntuit for calculating the open loop transfer ftion of the
system.

In addition, from equation (4.10), the open loongaan be calculated to be:

AoL = —Gmaho- Rwel|Rua) (4.13)
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From equations (4.11) and (4.12), it is evident thdhis structure there is no need to decreasegtkin
orderto separate the poles. In faB,,;; can be decreased to incre&ewhile keeping the samég_ by

increasing th@ma

4.2.1. Stability Analysis using Miller Capacitor

The effect of Miller compensation capacitor hasrbstudied in [61]. Adding a compensation
capacitor between two nodes represented by equiviadsistors and capacitorskf, C; andR,, C, and a
transconductance amplification gf, from node 1 to node 2, result in changing the ppaisitions to the

new locations as shown below:

1

Pl(TLEW) = —m (414)
P,(new) = —% (4.15)

In the proposed potentiostat, node 2 can be theubnbde and the node 1 can be the output of the
amplifier. ThereforeC,, the solution capacitor, is 1uF which is typically times larger than the
maximum capacitance at node 1 (0.1pF). Based @® thguations, addition of a compensation capacitor
moves the new second pole located at node 1 torliveguencies while the change in the positiorhef t
first pole is negligible. Therefore in this struauthe new positions of the poles intensely degthde
stability.

The next important point based on [61] is thatdbmpensation capacitdt, generates a right half
plane (RHP) zero which also degrades the stabihtyprder to move this zero to left half plane (QHP
series resistor should be added next to the comafienscapacitor.

Therefore to improve the stability in this struetuMiller compensation technique cannot be

effective since it degrades the stability and thé/ avay to maintain the stability without addingyan
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compensation technique is to design the opamp faolaway from the first pole. In the next section a
new subthreshold opamp is proposed that can acbiVelow power dissipation and the required high-

frequency pole.

4.2.2. Proposed Opamp for the Proposed Structure

To design the amplifier two stability factors ndedoe taken in to account: the open loop gain and
the position of the first and the second polesillastrated in Fig. 4.3 in a system with a fixedsjimn of
the first pole (like the potentiostat system), tidty gain bandwidth (UGBW) can be increased by
increasing the open loop gain. But the higher dpep gain results in reduction in the PM. Therefore
while the open loop gain should not go higher tti@nrequired value, it still needs to be high erotag

meet the required accuracy.

Amplitude (dB)

| Decreasing the Open Loop Gain,
results in Increasing PM

AL
A,
A

0

Phase (degree)

180

90

Fig. 4.3. The bode plot of an imaginary system whh fixed position of poles but variable gain. §figure
illustrates the fact that in this system, higheemfoop gain results in lower stability or phasegira
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Fig. 4. 4. Schematic of : a) Telescopic amplifigucture, b) Folded cascode amplifier structure.

To design a low-power opamp, a telescopic opamplégy as shown in Fig. 4.4(a) is chosen for
the start. To decrease the power consumption aadnieve the maximum efficiency in this amplifigre
input transistors are biased in subthreshold regovgrovide the maximurg,/lp efficiency. Under this

condition, gy, is proportional tdp and can be measured from the equation below:

Imi = gm(input transistors) = [’]i (4.16)
T

Having the input transistors biased in subthreshediime can also help decrease the flicker noise.

The output resistor can be calculated from the thmuaelow:

Rout = gmro2 (4-17)

Therefore in telescopic transconductance ampltfier input and the output transistors share the same

current and the gain can be calculated to be:
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; Ip 1)\2 1 )2
gain = gmiRoyr = grznroz = (U_L;E) = (E) (4-18)

From this equation, it is obvious that the gainmnbe controlled by current and the only factor
responsible for controlling the currentlisThus the only parameter responsible for increpie gain is
the channel length of the output transistors wincheases the total output capacitance as welkedan
equation (4.12), to push the second p&lg {o higher frequencie€,; andR,; of the amplifier must be
minimized. However, increasing the length of trensistors increases both of these values. Therfdfore
the highest stability the output transistors shdaddas small as possible and the minimum lengthldho
be chosen for the output transistors.

Based on above discussion a telescopic opamp canovitle the required gain while keeping the
second pole far enough from the first pole. Theeeto folded cascode amplifier is chosen as shown in
Fig. 4.4(b). In this structure the input and thépatitransistor currents are different. Then thi@a gan be
controlled by increasing the transconductamgg Of the input transistor without any effect By, or Coyt

of the ampilifier. In this case the equation fomgaén be calculated to be:

. Ipy 1 1 Ipq
— . =—X—=—X—-— .
gain gmLRout Ur AMpe AUT  Ipg (4 19)

The problem of using folded cascode structure ditferent current bias in its two branches is the
need for providing a very accurate current souocé,f andl,s;. Based on equation (4.19), to increase the
gain in the structure shown in Fig. 4.4(l); must be increased whiles is kept constant. Ifp,; is
designed to be 10 times higher thigg thenl,, andlys need to be biased at 1.1 timedQfThis accurate
ratio may not be achieved during the fabricatiome Thismatch between the transistors in the faloicat
process may cause up to 20% change in the cumemared to the designed values. In order to alievia
this problem in the standard folded cascode ddsigim branches need to be biased with the same ghlue

the current.
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Fig. 4. 5. a) Folded cascode structure. b) Propasstsconductance amplifier by modifying a foldems@ode
Structure.

Based on the above discussion the folded cascaggse needs to be modified in a way that the
accurate current mirror will not be required. Heremodification to the folded cascode structure is
proposed that can help solve this issue. Fig. 4rbahstrates the applied change to the folded cascod
structure. In the proposed structure the locatiothe current sources is switched by the locatibthe
current mirrors and therefore there is no needHeraccurate current mirrors. Based on the caloulst
in the Appendix-C the position of the poles andzbms in the modified folded cascode structurebman

derived from the transfer function below:

Vout _ _1/2(gm1+ng1+A6(.gm3_ng4S))

. 1 1
Vin A1(cgdl+cts+r—ot+cgd4s)+(m+c7s)+A7(gm3—cgd4s)

(4.20)

where the parameters used in this equation is ekkfim Table. 4.1. From equation (4.20) the DC gaim

be calculated as follows:

Vout
Vin

o (=1/5) (gmlRout + g1 (ﬁ” Rout) gngout) (4.21)
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Table. 4. 1. Defined Parameters Used in Equatid?6j4

Parameter Expression
(L + 1 + Ces + C7s)
A To7 Tos
1 1
(gms + —t Cos)
1
(gms + t Css)
= C C 1 1 C C
(¢, + 7)s + it Css + gas5]
A]_ng4S
A 1 1
3 [(Cg +C;)s + Tt Css ng4s]
(gml + ngl)
Ay 1 1
(Coar + Ces + (1= 4y) (E + C55) + AzGms + Ims)
1
Az (Css + Tos gm3)
As 1 1
(Coar + Ces + (- 4y) (E + C55) + AzGms + Ims)
Ag Au4,
Ay AsA, + Az
Cy €1 +C3 =0+ C,=Cgs1 +Cys3 + ngs
Cs Cass + Cags
C6 CdsG
C7 (Cs) Cas7 + Cag7 + Cags
Tot rolllro3 = T02||T'04
Other assumptions To7 = Togs Cgar = Cgaz: Im3 = Imar Gms = Ims

where

Royt = (gmsrot(rosllrw))”rw (4-22)

From equation (4.21), the paths of the AC signdah&output can be estimated. In this structuresthes
two different signal paths. First one is the dingath from M to the output and therefore the gain for this

path isgmiRou. OnN the other hand the second path is first frogtdvthe noden; which is also the gate of
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M4 and then from the gate of Mo the output. Therefore the gain of this patthis product of the gain
from M, to noden; which isg,,; (gi” Rout) and the gain from Wtto the output which igmaRout
m3

Having two different paths for the AC signal carscalbe derived from equation (C.24) in
Appendix-C. From this equation it can be seen thatwo different paths of the AC signal to thepuuat
will cause two zeros and two poles that are closene another. The two extra poles created fros thi

path can be calculated from the equation below:
1 1 1
P(s) = (A—z (Cts + Z) +(Cy+Cr)s + — gm3) =0 (4.23)

While the extra zeros can be derived from the eopidtelow:

1 1 1
z(s) = (Z (Cts + E) + (Cg + C7)s + — + gm3) +9mz =0 (4.24)
Bode Plot
\
\ \
w=27f (rad)
F(s)
Z(’s)
P(s)
S=jw (rad)

Fig. 4. 6. Bode plots showing that extra poles zembs created from the different AC signal paths @ause a non-
uniform structure in the AC frequency responsehefgystem.
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From equations (4.23) and (4.24), the extra pabelszaros are close to each other and therefore can
be designed to cancel each other. Fig. 4.6 proadafiustration about the effect of these two paed
two zeros on the ac frequency response of theitnpeslance amplifier. In this figure the location of
zeros and poles are defined by the intersectidheofwo polynomials P(s) and Z(s) with theaxis which

changes the shape of the Bode plot as illustratéis figure.

4.3. Design Considerations in the Complete Systenr&cture

Fig. 4.7 shows the complete schematic of the prgbasructure. The signal processing unit (SPU)
used here is discussed in [56]. According to equaféd.11), increasing the output resistance of the
potentiostat will result in pushing the dominanteptm lower frequencies which improves the stapilib
order to increase the output resistance the lenfjtlransistor M is increased. The system output

resistance in Fig. 4.6 can be calculated to be:

Rsout = %”(RCE + RwE) 48)

Therefore in this structure the gain can easilgdrgrolled without any effect on the position oéth
pole by changing the ratio of the current in thestfistage to the current in the second stage of the
amplifier. This control can even be performed exdadly. The current mirror transistors in this arfiphi
should be biased in strong inversion to achieveldhest capacitance at the output node. Besides, th
current matching requirement for the current marcain be better achieved by using the transistased
in strong inversion. Avoiding the cascade structatréhe output stage of this amplifier helps thépou

resistance to stay as low as possible.
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Fig. 4. 7. Schematic of the proposed potentiostatture.

4.3.1. System Offset
One important parameter that needs to be takerag@ount is the offset generated between the two
inputs of the opamp. This offset can be eitherrdsailt of mismatch or due to non-symmetric struetur

The offset generated by mismatch in this structarebe derived from the equation below:

Vos = Vos1 + Vos7-§_:z + Voss- ms (4-26)

Ims9mi

whereV,g, represents the offset between transistandn+1 and can be derived from the equation below:

— Vesn—VrHn [(%)nﬂ_(%

I/:)sn 2 (K) )n] - (VTH(n+1) - VTHn) (4.27)
L/n

In equation (4.27) th&/ty and WI/L) variation can be estimated based on process p&zesnfrom

equations (2.25) and (2.26). Applying layout teclmeis can help reduce the mismatch offset. The
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systematic offset in this structure is caused hyrgadifferentVps values for M and M. Vps7is designed
to be fixed atVop-Vssa, While Vpsgis changing based on the variatiorMgs of transistor M due to the

variation in the sensor current.

4.3.2. System Noise
Another important parameter to be considered cuitidesign is noise. Noise in this system will be
filtered by the large capacitor existing in thecélechemical sensor. Based on the calculations and

assumptions in Appendix-D the output noise of tbieptiostat system can be calculated to be:

Imc
Vioue = | (IZe + 130) 22 4 12 + sy | R (4.28)
where
(14+Ry CyS) 4KT
IrleE = ViRE# ) Irzlb =4KTYGma Irzlc = 4KTygm: and Irlespu = Rspu (4.29)
And
2 _ 2 AoGmaRw S Rw (1+5/P1)
Vikrg = Vn1 ((1+s/P1)(1+RWCWS)—AOGmaRW) + law ((1+S/P1)(1+RWCWS)—AOGmaRW) (4.30)
772 _ 8KTY(gma+gmatgme)RGur _ BKTY Ima | Ims
an - (gmz2Rout)? Im2 (1 + 9Im2 + gmz) (431)
Gpg = —2m8—— and Ly = XL 4.32
ma 1+gma($) nw RnW ( )

4.3.3. System Power Supply Rejection Ratio (PSRR)
The last important parameter that needs to be amdlis the effect of noise on the power supply

known as power supply rejection ratio (PSRR). Frtw structure shown in Fig. 4.Cye is a 1uF
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capacitor that guides the noise from power supplpre input port of the opamp, while the resistor
divider in the other input port of the opamp disdie noise by its ratio and provides a lower valtie
noise at this input port of the opamp. This wilusa opamp to amplify the difference noise appliethe
input ports of the opamp. This phenomenon can cugspresence of very large noise signal at theubut
of the opamp and at the mirror of the sensor ctirf@mnrent at M). This problem can be seen only in
power supply low-frequency noise. In higher frequies the gain of the opamp drops very fast thgishel
eliminate the high-frequency noise at the outpuhefopamp and the mirrored current. The powerlgupp
is mostly generated by accumulating high frequesigpal through optical or inductive coupling and
therefore the noise existing in the power suppluldie the same high-frequency noise and will be
eliminated. In this design a low drop out regulaibbO) has been also used to eliminate any low-
frequency noise that might appear in the systenpo#sible, putting a large capacitor @f can help
provide the same value of noise to the inputs efdpamp and therefore reduce the effect of the low-

frequency noise at the output.
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CHAPTER 5 — Signal Processing Unit (SPU)

In this chapter a new signal-processing unit (Sfeld)mplantable biomedical sensors is proposed.
The proposed scheme combines the advantages ofwthemain structures of conventional SPUs
discussed in chapter 3 (delta-sigma modulator dratging capacitor in feedback). The preliminary
design has been realized in a 0.35um CMOS pro€essresults validate the desired functionalityhef
system. In the following sections an additional ifiodtion to the SPU is proposed to facilitate sienp
frequency modulation. Simulation results in the saprocess confirm the linearity of the system

corresponding to a wide range of sensor current.

5.1. Introduction

Combination of a potentiostat and a signal-proogssinit (SPU) is a common approach for
monitoring various human physiological parameteichsas glucose, lactose, pH etc as it was discussed
in chapter 3. The SPU unit has been realized irumber of different methods, which can all be
categorized in two different main groups. The fgebup uses a capacitor in the path of the inpueot
and measures the time that is required for thedimpao charge to a specific voltage level [1-Fhe
second group of SPU structures uses a delta-sigmadogato-digital converter (ADC) [5-6]. The
advantages of the first group include their reltivsimple circuit topologies and the output signal
frequency being proportional to the sensor currétdwever, these SPUs typically suffer from low
accuracy, which makes them unsuitable for measwsngil currents. On the other hand, the delta-sigma
modulator has more complex structure and the ouigutl is a high frequency digital code that reggii
a low-pass filter (LPF) for decoding. In delta-smratructures the error between the original and the

modulated signals is added to the input signahertext cycle. This method compensates for the erro
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and reduces the effect of random noise. In othadsvin a delta-sigma structure noise is shapedsand
moved to higher frequencies. The simplest bipoddiagsigma structure is a one-bit structure thatsdo
generate a “+1” and a “-1" current with exactly ababsolute values. In this chapter a simple SPU
structure is presented that has the accuracy ofdéhie-sigma modulator and the simplicity of the
charging capacitor. The proposed technique incsetige reading range and the accuracy of the current

measurement.

5.2. Proposed Structure

Based on the requirement of low power dissipatiorbiomedical implantable applications, a
unipolar continuous time first order delta-sigmeusture is proposed that achieves the measurement
accuracy of a delta-sigma modulator while in coriguar has a simpler structure and does not recfudre t
implementation of sink and source currents withegkact absolute values. The proposed techniques save
the difference error and introduces it in the nextle which is the technique used in delta-sigma
modulators for achieving high accuracy.

To explain the idea, first the input current isresgented as a multiple of an integer with a small
magnitude. The value of this current defines theueacy of the system. For example, for a systerh wit
required accuracy of 10nA, a current of 1.2pA canrdpresented by (120).(10nA) and 1.21pA can be
represented by (121).(10nA). These integer numtershe generated by a capacitance, which is charged
by the input current for the time duration df) (and discharged with the 10nA current for the time

duration of @T). In this casef” is the output of this system. For this capacitor:

IgnT
Cc

1 ,T I,T 1 /nT
V=Ef0 15dt=T=Ef0n IBdt: - Is:nIB (51)
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where,lg is the 10nA source current ahgds the input current. A comparator is used to chbekvoltage
across the capacitor. A counter counts the numbeisoharging cycles starting from the activatione
of Iz and ending at its deactivation time.

The problem here is that the generation of a smalient oflg is very difficult. In addition,
connecting and disconnecting this small currentueately in presence of many parasitic parametess is
real challenge. To solve this problem, insteadsifigia very small currentg) and measurés asnlg, Ig
can be chosen to be a large number lgnthn be introduced as a fraction lgf Another option is to
choosdg in the same range &sand charge the capacitor with the input curreédtfér the time duration
of nT and discharge it withs for the time duration o T in such a way that the capacitor be completely

discharged by the end of the last cycle. In thgedg based omg can be derived to be:

nT nlgT 1 omT IgmT
fO Isdt = e :Efo IBdt = BC (52)

V=2
Cc

This structure can be implemented using the cordiipn shown in Fig. 5.1. Thereforg dan be
calculated as any ratio &f or as before a multiple of an integer by smallueads/n). Therefore in this
case the accuracy can be definedigg. Therefore, regardless of the valuelgfany accuracy can be

achieved just by increasing the measurement time.

The output signal of this structure is very similarthe output of a one-bit delta sigma structure.
The only difference is that the “ones” and the t&&rdo not represent the same absolute value of the
current. In the next section an additional modtfaa is applied to the structure that can convee t

output digital codes so that they can be easilpded.
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Fig. 5. 1. Schematic of the proposed SPU structure

5.3. Demodulation Scheme

The output signal of the proposed structure caddmeodulated using a counter. In this design, for
any time interval ofi+m)T, there exist fi” ones and " zeros and therefore a counter can be used for
demodulation. One solution is to use an additi@minter to keep the track of the time and in each
(n+m)T the first counter is reset while the output datahe counter is stored in memory before each
reset. To further simplify the demodulation scheamaethod is developed which allows the output digna
of the delta-sigma modulator to be directly demathd just by using one counter. If a counter isl e
a demodulator before the output, the frequencyhef most significant bit (MSB) of the counter is
proportional to the input current. This is becaimseach period of(+m)T, the counter counts toand for

a b-bit counter, the frequency of MSB would be:

(5.3)
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The problem with this simple method is that eactiepf counting can be started and ended at any
time. Therefore the assumption that the chargethgelin capacitor is equal to its discharged veduet
always correct. This will cause frequency fluctaatifor the MSB output signal around the frequency
calculated by equation (5.3). To solve this probiens required to stop counting when the capacitor
voltage is equal to its value at the beginninghaf tounting cycle. By choosirlg to be at least three
times larger than the maximulg it can be assured that when the capacitor iggelayly it takes more
than two cycles ofs to discharge it. Thus for the duration of chargihg voltage across the capacitor is
slightly lower than the reference voltage of thenparator. Therefore each charging cycle generates a
“one” which always follows a “zero” and the nexgral after this “one” there is also always a “zero”
Therefore counting always starts and ends at the Wwhen “one” occurs which in this case represents
almost the same value of the voltage across thacdap. This can remove the output frequency
fluctuation

For improving the accuracy further, the currentvill never be turned off. This change can help
reduce the parasitic effects resulting from thetiooous connecting and disconnectingl @fTherefore
the Fig. 5.1 can be modified to result in the dtritee shown in Fig. 5.2. Therefore hége Isis chosen to
be three times larger thagior equivalentlylg is chosen to bel4

In this system the number of bits in counter cachiesen based on the required accuracy bhbia
counter, when the counter counts fothe MSB signal changes its value twice. The M8R&jdiency is
inversely proportional to this time intervdjy§s= 1/Tusg). Based on the previous discussion, during this
time the capacitor has been charged Wwituring the entire time interval diysg= (n+m)Tc« and has
been discharged witly for the timenTck, WhereTek is the clock period. Based on the assumption that

the voltage across the capacitor is almost conatahe beginning and at the end of each counting:

I;(n+m) =Ign (4)
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Fig. 5. 2. Schematic of the modified SPU structure

Therefore:

From equation (5.5)ysg can be derived to be:

I
Tysg = Terx(m+m) = nTgk (i)

Therefore the MSB frequency can be derived to be:

1 Is Is

MSB = = =
f Tuse nTcxle  2PTcklp

(5.5)

(5.6)

(5.7)

From equation (5.7), the frequency of the MSB ieally proportional to the input current. The acay

of equation (5.7) is based on the accuracy of theton (5.5). In this equatian andn are two integer
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values and for a non-integer valuesl gfs, m would be equal to the integer partrgfs/ls- 1) which is

more accurate for larger valuesrodr equivalently higher values of counter bl (
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CHAPTER 6 — Simulation and Test Results

This chapter contains a summary of simulation aest tesults for the proposed opamp and
potentiostat shown in Fig. 4.5(b), Fig. 4.2(a) &gl 4.7 fabricated in a 0.5 um CMOS process agnd al

simulation and test results for the proposed signatessing unit shown in Fig. 5.1 fabricated i0.35

pm CMOS process.

6.1. Opamp Simulation Result
In this part, the proposed opamp simulation reswdised on a 0.5um CMOS process simulator is
presented. A summary of the transistor sizing ics bpamp shown in Fig. 4.5(b) and their bias cuse

are provided in Table. 6.1.

Table. 6. 1. Transistor Sizing and Bias Currentfolded Cascode Amplifier Shown in Fig. 4.5(b).

Iv'l MZ M3 IV|4 MS M6 Mbl M? MS

W (m) 51 (51| 15| 15| 9 | 9 | 15| 15 | 15

L (um) 6| 6| 6| 6| 6| 6| 6 | 24| 24

Mult. 10 | 10 2 2 2 2 2 4 4

| (WA | 09|09 1 | 1 | 13| 13| 17| 13| 13

bias

6.1.1. Position of Poles and Zeros of the Propos€&phamp

Fig. 6.1 shows the simulation results for the Bpt# of the proposed opamp with different sizes
of My, transistors. As evident from Fig. 6.1, the largee of transistors M can help reduce the effect

of extra poles and zeros on the AC transfer funcftithe large sizes of transistorg Ntave also a great
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impact on the position of the first pole. Fig. 8lws the effect of the control parameter (sizi®lof) on

the change in the position of poles in the propageimp). Based on the system design requiremeats th
size of M, can be designed. Here, because the first poleeobpamp is the second pole of the system
and the position of second and third pole doesaffett the performance of the system, the smaiber s

of M., for achieving the highest position of the firstgps desirable.

60{ Loop Gain dBEZ0<0> Loop Gain dB20<1I> TLoop Cain dBZ20<5> Loop Gain dB20<3> .1 —
IR e e e T A R
- 204
[aa]
=]
=
= o Increasing Size
Q of The Input
_20_ .
Transistors
_40_
-60
2004 Loop Gain Phase<3> Loop Gain Phase <0>
1504
& 1004
W
=]
~ 50.04
W
o
2 o
a
-350.04
-1004
-150 T T T T T T T T T
1072 10-1 100 101 102 103 104 107 106 107 108

Frequency (Hz)

Fig. 6. 1. Bode plot of the proposed opamp witlfiedént sizes of N, transistors.

Position of Poles

N
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8 N

=

= «—0 o—— <0 >
E Real part
£

Fig. 6. 2. Change in position of poles with chagdime sizes of transistors;l
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Fig. 6.3 shows the simulation result for AC freqoemesponse of the proposed folded cascode
structure in comparison with the conventional fdldmscode structure. From this figure the positibn
poles and zeros can be compared. Fig. 6.3 compaeeproposed folded cascode with two different
biasing of the conventional folded cascode strigctlihe first one is biased the same way as theopeap
opamp and therefore as it is expected that botle e same first pole but different second polés T
second one has the same value of current in battches. Therefore this folded cascode has lower gai

but higher value of the first pole.

60{ Loop Garn dB20<Z2> Toop Tan dEZ0CT> Toop Gain dEZ0<0% 1

B i e e B w1 12 11| e e 4 1| S Tin
MO(21.12mHz, 48.43dB) L Y
1(3.579Hz, 40.31dB} Mg
12 ~

—_— b
E \\'\
z - S
= ~127 — Proposed Design Ron TN
S ------ Folded Cascode with Different Bias in Branches f “-\_‘

- 36 === Folded Cascode with Same Bias in two Branches "'»\\

0
2004 Toop Gain Fhase<7> Toop Gain Fhase<I> Toop Gain Phase<0> 1

Phase (deg)
v
=3
ind

-30.04

- 100 T T T T T T T T T
1072 1071 100 101 102 103 104 102 108 107 108

Frequency (Hz)

Fig. 6. 3. Comparison between the AC frequency amsp of the proposed folded cascode structure had t
conventional folded cascode structure.

6.1.2. Noise Performance of the Proposed Opamp
Fig. 6.4 shows the simulation result for the outpoise of the proposed opamp in unity feedback

and in comparison with the conventional folded odscopamp. As before in this figure, the proposed
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opamp is compared with two different biasing cadodi of the conventional folded cascode opamp. The
input referred noise can be calculated by dividing output noise with the gain of the amplifier. As
evident from Fig. 6.4, the folded cascode opamp tie same biasing as the proposed opamp has almost
the same value of the output noise. In additiom;esithese opamps have almost the same valuesmf gai
the input referred noise for theses would almostheesame. However, the folded cascode opamp with

higher value of current in the output branch hdsgher output noise and lower gain which results in

higher input referred noise.

-130

-140+4 MO{13.56Hz, -144.0dB)
M1(998.6Hz, -145.7dB)

-1504

Output Noise (dB)

— Proposed Design
------ Folded Cascode with Different Bias in Branches
-=-= Folded Cascode with Same Bias in two Branches

-1604

-1704 t
100 10l 102 103 104 103 106 107
Frequency (Hz)

Fig. 6. 4. Noise performance comparison betweemptbposed opamp and the conventional folded casopaep.

6.1.3. Common Mode Rejection Ratio (CMRR) of the Riposed Opamp

CMRR is defined to be the differential-mode gainidiéd by the common-mode gain. Fig. 6.5
shows the simulation results of the common-moda &ai the proposed opamp in comparison with two
different biasing condition of the conventionaldetl cascode opamp. It is evident from this figiwa t

the proposed opamp provides a better rejectioth®rcommon mode signal. The reason for that can be
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the more sharing of the paths for the two inpunaig from the differential input to the output. Fréig.

6.3 and

Fig. 6.5, the CMRR values can be calculasdaelow:

Proposed opamp: 40.42dB + 48dB = 88.42dB,

Conventional folded cascode with different biagianches: 24.47dB + 48dB = 72.47,

Conventional folded cascode with the same biasandhes: 35.8dB + 40.31dB = 76.11.

Common Mode Rejection Ratio (dB)

Fig. 6. 5.

20

104

- Proposed Design
------ Folded Cascode with Different Bias in Branches
.=«= Folded Cascode with Same Bias in two Branches

=104
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-304

-------

MJ(I(B.SmHz. -35.8dB)

MZ(?.SSHZ, -40.42dB)
-40

-50 . . s ! ] oy - g ot -
10-2 10-1 100 101 102 103 104 103 106 107 108 109
Frequency (Hz)

Comparison of CMRR result for the pragbspamp with the conventional folded cascode opamp

6.1.4. Power Supply Rejection Ratio (PSRR) of ther&posed Opamp

Fig. 6.6 shows the PSRR simulation results for pheposed opamp in comparison with two

different

biasing condition of the conventionaldetl cascode opamp. It is evident from this figina t

the proposed opamp provides a worse performangmwer supply rejection in comparison with the

conventional design. The reason for that is theaepaith of noise from the power supply through the

current mirror. Therefore this structure shows tengower supply rejection performance when addld

cascode

with PMOS input transistors is needed.

72



20

—— Proposed Design
o I ETTRER Folded Cascode with Different Bias in Branches
«=«= Folded Cascode with Same Bias in two Branches

- 404 MTG?.O 1mHz, -48.7dB)

Power Supply Rejection Ratio (dB)

|
[<2]
(=]

| M]l(BS.IBmHz. -64.13dB) 4/

Mi(141.3mHz, -72.15dB)

.....

‘Bc T T T T T T T T T T
1072 1071 100 10l 102 103 104 10° 106 107 108 10°
Frequency (Hz)

Fig. 6. 6. Comparison of PSRR result for the prepospamp with the conventional folded cascode opamp

6.2. Potentiostat Simulation and Test Result

In this section the simulation and the test restdtsthe potentiostat block are presented. In
addition, the test result for the entire systemwshan Fig. 4.7 for four different chips fabricated a

0.5um CMOS process are presented.

6.2.1. Simulation Result for Open Loop Gain and Phee Margin
The system shown in Fig. 4.7 has been simulatea df5um CMOS process for three different

values of the capacitor and the resistor of thenite solution model shown in Fig. 3.2. Fig. 6.0sis
the simulation results for these three conditionbe value of theR,e changes with the solution
concentration and the value Gfye can change from sensor to sensor. Due to higHetieo resistance
for low level of sensor current the second staga ghthe circuit is higher which leads to highgreo
loop gain. In addition, this high resistor moves ttominant pole to the lower frequency which img®v
the phase margin. The phase margin values of htpher70° in all these conditions reflects higlbsits

73



performance of this system. The power consumptioth® system in any of these three conditions has

been summarized in Table. 6.2.
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Fig. 6. 7. System stability response for threeedéht solution models.

Table. 6. 2. Summary of Circuit Parameter fer¥1.8V (It also includes resistive divider power samption)

Open Loop Gain Phase Margin Power consumption
Rwe=300KQ 69.9 dB 87.79° 10.20 pyW
CWEzllJF
Rwe=3.6MQ 65.72 dB 89.74° 6.44 uW
CWEzllJF
Rwe=300KQ 69.9 dB 70.24° 10.20 pW
CWE:O:]-“F
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6.2.2. Test Results of the Complete System

The system configuration shown in Fig. 4.7 has dabricated in a 0.5um CMOS process. Fig. 6.8
shows the microphotograph of the fabricated chiplized in this process. The bias circuit, the
potentiostat and the SPU are marked in this phidte. total area consumption for the entire system is
0.06mnf and the potentiostat area (without biasing) is18nf. This circuit has been tested by
connecting the three electrodes of the electroatereensor to the chip while the sensor is floaitirsgde
the glucose solution. As shown in Fig. 6.9, theegated sensor current increases with increaseein th
concentration of the glucose solution. Fig. 6.10sarizes the experimental results based on thesens
current. The output signal generated form thisesygs a frequency signal. The output signal frequés
shown in Fig. 6.10. It is evident from this figutlkeat the output frequency linearly increases with

increasing levels of the sensor current.

il = S e — T
| = ~ 3

Fig. 6. 8. Chip microphotograph showing variougaysbuilding blocks.
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Fig. 6. 9. Sensor current based on glucose coratémntrin the solution.
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Fig. 6. 10. Measurement results of the output feeqy for different values of the sensor current.

Fig. 6.11 shows the same test results presentdedgin6.10 for four different chips. Fig. 6.12
compares the test result of four chips in one flotsee the contribution of potentiostat in théeldénce
between the tests results seen in Fig. 6.12, tbeparate potentiostats fabricated in different chipe
connected to the same SPU and the results are shdwg.13. It is evident in this figure that theopess
variation in potentiostat does not have a signifiegdfect on the system output results.
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2.5 -
—~~ 2 T X.
E y X.x z. [
S 15- « o o o ’
> < * *
[&] *
c ] *
S 14 n,
(on L 2
o 4,
L 0.5 - %ﬂ
0 T T T T 1
0 0.5 1 15 2 2.5
Current (UA)
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Fig. 6. 13. Effect of the process variation in moi@stat on the system output results.

6.2.3. Offset Simulation and Test Result

In this part the offset between the two input patgshe opamp in the potentiostat structure has
been simulated using Monte Carlo process and midnginulation. This offset represents the variation
of the MweVre) by process and mismatch variation. The simulateEsult is shown in Fig. 6.14. This

result predicts a maximum mismatch of 30mV.

—wave_16{)
200 |
mu = -1.52476m
175 sd = 105732m___ |
N = 100

X0 (E-3)

Fig. 6. 14. Offset between two inputs of the opamihe potentiostat structure which also represtms/ariation of
(VweVre) by process and mismatch variation.
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This offset value has also been measured forrdiftevalues of sensor current. Fig. 6.15 shows the
test results for the measured values of offsethiee different chips. It is expected for each chip
measurement that the offset increases with incrigae sensor current. The systematic offset widch
due to the non-symmetric structure of this systewh the finite gain of the opamp are the reasons for
these variations. It can be seem from Fig. 6.16tthe offset voltage variation for each chip issléisan

3.5mV while the offset resulting from the mismatsithanging from -13mV to 19mV.

(3
[ ]

0 T T T
0 0.5 1 1.5 2 2.5
-5 1 Sensor Current (HA)

-10 -

Offset Voltage (mV)
a1

A A A —A A —4 A
A A&

»
-

A
L

A A AA
-15 -

Fig. 6. 15. Offset measurement results for thréferdint chips in a 0.5pm CMOS process.

6.2.4. Noise Performance Simulation and Test Result

The system noise performance has been simulatedeatet for the chip fabricated in a 0.5um
CMOS process. In this system the output currerdendefines the accuracy of reading in this sysiem.
measure the output current noise, this current been converted to voltage using a resistor and a

transimpedance amplifier as shown in Figs. 6.18&a) (b).
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Fig. 6. 16. Circuit configuration for noise measuest.

The equation for the output voltage noise poweisiigmf the structure shown in Fig. 6.16(a) and
the equation for the noise voltage power densitpaate RE are calculated in Appendix D. Fig. 6.17
shows the MATLAB simulation result based on theakewdations. Fig. 6.18 shows the simulation result
for the system output noise using the structurevehio Fig. 6.16(a) and the voltage at node RE under
three different conditions to see the effect ofifesck on the shape of the noise in the output otrfde
perfect match between the simulation results aadtATLAB simulation confirms the accuracy of these

equations.
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Fig. 6. 17. The MATLAB simulation result for therileed noise power density in Appendix D.
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Fig. 6. 18. Simulation Result for current noisengsa resistor in the path of the current.
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Fig. 6.19 shows the test result for the output endiisthe system using Figs. 6.16(a) and (b). The
structure shown in Fig. 6.16(a) provides a polewatfrequencies in comparison with the structurevatn
in Fig. 6.16(b). The transimpedance amplifier faragdow impedance node at the output of the araplifi
which increases the pole location at this nodeo Alie noise contribution d®spy at Fig. 6.16(a) is much
noticeable than the noise contribution Rfpy at Fig. 6.16(b). As expected, the noise contrdyutis
decreased at low frequencies but because of thédeahconnections, it is not as noticeable as ihithe
simulation. In other words, in most ranges of tregjfiency, the noise in feedback has been delaygd an
the phase shift between the input and the outpigeniacreases its value. This figure also shows the
output noise seen at the output node RE and thpubaobise at opamp OP27 without connection to the
circuit. The spikes existing in all the plots ane 60Hz wall noise and its harmonics. In this systke
measurement is performed in less than 100ms amdftine the minimum frequency for measurement is

chosen to be 1Hz, which is 10 times less thanabhairement.

Frequency (Hz)
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|
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z
? L
S 1.0E-06
& :
S 1.0E-07
1.0E-08
1.0E-09 —05Res 050pCon ——05RE Op27Alone

Fig. 6. 19. Test Result for current noise measungérasing a resistor in the path of the current @iRR7 with a
resistor in feedback in the path of the current.
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The integrated output noise using the transimpeslanaplifier shown in Fig. 6.16(b) is as low as
6.039mV and it is 6.91mV for the structure showrrig. 6.16(a). The resistor used for this testiBKIQ
and therefore this voltage noise is equivalent @60A current noise. Based on Fig. 6.9, 1Immol/L
(18mg/dl) change in the concentration of the sofutis equal to 0.06pA change in sensor current.

Therefore the accuracy of glucose measurementsrsyistem with respect to noise is 18mg/dl.

6.3. Simulation and Test Results of the Signal Pressing Unit

The structure shown in Fig. 5.1 has been fabricagidg a 0.35um CMOS process. The chip
microphotograph is shown in Fig. 6.20 and the dufiignal of this structure is shown in Fig. 6.2k A
shown in this figure, the output signal of thisusture shows the behavior of the output of a onheldlia-

sigma structure. In the output of this structute tones” and the “zeros” do not represent the same

absolute value of the current.

Resistive Devider

bit counter

h
8
¥
B
.. oy -

Fig. 6. 20. Chip microphotograph showing the sigimakessing unit in a 0.35um CMOS process.
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Fig. 6. 21. The measured output signal of the sirecshown in Fig. 5.2.

To test the system performance shown in Fig. 5.&igint bit counter is added to the output of this
structure and the test results are shown in FR2.6As shown in this figure, the output frequeriogarly

decreases with increasing input current. The Rifs this structure is set at 1pA.
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Input Current (HA)

Fig. 6. 22. Chip test results after adding an eghtounter to the output.
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Fig. 6.23 shows the simulation results of the \g#t&ariation across the capacitor and the output
signal of the comparator in Fig. 5.2 withbiased to be 4 times higher thiehAs shown in this figure,
each rising edge of the signal occurs separatalycam be counted with less fluctuation in the outpu
frequency.

The configuration shown in Fig. 5.2 has been sitedldor different levels of current shown in Fig
6.24. For lower levels of current the clock freqoehas been also reduced. The output results aonfir

the linearity and the accuracy of the proposectsire.
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Fig. 6. 23. The capacitor voltage and the outmynadi of the comparator.
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Fig. 6. 24. The modified SPU output frequency verthe input current.
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CHAPTER 7 — Conclusion and Future Work

7.1. Conclusion

In this dissertation, a very low-power highly stefeid structure and its implementation circuit has
been presented for a wirelessly powered implantpbtentiostat. The design improvement is achieved
both by modifying the conventional structure ansbdby using the subthreshold biasing technique. The
proposed system is fabricated and simulated in3§u0n standard CMOS process. Simulation results
show the power consumption of 3u8V for the sensor current of OiA and the power consumption of
10.1uW for the sensor current of 2. In addition, for all of the range of the resist in the solution
model introduced by [35] phase margin is simuldtele higher than 86° with open loop gain highanth
68 dB. Simulation also shows that the system caintaia stability even after moving the dominantepo
10 times further than the model introduced in [F&ble 7.1 summarizes comparison between the sesult
of this design with selected conventional structufgom this table it is evident that although thésign
employs an older CMOS fabrication process technpligan achieve better performance in terms ef th
amount of power consumption.

This work also presents a modified structure fag Hignal processing unit of an implantable
measurement sensor. The proposed structure achilesesccuracy of a delta-sigma modulator while
keeping the simplicity of a capacitor in a feedbatrkcture.

In Conclusion the original contributions of thistkaan be summarized as below:

1. Modifying the structure of potentiostat for achimyi the high-stability while reducing the
structure complexity.

2. Providing stability analysis of the potentiostatisture.
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3. Employing the subthreshold technique to design mplifier with controllable gain and first
dominant pole.

4. Modifying the folded cascode structure based orddstgn requirement.

5. Providing a pole zero analysis for the proposedrpa

6. Using subthreshold opamp design to reduce the poaresumption of the potentiostat up to five
times.

7. Providing noise analysis and noise measuremenitsdeuthe potentiostat.

8. Providing the systematic and mismatch offset measant of the potentiostat.

9. Proposing a wide range signal processing unit (SBtQurrent measurement unit.

10. Improving the accuracy of reading in SPU to rediheesensitivity to the floor noise and increase
the ability of reading smaller values of current.

11. Deriving the equation for the SPU that proves thedrity of the SPU system for wide range of

current measurement.

Table. 7. 1 Comparison Between the Proposed DesigrConventional Structures

ISCAS 2004 [1] Sensors 2010 [2] TCAS 2009 [3] Proposed
Technique Resistor Current Mirror Current Mirror Current Mirror
Process 0.18 um CMOS 0.18 um CMOS 0.18 um CMOS 0.35 um CMOS
Supply Voltage 1.8 1.8 1.8 1.8
6.44-10.2
Power Consumption 35 (POT)
8640 307-1248 (POT)
(LW) +35 (SPU)
+36 (SPU)
Loop Gain (dB) N/A N/A N/A 78-68
Sensor Current
N/A .5nA-10pA 1nA-1pA 5nA-2pA
Range
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7.2. Future Work

This work includes designing three different staues that each can be improved separately.
Therefore the future works can be summarized asbel
* Redesign the opamp for opamp general applications.
« Use the opamp as the main building block of a Blxfilter with controllable parameters.
« Reconfigure the potentiostat to remove the PSRRI@no.
* Improve the system accuracy by improving the npesgormance of the potentiostat.
* Improve the linearity of current reading in sigpabcessing unit.

« Improve the accuracy of current reading in sigmatpssing unit.
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Appendix A

The AC equivalent of a simple potentiostat is shawrFig.4.1. In this figureRs; and Rs, are
negligible in comparison witiRye and Rce  and are eliminated to simplify the equations. &wwid
complexity and keep the equations meaningful thipugdoads are combined together and is named to be
Yeq= 1/Zeq To calculate the open loop gain, the feedbadpened in Fig.4.1 and therefore the output can

be calculated from the equation below:

Y 1
Vour = Vsg— o= = Vs o 1A

S Ywg+YcE $ 1+Ywg/YcE

For less source of instability the amplifier is@sed to have a simple one pole structure with the

open loop gain ofy, then the amplifier transfer function can be \erites below:

A
A(S) =—° (A.2)
1+S/PA
Therefore the gate voltage is equal to:
A
g = _—1+S})PA Vin (4.3)
And therel; can be calculated to be:
— L __Bo y _ 1
Vs = 8mVgs (qu) = 8m < 1+s/PA Vin Vs) (qu) (A.4)

Therefore:
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V(Yeq + 8m) = — 2020y, (A.5)

1+S/PA in

From equations (A.1) and (A.5) the open loop trang&inction can be calculated to be:

Vout 8mAo 1 1
= — . . A.6
Vin 1+S/PA Yeqt8m 1+Ywe/YcE ( )
Where in this equation:
Yoq = — + Coqs

1
Ywg = — + Cwes
Rweg

1
YCE = —+ CCES
Rce

Putting these values in equation (4.6), and consig&®-<<R e andCce<<C g, the open loop transfer

function which is defined based on the values sisters and capacitors can be summarized as below:

Vout _ —8mAo (Rwel|RMa) (1+RcECWES) (1+RcgCcES) _
i -_ S . . -
Vin /Py (1+ngCE+RCECCE5)(M+(RWE||RMa)CWE5) (1+RceCwEs)
1+ngCE
—8mAo (RwEel|RMa)(1+RcECCES) (A.8)
s ' 1+gm(R R :
1+°/py (1+ngCE+RCECCES)(MHRWEI|RMa)CWES)
1+gmRcE
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Appendix B

The proposed system transfer function can be cadkdlthe same as Appendix-A. The AC
equivalent of this system is shown in Fig. 4.2tHis figure, with the same assumption as appendix-A

V,u: Can be calculated to be:

Vo = Vgl =y, — = (B.1)

dYwe+Yce 41+ Ywe/Yee

Here the equation fdry can be derived to be:
Va = —8mVgs (qu) = —8m <1+S/PA Vm) (qu) (B.2)

From equations (B.1) and (B.2) the open loop tramifction can be calculated to be:

Vout _ _ 8mAo 1 1 (B 3)
Vin 1+S/PA qu 1+Ywe/YcE

By replacing theYyg Yce andYeq with their actual values on the equation (A.6)s taquation can

be rewritten to the equation below:

Vout _ _ _8mAo (RwEl|IRMa) (1+RceCWES) (1+RceCcES)
Vin 1+S/pA "(1+RcgCces)(1+(RwElIRMa)CwES) " (1+RcECWES)
— _ 8m(RwElIRma)Ao (RwEellRMa) (B.4)
1+5/p, " (1+(RwElIRMa) CwES) '
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Appendix C

To calculate the position of poles and zeros inpileposed transimpedance amplifier structure, the

small signal model of this amplifier is shown igFC.1(b).

Vi l:
}— Ms

Vou

*~——

Vi l: Mg

_l_
(@)
(Vi2) (-Vi2) 0 A&
C J_ g1|\3vg C J_ g.“4Vg pp—
gdl —l— v, gd2 v,

OB
D i To = s o

V.
gni(Vin2) ~— gm(-Vin2) T—
1 % c,
. To7 p—
Ce

- gn\(yvl

(b)

Fig. C. 1. a) The proposed transconductance amplif) The small signal model for the proposedcstime.

In Fig. C.1(b), it can be assumed that:
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Ce=C+C3=0+C4=Cgs1 + Cys3 + Csys

Cs = Cyss + Cags Ce = Cyse Cga1 = Cgaz

C7 = Cg = Cys7 + Cag7 + Cyys

and Tot = T01||T03 = T02||7‘04 To7 = Tos Im3 = Ima

From Fig. C.1(b), the equations below can be ddrive

(C.1)

(C.2)

(C.3)

Ims = Ime (C-4)

(V1 - Vin/z) Cgar + V1Cys + = + Vg + (V1 = V;)Cs5 + gmsVy + gmsV1 = Gma (Vi"/z) (C.5.ED)

0+ Cr)s 2420k (1 =)o+ (9 = V)Cyas = g

(C.5.E2)

Vou
(Vz n/z) ga1 T V2Ces + + L4+ (Vo = Voue)CoS + GmaVy + gmsVa + (v, - Vg)ng45 =

~Im1 (Vin/z)

Vout V2

Vou
VoutC7s + 7: + 2=+ (Vour — V2)C6S = gmsV>

Tos

From equation (C.5.E4), it can be derived that:

Vour (7= + 7=+ Cos + Cr5) = Va (gms + 7=+ Ces)

To7 Tos

By defining a parameter;Aas below:
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(C.5.E3)

(C.5.E4)

(C.6)



(Fo+ 2+ Ces+Cy5)

A, = To7 To5 C.7
1 (gm5+é+665) ( )
The equation (C.6) can be simplified to:
Vo = A1Vour (C.8)

From equation (C.5.E2), it can be derived that:
1
To

v, [(Cg +C;)s + % + é + Css + ng4s] =V (gm5 +o+ C5s) + AVourCoass  (C.9)

By defining parameterd, andA; as below:

1
_ (gm5+a+css) _ A1C9d45 (C]_O)
2[(C+C)11CC 37 [(cgrey)st—t-rcsste
g+Cr)sHo—t—+Css+ gd45] [( g+ 7)”5*&* sS+ gd45]
The equation (C.9) can be reduced to:
Vg = A2V1 + A3Vout (Cll)
From equation (C.5.E1), it can be derived that:
V; Vi Vi—(AxVi+A43Vyy
(V1 - m/z) Cgar + V1Cs + ;t + 1(+:3t) + (V1 — AyVy — A3Voue)Css + gma(A2V +
V.

A3Vour) + GmsV1 = Gma ( m/z) (C.12)

And therefore:
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Vi (Coar + Ces + =+ (1= A) (24 o) + Axgms + Gms) = (/) (gms + Coar) +

Tos

(A3Vour) (s +—— = Gims) (C13)
05

Now two new parametes, andAs can be defined as below:

_ (.gm1+cgd1)
A4 - 1 1
(ng1+Cts+r—ot+(1—A2)(§+Css)+A2gm3+gm5)
A3(C55+%—gm3)
& A= n o8 (C.14)
(ng1+ct5+r—0t+(1—142)(E+CSS)+Azgm3+gm5)
The equation (C.13) can be reduced to:
V:
Vl - ( ln/z)A4_ + VoutAS (C15)
And from equation (C.11) and (C.15):
V; V;
Vg = ( m/z)A4A2 + Vour (As4; + 43) = ( m/z)As + VoutA7 (C.16)
where
A7 == A5A2 + A3 A6 == A4A2 ((Z)l
From equation (C.5.E3), it can be derived that:
1 1 — Vin
£ (ng1 + Ces + . + o + C6S+ gms + ng45) + V:q(gms - ng45) == /2 (gm1 + ng1) +
1
Vout (: + Ces) (C.18)

Therefore:
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1 1 1
Vout [Al (ngl +Cs+—+—+Ces+ Gms + ng4s) - Cos + A7(gms — ng4s)] =

Tot Tos 05
V.
- m/z (gml + Cyar + Ag(gms — ng4s)) (C.19)
Based on equation (C.7) forAequation (C.19) can be rewritten as below:

Vout [A1 (Cgar + Cos + 7=+ Coans) + (o + 7=+ Cos + €55) = = = Co5 + A7 (gms — Cgaas)| =

o7 05
- Vin/z (gml + Cga1 + As(gms — ng45)) (C.20)

Therefore the equation (C.19) can be simplifiethbelow equation:

1 1
Vout [Al (ngl +Ces+—+ ng4s) + (— + C7s) + A7(gms — ng4s)]
Tot To7

== Vin/z (gml + Cya1 + As(gms — ng45)) (C.21)

From the equation (C.21) the transfer function leetwW,, andV,, can be derived. It is obvious
that the equation (C.21) is very complicated anid ¥ery hard to find the position of poles andozer
from this equation. The complexity in this equatismainly because of the drain-gate capacita@gg (
of the transistors that in most cases are negéigibherefore to get an idea about the positiorotggpand
zeros, this equation is simplified by assuming tiatdrain-gate capacitors are negligible and can b

neglected. In this case, it can be derived that:
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C5 - C6 and A3 == O => AS == A7 == O, Ag - Ale (C22)

_ _ Imi _
Ao = Az = (i(c S+——+——+Css+ )—L—C s+ ) B
A\t T TS Ims Tos S Im3
2 A= Ces+——)+(Cy+C -ng. L fCes———c, e imlc L (C.23)
(E( f”r—ot)“ g+ Cr)S O ss+ms) (E( fs+r—ot)+( GOt ma)

Therefore the equation (C.21) reduces in to:

V.
Vout [A1 (Cts + ri) + % + C75] = —"/5 (Gm1 + AeGms) =

ot

_ V; Im
( m/z) Gma <1 + ( (CtS+rLot)+(Cg+3C7)S+$+gm3)> (C.24)

1
Az

To calculate the dc gain from equations abovedthealues of above parameters can be calculated

by assumption o = 0.

1
——||7os
— i — 9ms ~ 1
A = 4 Toslmor  Gms(TosllTer) (C.25)
And therefore from equation (C.24):
- r 41 = — Vin Ims3
Vout [gmsrot(rosl|ro7) + To7] ( /2) Im1 (1 + (Al(%t)+ﬁ+gm3)) (C26)

Where the output resistance can be derived froredl@tion below:

103



1 1 1

Rout ImsTot(TosllTo7)  Toz

(@)2

Therefore the DC gain can be rewritten as:

in — Yout
DC gain = >

in

- (1/2).gm1Rout <1 + gm3m3> = _(1/2).gm1Rout <1 + .gm3 (ﬁ” ROut))

- - 1
s=0 _Rout+g

= _(1/2) (gmlRout + Gm1 (ﬁ” Rout) gm3Rout) (C-28)

104



Appendix D

Here the noise equation has been derived for ttenpostat structure as shown in Fig. D.1. In this
figure theRce andCce are neglected based on their small contributioth@output current noise. The
(Vn0)? in this figure represents the input referred naithe opampA is the finite gain of opamp ari@{

is the first dominant pole of the opamp.

(Lw)* f ]— BB
R

Fig. D. 1. Simplified potentiostat structure wittetfeedback for noise measurement.

To measure the input referred noise, the opamgtatelis shown in Fig. D.2. In this circuit the

voltage noise existing at nod¥go; can be calculated to be:

- 1 2
Vr%Out = 4KTV(gm2 + Ima + gmB)RgutAf + 4KTV(gm1 + 9Ims + gm7) ((E” ROZ) grzn3> R(Z)utAf

(D.1)
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VnOut

Fig. D. 2. Potentiostat structure with the dematiin of the thermal noise on the transistors.

In this equation it can be assumed that:

1 2
Im1 = 9mz aNd gmz = gma aNd g7 = gmg and (E Roz) Gmz =1 (D.2)
Therefore the equation (D.1) can be simplifiedh® ¢quation below:
Vr%Out = 8KTy(gm2 + Ima + ng)RSutAf (D-3)

In this circuit the input referred noise can becukdted by dividing the output noise of the opamp

from equation (D.3) by the gain of opamp as below:

v = 8KTY(gma+Gma+Ims)RGur _ BKTY (1 4 9ma glg) (D.4)

(ImzRour)? Im2 Im2  Im2
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In the structure shown in Fig.D.1, the transferction from the inputV,,)* to the node (RE) can

be calculated as below:

A 1
[(VRE - an)_1+s/P1 Gma + IHW] (RW ”m) = Vee
where
4KT
G = Lﬂl and Ly =
1+gma(%) Rnw
therefore:
v AGmaRw _ 1] _ ( AGmaRw ) -1 __Rw
RE L(1+s/P)(1+Rw Cws) — M \Qs/P)HRwCws)) Y Ry Cws)
Or equivalently:
_ AGmaRw Ry (1+s/P;)
Vee = (=Vn1) ((1+S/P1)(1+RWCWS)—AGmg_RW) + Inw (1+s/P))(1+Rw CwS)—AGmaRw

Therefore from equation (E.8) the noise power dgmsin be derived to be:

vz — V_Z( AGmaRw )2 +12_( Ry (1+5/P;) )2
MRE ™ "1 \(1+s/P;)(1+Rw CwS)—AGmaRw "W \{(1+5/Py) (1+Ryy CyyS)—AGma Ry

From there the noise power density at\Wg can be derived to be:
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(D.5)

(D.6)

(D.7)

(D.8)

(D.9)



VrfOut = [(IrleE + Ir%b) z:z + 17%0 + Irlespu] RF (D.lO)

where in this equatiom,, and I,. are the current noise from transistorg &hd M and |.re is the
equivalent current noise for the calculated voltagseV,re These current noises can be calculated from

the equations below:

4KT
Rspyu

(1 +RWCWS)

IrleE = Vr%RET ) Irzlb =4KTYGma Irzlc = 4KTygm. and Irlespu = (D.11)
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