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Abstract

High temperature superconductivity in iron based compounds has presented a series of

complex problems to condensed matter physics since being discovered in 2008. The

stalwart basis of condensed matter physics is the “strength in numbers" aspect of

crystalline periodicity. Perfect crystalline periodicity has made possible the reduction

of the questions of structural and electronic properties to single dimensions, increasing

the tractability of these problems. Nevertheless, modern complex materials stretch these

assumptions to their limits, and it is at this point where our work starts. Using neutron

and x-ray scattering, we have conducted a series of studies on the structural disorder of

iron based superconductors and found it to be ubiquitous. Further, we have investigated

the lattice dynamics of the iron-based superconducting systems, and found anomalous

phonon behavior, with coupling between the spin and lattice degrees of freedom. These

Vndings together raise questions on the role of structural disorder in complex materials,

high temperature superconductivity speciVcally.
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1
Introduction

It is not exaggeration to say the world would be changed profoundly by room temper-

ature superconductivity, the transmission of electrical current without resistive losses.

Superconductivity is not only interesting in its application, but also in its physics. A

collective quantum phenomenon, superconductivity requires adjustment to a central

tenet of physics that like charges should always repel. The history of superconductivity

has forced physicists to reconcile long standing theories with surprising experimental

results.

Although the Veld of superconductivity research has been active for a century1, basic

questions remain, including: “Is there a comprehensive theory capable of describing all

superconducting properties?"; “Is room temperature superconductivity possible?"; “Can

we develop materials with high critical Velds and currents for industrial application?";

and “Can we predict superconductivity from Vrst principles?" Addressing these questions

requires a considerable amount of theoretical and experimental work, synthesis of results,

and creative thinking.

Consensus on superconductivity remains elusive. Many issues remain contentious,

but a few notions are relatively settled: 1) electron-phonon coupling is responsible for

some versions of superconductivity, and in these cases the pairing is isotropic and s-

wave, 2) the pairing symmetry in copper-oxide high temperature superconductors is

d-wave. The superconducting mechanism in high temperature superconductors, the

1Probably. Kamerlingh Onnes kept a poorly dated lab notebook.(20).
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role of magnetic excitations, the importance of structural excitations, and even the

homogeneity of the structures are all topics of debate. Further, some new discoveries

are groundbreaking enough to completely shift the paradigm of understanding; the most

recent of these is the 2008 discovery of high temperature superconductivity in FeSC.

The work presented herein explored several avenues directly related to the structural

eUects in high temperature superconductivity (HTSC). A historical background and

review of recent work in superconductivity is given in chapter 2, along with a review

of recent developments in experiment and theory. The physical properties of the studied

compounds are presented in Section 2.5. Chapter 3 will review essential physics for

context of the results. Dynamic lattice eUects are central to the work presented herein,

lattice eUects are presented separately in Section 3.2, with mechanisms of spin-phonon

coupling in Section 3.5, with particular emphasis on the Invar eUect and mechanism

of magneto-elastic coupling. Magnetism, speciVcally distinctions between static order

and itinerant states, will be addressed in section 3.4. Chapter 3.6 presents structural

heterogeneity, and its application in HTSC. A growing amount of evidence questions

the fundamental assumption of perfect periodicity in crystalline systems, and FeSC are

a platform to explore deviations from periodicity and the impact on electronic eUects.

Neutron and x-ray scattering were used for this work, and both techniques are described

in Chapter 4, with suXcient detail to convey the experimental results.

Chapter 5 describes neutron and x-ray powder diUraction experiments to analyze

the local and average structure as a function of chemical substitution and temperature.

In the Vrst set of studies on compounds derived from BaFe2As2, the fundamental result

is the observation of a small but Vnite set of distortions in the FePn4 tetrahedra, and

the breakdown of local symmetry assignment for BaFe2As2. Further, superconducting

compounds are found to exhibit negative thermal expansion in the superconducting

state. Studies performed on FeTe1−xSex systems highlight the substantial impact of

local disorder on the superconducting properties, with diUerent treatments producing

superconductivity unexpectedly.
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The second component of this work focused on using neutron and x-ray scattering

to study lattice mechanisms, speciVcally spin-phonon coupling in FeSC. In an inelastic

x-ray experiment, a softening was observed of the transverse acoustic phonon at the

magneto structural transition temperature in BaFe2As2, which is due to an increase in the

electron-phonon coupling brought on by enhanced intraband Fermi-surface nesting(21),

and the direct coupling of the spin and lattice systems. Inelastic neutron and x-ray

scattering measurements also provide evidence exists of anomalous phonon behavior

across the spectrum of studied materials, including atypical thermal behavior, phonon

lifetime changes, temperature-dependent intensities, and direct magnetic coupling to the

phonon spectra. These results are presented in Chapter 6.

The goals of this work were to study the static and dynamic lattice behaviors, and

connect these lattice properties to the superconducting or magnetic behaviors in the

system of FeSC. All of the work conducted feeds to this central question: "What is the

role of the lattice in high temperature superconductors?" In the course of this work a

larger question emerges: "What is the role of heterogeneity in HTSC?" and, perhaps a

more profound question is "What is the level of electronic stability of the HTSC against

lattice distortion?" These questions and future work are addressed in the Vnal chapter.
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2
Superconductivity

Superconductors are a class of compounds that exhibit zero resistance to electrical current

Wow below a Vnite temperature. Superconductivity was discovered by Kamerlingh Onnes

in 1911 when Onnes observed the electrical resistance of mercury dropped abruptly

below 4.2 K to what for all measurable purposes was zero(22; 23). The last century has

seen the discovery of superconductivity in a large number of material classes, remaining

absent in materials exhibiting electronic stability1, or strong magnetic states2(see Fig.

2.1)(5).

Forty years after Onnes’ discovery, Bardeen, Cooper, and SchrieUer were able to

Vnalize a theoretical framework of the microscopic theory of superconductivity in their

nobel-prizewinning work on the eponymous Bardeen, Cooper, and SchrieUer Theory

(BCS)(24). The key insights to the BCS mechanism are that the long-range (eUective)

interactions between electrons are attractive, resulting in an instability in the Fermi

surface against a pairing interaction forming the Cooper pairs(25), and the condensation

of these pairs opens a gap in the energy spectrum near the Fermi surface of the order

3.5 kBTc(24). More fundamentally, the formation of the pair state is indistinguishable

from the condensation because electrons that aren’t paired are able to break the paired

state(26). The BCS framework successfully describes a number of key behaviors of the

superconducting state. Later formulations of this theory provided a full picture from the

1e.g., the Nobel Gases and "precious metals" do not superconduct at any known pressure or temperature
2e.g., superconductivity is only seen in a few transition metals or rare earth elements
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Figure 2.1: Superconducting conditions of pure elements. Figure from (5).

weak to strong coupling regime(27; 28; 29), and a predicted limitation on the value of

Tc attainable(30). After these developments, work progressed for another 40 years an

industrial development of superconductors with waning eUort applied to searching for

higher Tc materials.

Nevertheless, in 1986, 2001, and 2008, the theoretical maximum temperature was

bested by the discovery of cuprates(31; 32; 33), magnesium diboride(34), and FeSC(35; 7).

In addition to pure elements, cuprates, and iron based superconductors, superconductiv-

ity is observed in systems of heavy fermions(36), organic conductors(37), fullerenes(38),

and ruthenates(39). All of these systems pose challenges to the BCS formulation, and

demand new explanations. To date, there is no universally accepted theory of high

temperature superconductivity.

The next few sections will deal more deeply with the diUerent superconducting

classes, the history of the development of BCS theory, cuprate HTSC, and FeSC. We

begin with a more in depth review of the experimental and theoretical facets of diUerent

types of superconductors.
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2.1 Superconducting basics

In addition to having zero electrical resistance, superconductors are perfect diamagnets.

The perfect diamagnetism of the superconducting state makes possible the complete

expulsion of magnetic Velds in a bulk superconducting state (the Meissner eUect),

and a limited distance of magnetic Veld penetration (the London penetration depth).

These properties are the hallmarks of a superconducting material, and distinguish

superconductors from other types of conductors.

The Veld of superconductivity research has a rich history of phenomenology, where

material properties and experimental observations played a large role in the development

of the history that persists to the current day. One of these phenomenological mainstays

is the classiVcation of superconductors as “Type I" , “Type II", “conventional”, or

“unconventional”. The distinction between the diUerent types of superconductors is done

on the basis of the behavior of the Meissner eUect and adherence with BCS:

• A Type I superconductor does not support a magnetic Veld of any strength,

expelling completely any applied Veld up to a critical temperature or critical Veld.

• A Type II superconductor has two (up to three) distinct regions of support for

magnetic Veld penetration.

• A conventional superconductor can be described by BCS.

• An unconventional superconductor cannot be described by BCS.

Type I superconductors are typically simple metals or alloys, and the Tc for the onset

of superconductivity for type I superconductors is below 10 K. The maximum magnetic

Veld the superconductor can be exposed to is of the order of a few hundred gauss, above

this Veld and temperature, the superconducting behaviors are quenched. The magnetic

Veld on the surface is conVned to the London penetration depth:

B(x) = B0 exp

(
− x

λL

)
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which is analogous to “skin depth” penetration of an AC Veld into a conductor, and

gives a distance λL, the distance into the superconductor where the magnetic Veld has

become a factor of e weaker(40). These penetrations are roughly 50-500 nm, and are

highly sample dependent.

Superconductivity is considered to be a collective, cooperative quantum phenomena

involving the ordering of the electronic state. This eUect is most directly seen in what is

known as the superconducting gap3: the range of energies where there are no electronic

excitations in the superconductor. The gap size is of the order of a fewmeV, and is directly

related to the value of the Tc via the relationship: Eg ≈ 3.5kBTc for BCS superconductors.

Measurement of the superconducting gap is accessible through a number of experimental

techniques. Due to the ordered electronic conVguration, superconductors have lower

entropy compared to a regular conductor, and consequently lower free energy, making

the superconducting gap size directly proportional to a jump in speciVc heat at Tc. The

gap is temperature dependent in the BCS theory, which reWects the collective nature

of the eUect. The gap structure is isotropic in conventional superconductors, but may

have nodes in an unconventional material. The gap can be measured through speciVc

heat measurements; scanning tunneling spectroscopy, where it appears as a valley in

the tunneling spectra; or absorption experiments. The symmetry of the superconducting

gap is related to the crystal structure, and can be detected with Angle Resolved Photo

Emission Spectroscopy (ARPES).

Type II superconductors can sustain distinct levels of magnetic Veld, and typically

have a higher transition temperature and critical Veld than their type I counterparts. The

magnetic Veld descriptions are commonly denoted HCn, where n = 1, 2, 3 (Fig. 2.2).

When n = 1, applied magnetic Velds are completely expelled from the bulk in the same

manner as a type I. When n = 2, the magnetic Wux inside of the superconductor is

maintained, but only in quantized units of Wux, known as Wuxons. When n = 3 the

magnetic Veld is conVned to the surface, and the magnetic Veld in the bulk is absent.

3The superconducting gap is a common, but not universal feature in superconductors, and there is
evidence for gapless superconductivity in materials doped with magnetic impurities, and theoretical basis
for this from a moderate modiVcation of the Abriskov-Gorkov result(41).
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Figure 2.2: Distinction between Type-I (a) and Type-II (b) superconductors. The Type-I
superconductor expels all magnetic Velds below a critical Veld, above which it becomes
a normal conductor. The Type-II superconductor supports three distinct states of Veld
before the magnetic Veld collapses the superconductivity.

The coherence length, interpreted as the spatial extent of the Cooper pairs, is given

in terms of the Fermi velocity and the superconducting energy gap:

ξ0 =
2~vF
πEg

(2.1)

With a few exceptions, type II superconductors are typically compound materials.

Some type II superconductors are described by the BCS theory, while other type II

superconductors are lacking a complete theory. The distinction between type I and type

II superconductors can be traced to the ratio of the coherence length ξ0, (Eq. 2.1) to the

penetration depth λL. If the ratio λL/ξ0 > 1, the material will be a type II superconductor

(and a type I superconductor for the case λL/ξ0 < 1). For the type II superconductors,

the critical Veld for n = 1 can be approximated by (ξ/λ)HC , while for n = 2, (λ/ξ)HC .

The coherence length and description of the penetration depth are successes of the

work of Ginzburg and Landau who formulated a theory for superconductivity. In the

Ginzburg-Landau theory (GL), the system is described as having a macroscopic “order

parameter", and this order parameter is treated in a mean Veld study. This formulation

was able to describe the superconducting system and the phase transition, but was

not microscopic in detail. The order parameter that was deVned is now recognized to
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be the macroscopic wave function of the superconducting state, with its modulus the

superconducting pair density(42).

2.2 BCS Theory

In 1950 Fröhlich published a theory on the superconducting ground state driven by

electron lattice coupling(43; 44). This work was conVrmed by the demonstration of the

isotope eUect which was published a few months prior to Fröhlich’s theory (45; 46)4

When Cooper began work on the problem, he considered an approach where one

allows an arbitrarily small attractive interaction between electrons. In a “normal”

metal that can be described as a Fermi liquid, a continuous spectrum of quasiparticles

with energies Ek occupies the available states of the system up to the Fermi energy

(EF ), with the restriction on state occupancy guaranteed by the Pauli principle. Using

the background of the Vlled Fermi sea, Cooper created a model where two additional

electrons were placed into the system, with a low-energy, zero total momentum state.

Writing the two electron orbital wave function as:

ψ0(r1, r2) =
∑
k

gke
ik·r1−ik·r2 (2.2)

And then writing this in reduced, symmetrized form:

ψ0(r1 − r2) =

[∑
k

gk cos ik · (r1 − r2)

]
(σ1↑σ2↓ − σ2↑σ1↓) (2.3)

one uses the Schrödinger equation with Hamiltonian to obtain energy eigenvalues:

(E − 2Ek)gk =
∑
k′>kF

Vkk′gk′ (2.4)

4The canonical story of superconductivity is typically told that Fröhlich had no knowledge of the
experiments on the isotope eUect, arriving at his theory in isolation from this set of discoveries. The idea
of this “happy coincidence” has recently been called into question. There are allegations that a) Fröhlich
knew about the isotope eUect experiments, and that b) this had a profound eUect on the development of
the theory of superconductivity. You can read the sordid accusations for yourself in reference (47; 48).
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Where the Vkk′ describe the particulars of the interaction potential. If one considers

the interaction to be a constant, then one may re-write the eigenvalues as 1
V

=∑
k>kF

1

(2Ek − E)
, and then writing the sum as an integral and including the electronic

density of states at the Fermi level:

1

V
= N(0)

∫ EF +~ωc

EF

dEk
(2Ek − E)

=
1

2
N(0)ln

2EF − E + 2~ωc

2EF − E
(2.5)

In this formulation, there is always at least one bound state, and that the bound state

is present no matter how small the interaction potential V may be. It is important to note

that due to the non-analytic behavior of the energy eigenvalues, a solution is not possible

from more standard perturbation theory approaches(49; 40).

The key realization to BCS is that there is a phonon mediated net attraction between

electrons near the Fermi surface of the material that causes the formation of boson-like

"Cooper" pairs in a net zero angular momentum state(25), which then condense to form

the macroscopic superconducting state. In the paired, condensed state, the electrons

are able to Wow like a superWuid like state through the conducting material. More

fundamentally, the formation of the pair state is indistinguishable from the condensation

because electrons that aren’t paired are able to break the paired state(26).The mean

distance between electrons in type I superconductors is of the order or 1000 Å, resulting

in regions of many thousands of overlapping pairs.

BCS theory is particularly successful, describing several key behaviors of supercon-

ductors. Among these are that the energy gap for individual particle-like excitations

is described; and the isotope eUect is explained, accounting for the shift of Tc with

ionic mass. BCS introduced several simpliVcations. The Vrst of these is that the

attraction between electrons is constant for electrons within some energy epsilon

and zero otherwise, and the second is that Coulombic interaction between electrons

may be neglected. While these two assumptions work well to describe the weakly

coupled superconducting state, the generalization prompted by the works of Migdal(27),
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Eliashberg(28), and Scalapino(29) provide the full picture of BCS superconductivity which

works from a weak to a strong coupling regime.

McMillian combined these tenets into an equation that accurately predicted the

superconducting transition temperature materials (30). The equation:

kBTC =
~ω
1.2

exp

(
− 1.04(1 + λ)

λ− µ∗(1 + 0.62λ)

)
(2.6)

accounts for the electron-phonon interaction (discussed in Chap. 3.) λ, and µ∗ is a

phenomenological parameter obtained from Vtting. The McMillian upper limit is about

23 K, worked well to describe Nb and was widely interpreted as putting a cap on the value

of Tc. Neverthless, Allen and Dynes found that in principle there was no upper limit to

Tc in the regime of very strong coupling between electrons and phonons, Vnding that the

value of Tc v λ1/2(50). Indeed MgB2, with a Tc of 40 K has very strong electron phonon

coupling in a few phonon branches resulting in the description of MgB2 as an Eliashberg

superconductor(51).

Cuprates, iron based superconductors, and heavy fermion compounds fall into the

class considered "unconventional superconductors," in that the superconductivity in these

compounds cannot be described by the BCS as currently formulated. Understanding the

superconducting mechanism in unconventional materials is a problem at the forefront of

condensed matter physics.

There are important similarities observed between diUerent families of unconven-

tional superconductors. First, the cuprate(52; 53), heavy fermion, and iron pnictide(54; 55)

families all exhibit a magnetic resonance at the antiferromagnetic ordering vector, the

energy of which scales with the superconducting critical temperature. Further, there is a

universal connection between the energy of the spin resonance and the superconducting

energy gap, with a linear relationship of Er/2∆ = 0.64(4), where Er is the energy of the

resonance, and ∆ is the size of the superconducting energy gap in meV(56).

Theories of HTSC are as varied as the compounds themselves. While elemental

superconductors are well-described by the BCS theory of superconductivity(24) with
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modiVcations from Eliashberg (28), a mechanism describing all families of supercon-

ductivity remains unknown, though not for lack of eUort on the part of experimental

and theoretical physicists from myriad specialties. A leading theoretical basis5 to

describe the electron pairing mechanism in unconventional HTSC is the exchange of

magnetic spin Wuctuations. This theory has its roots in the idea of a repulsive electron-

electron interaction mediated by spin Wuctuations, which itself has a theoretical basis

in Kohn-Luttinger theory that Cooper pairing of fermions is possible due to many-

body eUects resulting in attractive pairing forces for pairs with large orbital angular

momenta(58). This “spin Wuctuation" mechanism has been applied to both cuprates and

FeSC. Nevertheless, complex materials are well known to exhibit behaviors arising from

multiple degrees of freedom available to the system, implicating lattice and orbital eUects

along with spin. Research presented here will focus primarily on the subject of the

most recently discovered general class of iron-based superconductors (FeSC), and the

interactions between the spin and lattice systems.

2.3 Cuprates

In 1986, Bednorz and Müller revealed that they had been successful in creating a new

class of superconductors(31). This new class of materials was based on a layered

perovskite structure with layers of copper oxide bounding the perovskite. Breaking

six of the six phenomenologically derived "Matthias rules"6 for superconductivity(8),

superconductivity in cuprates came as quite a surprise. Further, at 35 K, Tc was more

than the highest previously observed and in apparent violation of the BCS framework.

The cuprate family of superconductors result from charge or hole doping into a

layered perovskite structure with a number of CuO2 planes. The doping into the

charge reservoir serves to induce (remove) carriers from the system, which results in

5Repulsive electronic exchange is a robust idea, but it is worth noting that recent theoretical constraints
have been put forward which indicate that repulsive electron pairing does not work at any screening length
or temperature(57).

6Matthias Rules: 1. High symmetry is good, cubic is best. 2. Look for materials with high density of
states. 3. No oxygen. 4. No magnetism. 5. No insulators.(59) and 6. No theorists. (8)
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a suppression of the anti-ferromagnetic (AF) ordering, while doping into the CuO2 layers

directly is not well tolerated(60). The cuprate families are a class of material known as

Mott insulators in the normal state, where a material is an insulator due to strong on-site

Coulombic repulsion serving to isolate the electrons, which undergo a metal-insulator

transition(61) before entering the superconducting phase. To date, the cuprates as a class

hold the highest Tc, with the highest critical temperature belonging to HgBa2Ca2Cu3Ox

with a Tc of 135K(62), reaching as high as 150K under pressure(63).

Despite decades of research, the completion of a theory of superconductivity in

cuprates remains elusive. A number of cuprate properties are well established, including

that the superconductivity is due to Cooper pairing, superconductivity occurs in the

CuO2 planes, the pairs are spin singlets, the order parameter symmetry of the single

layer tetragonal compounds is dx2−y2 , the coherence length, strongly anisotropic, is

of the order of 10 Å, and only 3 Å out of plane.(64; 26). Many cuprate compounds

show the existence of a “pseudo gap" region with low electronic DOS, which has been

interpreted as being analogous to the superconducting gap, and therefore "proof" of

the purely electronic pairing mechanism. Nevertheless, pseudogaps are present in

non-superconducting materials like magnetoresistive manganites(65), and nickelates(66),

which cast doubt on the direct connection between superconductivity and the pseudogap.

Another common feature to cuprate superconductors is the presence of a spin-resonance

detected by neutron scattering, interpreted as a signature of the Cooper pair formation

in the superconducting state, the energy of the resonance scaling with Tc. The resonance

is observed in most, but not all, unconventional superconductors, so while it is important

to the superconducting state, the precise nature is still unknown.

A substantive problem in development of the theory is sociological, in that the

extensive literature makes consensus diXcult(67). When this fact is coupled with issues

of sample quality diversity resulting in favoritism of certain types of samples for certain

techniques, the result is a diXcultly that prevents a uniVed experimental description of

properties for a given technique.

13



The structural morphology of cuprate superconductors has a common element of

layers of CuO2 planes stacked between layers of rare earth oxide. The CuO2 planes

are composed of square blocks of order 4 Å on a side. The parent compounds are

insulating ceramics that exhibit long range antiferromagnetic order. With electron

doping or hole doping, this antiferromagnetic state is quickly suppressed, giving rise

to a superconducting state which then transitions to a fermi liquid compound. Examples

of cuprate structures are shown in Fig. 2.3, and a model phase diagram is shown in Fig.

2.4.

The essential structural frameworks of the cuprate HTSC are well established - the

systems are perovskite structures, existing in tetragonal or orthorhombic symmetry,

with the square checkerboard layers of CuO2 omnipresent. The CuO2 planes are

composed of O2– and Cu2+ ions. Many systems undergo some manner of structural phase

transition.(68) A number of features complicate the structural analysis, including small

lattice distortions present in the long-range structure, the questionable stoichiometry of

the oxygen, cross substitution, orthorhombic twinning, and other defect/disorder issues

present in any crystalline system.(68) The onset temperature of superconductivity of

cuprates is correlated with the complexity of the structure, and the number of CuO2

planes, with the presence of material defects that complicate the structural analysis

having a non-trivial impact on the superconducting properties of the samples.(68)

From a structural perspective, the biggest predictor of a high critical temperature for

a cuprate is a large number of CuO2 planes7, with the supporting layers serving merely

as charge reservoirs. This structural feature lead an active area of research in search for a

pairing mechanism that focuses on a tunneling or coupling of the Cooper pairs through

these planes.(70)

While relatively few reports directly correlate local structural changes with Tc, in

Tl2Ba2CaCu2O8 temperature dependent changes in the short-range correlation of the Cu-

O bonds are observed, with maximal deviation from expectation at Tc.(71). ReVnement

of structural models against the PDF data show that there is a high degree of correlation

7With reports of Tc near room temperature for a compound with 8 CuO2 layers.(69)
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Figure 2.3: Example stoichiometries of cuprate compounds.

Figure 2.4: Example phase diagram for model cuprate system Ln2−xMxCuO4−y. Figure
from (6)
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between the Tl and O atoms in an environment of disordered Cu-O bonds, reWecting a

substantial degree of buckling in the Cu-O planes.

Small displacements of oxygen atoms are found in cuprate materials(72). In YB2Cu4O8

8 a deviation from Rietveld structural models is seen around 4 Å (73; 74) suggesting that

these displacements are due to the formation of stripes, or other electronic anomaly.(74)

Several cuprate compounds exhibit this behavior, and it appears to be a general feature,

reWecting distinct Cu environments at Tc.(72)

Planar deviations are also seen in cuprate structures. In CaSrCuO2, the oxygen

atoms are displaced parallel to the c-axis, which is not reWected in the average crystal

structure(75). This results in a buckling of the CuO2planes, with a spatial inhomogeneity

to the buckling giving rise to the presence of locally ordered atomic displacements which

are intrinsic to the structure (75). In YBa2Cu3O7 (YBCO), a split in the Cu planar

site is seen, supporting the existence of charge inhomogeneities.(76) These changes

are not seen in non-superconducting compounds, thus suggesting a connection with

superconductivity (77),

In the Tl compounds, the short range (less than 5 Å) structure is found to be

substantially diUerent for super and non-superconducting samples, while the long range

structure was in good agreement, suggesting that the degree of disorder in the non-

superconducting sample was crucial to the destruction of the supercondcutivity.(78)

Below Tc, distinct regions of order are seen, while above the spin-gap temperature the

domains disappear, Vndings that are attributed to the formation of charge localizations

through some dynamic eUect.(73)

2.4 Iron-based Superconductors

Because of the sharp suppression of superconductivity by magnetic pair breaking

in metals doped with magnetic impurities, it was thought that magnetic elements

doped in superconducting materials would be anathema to the superconducting state.

8YB2Cu4O8 is used due to its stoichiometric superconductivity and relatively free impurity state.
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Figure 2.5: Structures of common forms of FeSC. The highlighted stripe emphasizes the
presence of the iron layer common to all compounds, and the direction of iron ordering
in the magnetic state. Figure from (7).

None of the common magnetic transition metal elements exhibit superconductivity at

ambient pressure (Fig. 2.1), and 100 ppm of iron can destroy superconductivity in

molybdenum(79). Nevertheless, superconductivity has been reported in a huge number

of compounds containing a square planar iron layer, and in some cases even co-existing

with the superconducting state.

The Vrst class of FeSC, iron pnictides, were Vrst discovered to be superconducting

in 2006, when layered LaOFeP exhibited a Tc of 5 K when Wuorine was substituted onto

the oxygen site(80). This paper noted the main diUerence in compositional morphology

between the cuprates and the pnictides - that the CuO2 planes in cuprates have a 2-D

planar structure, while the FePn4 layers have a tetrahedral structure, meaning that the

electrons occupy diUerent orbital conVgurations (3dx2−y2 for cuprates, 3dxz , 3dyz , or 3dxy

for pnictides). Other reports showed similar behavior in layered chalcogenides (81). Two

years later, the Hosono group announced the development of superconductivity with at

Tc of 26 K in LaFeAsO with Wuorine substitution on the oxygen site(35). To date, the

highest transition temperature recorded in an FeSC compound is 55 K(82).
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Figure 2.6: Superconducting order parameters for diUerent superconducting classes. a
s-wave superconductivity for conventional BCS superconductors, b d-wave supercon-
ductivity as found in cuprates, c extended s-wave of MgB2, and d s± proposed order
parameter for iron superconductors. Figure from (8)

Several categories of superconducting structures have been identiVed, and are nomi-

nally diUerentiated by the base morphology (Fig. 2.5). The most commonly represented

in the literature areREFePnO1−y ("1111") whereRE is a rare earth compound;AFe2Pn2

("122") whereAE is an alkaline earth metal; and the FeTe1−xSexfamily (also known as the

"11"). There are several other groups including the "111" family AFePn, where A is an

alkali metal (Tc 25 K), and the AEScFePnO family(83) which has a Tc of 37.5 K in the

compound of Sr2VO3FeAs, which approaches 45 K with doping on the AE site, though

in some doping cases not reaching fully zero resistivity until 7 K(83).

In addition to having the iron layer in common, the iron-based superconductors

all exhibit superconductivity in proximity to AF order(84; 3). Most of the compounds

are room temperature tetragonal paramagnets9, which become AF at low temperatures.

The AF transition is suppressed with hole(86; 87; 88), electron(89; 90), pressure(91), or

isoelectronic substitution(92; 93), eventually giving way to superconductivity.

When FeSC were Vrst discovered, it was hoped that the FeSC would provide insight

about the behavior of superconducting cuprates, and link a common origin of HTSC.

9Though some recently discovered systems are room temperature AF systems that become
superconducting in the presence of large magnetic moments(85)
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Figure 2.7: Orientation of the a and b axis for a 1111 or 122 FeSC. In the tetragonal
phase, a = b, so aT is used to describe the structure. The orthorhombic lattice is rotated
45o in the x− y plane.

There were immediate similarities apparent between the two classes of compounds. Both

have antiferromagnetic ground states, with doping serving to suppress the long range

order; both spin Wuctuations, and an energy resonance which scales linearly with the

superconducting temperature(56). Both cuprates and pnictides have common structural

elements where superconductivity occurs - iron planar layers in FeSC and CuO2 planes

in cuprates. It is believed that the superconductivity is conVned to these planar structural

elements, with the purpose of the interstitial layers to provide carriers or increase

Coulomb repulsion.

Nevertheless, there are a few key diUerences. First, the normal state electronic

properties are distinct: cuprates are ceramic Mott-Hubbard insulators, and FeSC have

a metallic character10. Second, compared to cuprates, FeSC tolerate doping to a

greater extent, while the case is opposite in the cuprates where disorder can disrupt

10Additionally, it is interesting to note that the FeSC fail to meet the Anderson maxims that HTSC must
have a parent compound in a Mott insulator and that the eUective spin be 1

2 (67)
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the superconductivity due to impurity Wuctuations causing the destruction of Cooper

pairs(60). Third, the presence of static magnetism and superconductivity support both

static magnetism and superconductivity in the underdoped regime(14; 94; 95; 92) in FeSC

is unique. As is clear from the phase diagrams of Fig. 2.4 and 2.11, the AF state has no

overlap with the superconducting state in the cuprate systems, while there are regions

of deVnite overlap and evidence of coexistence in FeSC. Fourth, the phase diagram of

the FeSC is balanced between chemical substitutions, broad ranges of the phase diagram

where superconductivity is induced through hole or electron substitution, while for the

cuprates, hole and electron substitution produce markedly diUerent phase diagrams. In

cuprates, hole doping is more successful in inducing superconductivity, while hole doping

in the Fe layer of FeSC does not yield superconductivity. Finally, hole doping in FeSC with

the use of Cr suppresses the structural transition in FeSC, but superconductivity is not

seen at any doping level. showing that the suppression of the structural transition is not

suXcient to induce superconductivity(96).

In addition to the distinct orbital conVguration, another diUerence is the symmetry of

the superconducting state. The superconductivity in cuprates has been unambiguously

determined to be d-wave(97; 98), which is robust against doping(99), while in FeSC the

picture is less clear, although consensus is building around a description of the state as

s±(100)11. These are only a few of the new issues raised as a result of comparing cuprates

and FeSC.

There are a few key similarities across the iron based superconducting families.

First, the parent systems undergo a structural and magnetic transition to a long range

antiferromagnetic state with cooling(84; 3), though the precise nature of the structural

transition and magnetic order are contested. The lattice distortion from tetragonal to

orthorhombic symmetry is required for antiferromagnetic ordering, but whether the

lattice distortion allows the AF ordering to take hold, or whether the lattice distortion

is a consequence of AF ordering is subject to debate.

11Though this too is controversial(101)
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Figure 2.8: Demonstration of the dependence of the magnetic moment (Vgure from
(9), data from (10)) and superconducting transition temperature on the iron-pnictogen
distance (Vgure from (11)).

Second, there is a strong dependence of Tc on the size and "perfection" of the FePn4

tetrahedra(102; 11) (Fig. 2.8), which can be compared with the phenomenological fact

that more CuO2 planes implies a higher Tc in the cuprates. While this is a potential

pathological pitfall, it does highlight the importance of the local environment to the

superconducting state.

Another similarity between these families of superconductors is that the strength

of the electron-phonon coupling is thought to be not strong enough to account for

the high superconducting transition temperature(103; 104), although the value of the

coupling increases when magnetism is taken into account, where it is shown that there

is a renormalization of phonon modes that involve Fe−As vibrations when magnetism

is taken into account, but also Vnd that there is an increased coupling to phonons around

the 20 meV mark. (105). The largest eUects of magnetism on phonons are in modes

involving motion of the Fe-As ions, showing a softening of the 25 meV branch down to

20 meV for the As-Raman mode in BaFe2As2(106; 105). Further, extreme sensitivity to the

size and direction of the magnetic moment in calculations shows that the iron in-plane

mode hardens along the AF direction, while the As modes soften. The density functional

theory (DFT) calculations of traditional electron phonon coupling also fail to describe
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the superconducting properties of cuprates in the case of the cuprates(107; 108; 109).

In AFe2Pn2 compounds, the largest eUects of magnetism on phonons are in modes

involving motion of the Fe-As ions, showing a softening of the 25 meV branch down to

20 meV for the As-Raman mode in BaFe2As2(106; 105). Further, extreme sensitivity to the

size and direction of the magnetic moment in calculations shows that the iron in-plane

mode hardens along the AF direction, while the As modes soften. (110; 111; 106). Further,

the Fermi energy is only 20-40 meV above the bottom of the electron band(112; 113), an

energy scale within reach of conventional lattice vibrations.

Due to the omnipresence of the iron layer and empirical structural details clearly

showing its import, a substantial body of work focuses on the magnetic interactions in

the system resulting from the iron structure. In order to bring calculations in line with

experiments, either the structure or magnetic moment would require relaxation, and the

values were strongly interdependent with small changes in atomic positions bringing

about large changes in the magnetic moment(114). Early theoretical results developed

a picture where the magnetic ordering state was realized when the system reached

an ideal electronic nesting condition, and that destruction of this nesting condition

was requisite for superconductivity(115). Evidence for dynamic local polarization was

demonstrated for CeFeAsO1−xFx, indicating strong magnetic Wuctuations and itinerant

iron character(116). Further, it is demonstrated that the impact of chemical substitution

is less critical to impact the number of charge carriers, but more to suppress the magnetic

state(117). This point is reinforced by studies showing that the impact of pressure is

equivalent to that of chemical substition(118). However, the nesting picture is counter-

indicated by the details of the magnetic moment and superconducting transition on the

lattice shown in Fig. 2.8, which indicate that the structural tuning of the Fe-As layer

pushes the system closer or further from the Stoner criterion, strongly impacting the

electronic properties.

Early studies of the electronic structure show that the speciVcs are highly sensitive to

the height of the pnictogen atom above the iron plane(115), leading to as much as a 4%

discrepancy between experiment and theory. The details of the Fermi surface are similar
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across the FeSC family, with electron pockets at the zone corners, and hole pockets at the

zone center, with the electronic density of states at the Fermi level only weakly dependent

on doping(115; 7), which is supported by experimental observations(119). As the system

is electron doped, the eUect of doping is to raise the Fermi level so that the hole pocket

disappears(120; 121). The electronic band structure is relatively well established, and

experimentally conVrmed to be dominated at the Fermi level by contributions from the

Fe d electron orbitals which are degenerate in the paramagnetic state(122; 123). The

nominal iron valence is estimated at Fe2+, which corresponds to a high-spin, high volume

iron state.

Early theoretical work shows that the magneto-structural transition in the ox-

yarsenide LaFeAsO(84) is the manifestation of relieved magnetic frustrations as the AF or-

dering results in diUerent occupancy for the dxz , dyz orbitals which breaks the tetragonal

symmetry(124). Another explanation for the coupling of the transitional behaviors is that

of ferro-orbital ordering. A minimal approach applying the Hartree-Fock approximation

to a two orbital model shows that AF ordering arises as a consequence of ferro-orbital

ordering, which then results in a lattice distortion(125). Three and Vve orbital models

suggest that orbital degrees of freedom are strongly coupled to magnetic ordering, with

dxz and dyz susceptible to orbital ordering, but the orbital magnetization much greater

for the dyz orbital, resulting in a reduction of the orbital hybridization between the

dxz and dyz orbitals(123). The optimal superconducting pnictide compounds display no

long range magnetic ordering, yet the Local Density Approximation (LDA) calculations

predict a spin polarized ground state, and core-level spectroscopy photoemission studies

sensitive to time scales of 10−15 s indicates dynamic spin polarization(116).

While the structural distortion in the pnictides is small, the magnetic exchange

anisotropy is very large when the exchange constants are calculated from an anisotropic

Heisenberg model calculation (Fig. 2.9), yielding SJ1a=59±2, SJ1b=-9.2±1.2, SJ2=13.6±1.0

meV, with very small interlayer magnetic coupling (SJ1c=1.8±0.3 meV)(12)

The iron pnictides are very close to the Stoner QCP, meaning that even the smallest

of lattice strains can have large eUects. The in plane iron phonon mode is relevant to
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Figure 2.9: ConVguration of exchange constants and planar magnetic ordering for
AFe2Pn2 families, with A=Ca, Sr, Ba. Magnetic coupling is negative out of the plane.
Figure from (12)

the structural transition in in the AFe2Pn2 type compounds, and the demonstration of

strong spin exchange anisotropy(126; 12) is an indicator of strong spin-lattice coupling in

the iron plane.

Calculations have shown evidence of strong spin-phonon coupling. The calculated

impact of phonons on the electronic density of states is remarkable, with displacements

of less than 0.01 Å between the Fe-As atoms impacting the magnetic moment of the

material calculated by DFT(110). Further, these studies show that the magnetic moment

and spin resolved electronic density of states vary signiVcantly when subjected to phonon

displacements, with phonons modulating the Fe − As layer having the greatest impact

on the the eDOS. The bands close to the Fermi level depend strongly on the distortion

from the iron d-bands, and phonon modes coupling to the bands close to the Fermi level

create large Wuctuations of the electron density at the Fermi level(110).

It is clear in these compounds that there is an involvement of the lattice either directly

involved in the mechanism of superconducting pair formation, or providing the favorable

setting for same. Additionally, while conventional electron-phonon coupling that

describes the superconductivity in BCS superconductors has been thought not to play a

substantial part in the superconductivity of pnictides(103; 105), unconventional coupling

methods have been posited. One possibility to explain a superconducting pairing
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mechanism that is phonon-based is the idea of spin-phonon coupling, in which the

superconducting pairs are created via phonon exchange in the spin channel, rather than

in the conventional BCS phonon mediated charge channel(127; 128; 129; 9; 130; 124; 131).

This eUect would manifest in several ways, one of which is the detection of negative

thermal expansion via the Invar eUect, resulting from a volume change as the iron

sublattice switches between the low-volume low spin state, and the high-volume high

spin state via interaction with volume modulating phonons, thought to dynamically

controlling the iron spin state(132). Another is a coupling of the onset of long range

AF ordering to the structural phase transition, as the two occur at the same temperature

in many of the pnictide compounds(7).

Resonant Ultrasound Spectroscopy (RUS) measurements on BaFe2As2 and Ba(Fe0.92Co0.08)2As2

show a strong softening of the shear elastic constant, which is used to conclude that there

is general lattice softening through the structural transition driven by renormalization of

the shear elastic constant by nematic Wuctuations(133). In this context, the softening of

the lattice is a secondary eUect, with electronic degrees of freedom taking precedence

over elastic, and the structural transition again as consequence of the magnetic ordering.

Further, high resolution lattice studies using capacitative dilatometry show small but

deVnite changes in the lattice of Ba(Fe1−xCox)2As2 near the superconducting transition

temperature, in both the a and c direction(13) as indicated by a kink in the thermal

expansion coeXcient at Tc. The thermal expansion coeXcient is measured:

α =
1

V

(
δV

δT

)
P

A capacity or capacitive dilatometer uses a parallel plate capacitor with one stationary

and one moveable plate. As the sample changes, it displaces the moveable plate, changing

the gap between the plates, and the capacitance changes as a function of gap size. This

method is very sensitive to small changes, and can pick up changes on the order of

100 picometers. In the pnictides, several studies on the cobalt doped systems have

been performed using capacitative dilatometry. These studies have shown that there
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Figure 2.10: Thermal expansion coeXcients of a and c axes for Ba(Fe0.92Co0.08)2As2and
BaFe1.77Co0.23As2. The thermal expansion coeXcient goes negative for the c axis below
Tc indicating that the system enters a negative thermal expansion mode. Figure from
(13).

is no obvious structural transition for materials in which the AF transition is fully

suppressed, but also show a sharp change in the thermal expansion coeXcient as the

system approaches Tc, which have uniformly shown a change in the thermal expansion

parameter near Tc and a sharp discontinuity in the relative length of the c-axis, with a

change in derivative of the thermal expansion of the a-axis(134; 13). The presence of this

negative thermal expansion along the c-axis and zero thermal expansion along the a axis

are both potential indicators of spin-phonon coupling. It is worth noting that there is

also a demonstrated sensitivity of Tc to the c/a ratio across a number of superconducting

families, including heavy fermion superconductors(135), organic superconductors(136),

and cuprates(137).

Iron speciVc phonon DOS experiments on BaFe2As2 and Ba(Fe0.92Co0.08)2As2 have

measured shifts in optical phonon energies at the structural and magnetic transition(138).

Experimental studies on the TA modes of CaFe2As2 shows a softening of the TA(110)TET
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mode at the structural transition(139; 140). Further, calculation shows that phonons are

very sensitive to the structural details of the FePn4 layers, with phonon modes that

distort the tetrahedra having substantial impact on the electronic density of states close

to EF (110). Further, considering a combination of the structural, magnetic, and orbital

eUects investigating the instability of all three eUects as resulting from quasiparticle

excitations on the fermi surface speciVcally indicates that the structural transition is not

the consequence of magnetic ordering(141). Finally, dependence of the magnetic moment

of pnictide materials as a function of Fe-As layer separation is well established, and

appears universal to pnictide families (10; 9), clearly indicating important links between

the lattice and the magnetism.

The parent pnictide superconductors BaFe2As2, CaFe2As2, and SrFe2As2 all exhibit

superconductivity under applied hydrostatic pressure(91). While the compounds are

very sensitive to the pressure conditions(142), the eUect of pressure serving to harden

the phonons, which is explained naturally in terms of shrinking the unit cell enabling

an increase in lattice energy(138). Nevertheless, a work done on comparing neutron

diUraction data of BaFe2As2 under pressure and substitution on the barium site with

potassium showed that the impact of chemical doping is strikingly similar to the impact

of pressure, with the reduction in c-axis parameter largely contained in the shrinking of

the barium-arsenic bond(118).

Physical properties of FeSC are inWuenced by the local environment of the iron

atoms. The distance of the coordinating atoms from the Fe plane impacts the strength of

the observed magnetic moment(10), and most dramatically the superconducting critical

temperature(102; 11) (see Fig. 2.8). Further, there is a correlation between spatial blocking

of the iron layers, with greater distance between iron layers resulting in higher Tc(143).

Local structural eUects have been observed in a number of iron based materials. A study

combining X-ray diUraction and µSR demonstrates a conWict for electrons between the

magnetic and superconducting states in the underdoped region of Ba1−xKxFe2As2(144),

while x-ray PDF12 analysis shows no serious local distortions(145). PDF analysis on

12See section 4.3.2 for details about the PDF method.
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FeTe1−xSex shows direct variation in the local environments as a function of doping,

leading to ambiguity in the structural phase identiVcation for short atomic ranges(146).

A PDF study on non superconducting BaFe2Se3 demonstrated that introduction of local

distortion to the lattice position of the iron atoms was indistinguishable in long range

Rietveld reVnement, but provides a substantial improvement in the match of the local

structural model to the experimental data(147). A study of the superconducting phase of

Fe1.01Se demonstrates a modulation of the crystal structure arising from displacements of

the iron atoms(148). The presence of planar defects is shown to induce superconductivity

and ferromagnetic (FM) in SrFe2As2, by a stabilization of elastic strain(149). A PDF study

conducted on SmFeAsO and superconducting SmFeAsO0.85F0.15 shows a distribution of

Fe-As distances, and substantial local distortion(150) when compared to the average

structural analysis obtained from Rietveld.(151)

2.5 Materials used in this dissertation

2.5.1 Iron pnictides

A majority of this work was conducted on compounds derived from BaFe2As2 and

subsequent chemical substitutions. The reasoning behind choice of this set of crystals

is two fold. First, the chemical synthesis process yield single crystals of suXcient size

for inelastic neutron scattering (INS), and also produces platelets of appropriate size for

IXS (millimeter scale vs micrometer scale). The second reason is that the the crystal

structure of BaFe2As2 accommodates a large array of substitution possibilities into the

iron-arsenic layer, enabling parametrized studies that directly probe the atomic inWuence

on the magnetic and superconducting states(121). Further, the structure of BaFe2As2

also supports the partial to full replacement of the the Ba atoms with Sr, Ca, K, and Rb,

providing additional avenues to study the dynamics of the blocking layers between the

iron planes. The structural motif of AFe2Pn2 compounds is shown in Fig. 2.5.
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during the crystal growth” and that the “growth of high-
quality homogeneous single crystals of Ba1-xKxFe2As2 is
an unresolved problem.”
Hole-doping on the Fe crystallographic site in Ba-

Fe2As2 was first reported by Sefat et al.,27 by use of
chromium. This form of hole-doping leads to suppression
of the magnetic and structural phase transitions in BaFe2-x-
CrxAs2 crystals (Figure 9), without inducing superconducti-
vity. This suggests that superconductivity does not derive
simply from the suppression of the phase transitions. The
materials show signatures of approaching a ferromagnetic
state for x as little as 0.36 by an enhanced Wilson ratio.

4. Electron-Doping of BaFe2As2

We know of no careful structural studies on electron
doped systems in which the chemical substitution occurs
on the Ba site in BaFe2As2. One report on a polycrystal-
line sample of nominal composition Ba0.85La0.15Fe2As2
suggests a very small decrease in both a and c when the
smaller La3þ is substituted for Ba2þ.28 The contraction of
both lattice constants in this case suggests that if any
competing electronic effects are present, they are over-
whelmed by the size difference between La and Ba.
The first report of electron doping on the Fe site was

reported by Sefat, et al., by use of cobalt.9 Superconduc-
tivity occurs for low cobalt concentration, with a max-
imum TC of 22 K for optimal doping (x ≈ 0.06-0.08).
Substitution by cobalt, which is similar in size to iron,
leads to a decrease in both a and c. This is expected based
on the difference in unit cell sizes for the ternary end
members BaFe2As2 (a = 3.963 Å, c = 13.017 Å) and
BaCo2As2 (a = 3.954 Å, c = 12.659 Å).29 It has been
found that Fe can also be partially or completely replaced
by other transitionmetalsNi andCu,30,31Rh andPd.32Of
these systems, Ba(Fe1-xCox)2As2 has received the most
attention.
Several phase diagrams for Ba(Fe1-xCox)2As2 system

have appeared, and all are in broad agreement.33-36 A
recent phase diagram is shown in Figure 10.36 This phase

diagram is remarkable on several levels. In the first place,
it shows that superconductivity is surprisingly robust to
in-plane disorder, in striking contrast to the cuprates.37

Second, maximum TC is achieved by replacing only
6-8% of the Fe as compared with nearly 50% of the
Ba in the hole-doped case. This suggests that the electron-
doped systems are likely to be chemically more homo-
geneous than the hole-doped systems. Lastly, dopingwith
Co splits the structural and the magnetic transitions, so
that as the sample is cooled it first undergoes a structural
phase transition and at a lower temperature it orders
magnetically. Such a split has also been observed in the
LaFeAsO system,38 and has been attributed to formation
of a nematic phase39 or magnetoelastic coupling.40

The use of other electron-dopants30-32 has been found to
produce a “universal phase diagram”as shown inFigure 11,
in which dopant elements from the same column of the
periodic table produce an equal effect.30 It is difficult to
understand how a conventional phonon mechanism could
account for this observation.
Considerable progress has beenmade in understanding

the electrical transport in electron doped BaFe2As2. The
evolution of the resistivity and Hall number with temp-
erature and doping for Ba(Fe1-xCox)2As2 is shown in
Figure 12.41 The behavior is very regular and the analysis
by Rullier-Albenque, et al. indicates that each cobalt
atom adds about 0.9 electrons for a large range of cobalt
doping (0< x<0.2).41 They also point out that since the
Fermi energy is only 20-40 meV above the bottom of the
electron bands, the usual assumption that kBT, EF is no
longer valid and the temperature dependence of the Hall
number is due to a change in the carrier concentration.

Figure 10. Phase diagram of Ba(Fe1-xCox)2As2. Note that the structural
and magnetic transitions separate upon doping with Co. Reprinted with
permission from ref 36. Copyright 2009 American Physical Society.

Figure 11. Phase diagrams of Ba(Fe1-xCox)2As2 andBa(Fe1-xRhx)2As2
(a) and Ba(Fe1-xNix)2As2 and Ba(Fe1-xPdx)2As2 (b). The transition
temperatures were determined similar to that described in the bottom
inset. Reprinted with permission from ref 32. Copyright 2009 American
Physical Society.

Figure 2.11: Representative phase diagram of BaFe2As2 with Co doping on the Fe site.
General phase diagram on the left(14), while the right shows static incommensurate order
near the superconducting phase boundary(15)

At room temperature, BaFe2As2 is a tetragonal (I4/mmm) paramagnet with elec-

tronic properties of a poor semimetal(115). At T≈ 140 K, BaFe2As2 undergoes a structural

transition to orthorhombic (Fmmm) symmetry displaying a sharp jump in resistivity(3),

and magnetically orders with spins AF along the a-axis in the iron plane, FM along the

b-axis, and AF between the iron layers with an ordered moment of 0.87(3)-1.04 µB per Fe

site(152; 153). Electron, hole, and isovalent substitution all induce superconductivity,

and regions of static magnetic order exist into the superconducting phase(14; 154),

including a region of incommensurate order persisting further into the phase diagram

than commensurate order(15)(see Fig. 2.11 for phase diagrams.).

In the structural transition, the iron arrangement goes from a square 2.8Å on a side to

a rectangle 2.79Å by 2.81Å on a side(121). The AF transition temperature is suppressed

with hole(86; 87; 88),electron(89; 90), or isoelectronic doping(92; 93), eventually giving

way to superconductivity.

The observed and calculated magnetic properties of BaFe2As2 are very sensitive to

small details of the structure. The measured moment predicted by DFT calculations (of

the order of 1.75-2.4 µB(115)), and varies directly as a function of Fe-As layer separation.

Calculations show extreme sensitivity to magnetism and structural details, with the
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change in the As height, and orientation of the Fe-As bond to the magnetic moment

all having pronounced eUects on calculations. The structural distortion is small, but the

magnetic exchange anisotropy is very large when the exchange constants are calculated

from an anisotropic Heisenberg model calculation which includes damping with very

small interlayer magnetic coupling(12). This puts the precise speciVcation of BaFe2As2 as

either an itinerant magnetic system or local moment system into question.

Experimental results on lattice eUects in BaFe2As2 compounds show disparity. In

some cases, there is little impact of doping(106), while experiments on hole-doped

Ba1−xKxFe2As2 show substantial broadening of phonons at the AF wave vector(155). The

agreement of phonon calculations with experiment are improved by relaxing the strength

of the Fe-As bond(156; 106), and explicitly including magnetism(110; 157), although the

orientation of the phonon with the magnetic ordering vectors leads to a conclusion that

higher frequency modes are more inWuenced by magnetism(106).

Understanding the dynamics of the Fe-As tetrahedron is an important step as the iron

spin state is theoretically shown to be coupled to the degree of As-As hybridization(132),

and the phonon modes which modulate the Fe-As tetrahedron have the greatest impact

on the electronic density of states at the Fermi level(110; 157). Further, Cooper pair

formation occurring in the spin, rather than the charge channel is possible due to the

strong magnetoelastic coupling in the system(9). This picture is further enhanced when

discussing speciVcally the magnetoelastic interaction which may be the driving force

behind the structural transition(158; 159).

2.5.2 Iron Chalcogenides

Iron chalcogenides are another form of FeSC having form FeTe1−xSex. The chalcogenides

are formed from the square planar layer of iron coordinated with a chalcogen ion,

commonly Se or Te. Varying the site substitution (Se,Te) induces superconductivity near

8K. The structural motif of iron chalcogenides is shown in Fig. 2.5.
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For this thesis, the iron chalcogenides were studied as a function of sulfur, selenium

dopings when treated in varying ethanol concentrations, after reports that commercially

available alcohols were able to induce superconductivity with a high volume fraction(160)

The changes in local atomic structure were studied using neutron PDF analysis to

understand the interatomic substitutions in the system, and what induces the changing

conditions that enable superconductivity in treated compounds, yet show the absence of

superconductivity in the as-grown samples.
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3
Structure, Phonons, and Magnetism in Condensed

Matter

A basic grounding in condensed matter physics is assumed for the reading of this

dissertation. The aim of this chapter is to review the concepts most pertinent to

understanding the presentation of the experimental results.

3.1 Crystal Structures

Given the number of degrees of freedom in a real system, numbering in the order of 1023,

things would be completely intractable if there were no simplifying scheme. Fortunately,

a major simpliVcation to approach theories of solids is provided by the periodicity of

the crystalline lattice. Simplifying structural, dynamic, and correlational calculation, the

theoretical grounding of condensed matter physics is the notion of lattice periodicity.

The crystalline lattice is a mathematical construct that describes the presence of

identical environments in space. A structure is used to deVne the entity that comprises

a lattice with a basis, where the basis describes the relative orientation of atoms at each

lattice point.1 Because of the spatial periodicity of the lattice, a number of symmetry

classes exist that describe the relative translations, rotations, and mirroring that can

occur to the system to leave it invariant. These processes give rise to the diUerent

1The terms lattice and structure are often used interchangeably, with relatively little damage, but it is
worth emphasizing that the mathematical distinction exists.
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classes of crystals, comprised of the smallest units of space that can meet the translational

invariance requirement (unit cells). There are seven types of unit cell lattices, fourteen

when inversion symmetry is considered (the Bravais lattices). Frequently, one can

represent the lattice using a small portion of the unit cell known as the asymmetric

unit, which is translated through the symmetry operations of the group to recreate the

structure in space.

3.2 Lattice Dynamics

The term “lattice vibrations" describes the collective motion of the atoms within a

structure. Lattice vibrations give rise to a number of eUects in real materials, which

require their explicit consideration in the development of equilibrium states in a system.

Most explicitly, the lattice vibrations play a large role in any system that are not fully

dominated by the electronic system at equilibrium. First, the lattice vibration is fully

responsible for the observed thermal expansion of solids, with melting being an extreme

case. Zero point vibrations in a system are quantum eUects that alter the ground state

conVguration. The vibration of the lattice contributes substantially to the speciVc heat of

a system. Most pertinent to this work, lattice vibrations provide the pairing glue for the

superconductivity described by the BCS theory2. In the expanding universe of complex

materials that exhibit coupling between the charge, spin, and lattice degrees of freedom,

lattice vibrational eUects are likely to play an important role in describing the equilibrium

properties of the solid states.

The vibrational motion of atoms in a solid is determined mostly by the nuclear

potential energy of the atomic arrangement. While the speciVc details of how the

lattice comes to be arranged in a particular manner are complex, the lattice vibrational

component can be considered a system of coupled harmonic oscillators that fully specify

normal modes of the system. The quanta of lattice vibrations are quasiparticles known

as phonons, which obey Bose-Einstein statistics.

2See Sec. 2.2
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Most condensed matter texts contain a lengthy work up of the theory of lattice

vibrations in crystals3, but we discuss a few things brieWy. First, we consider the total

potential energy U as some function of the potential energy φ between atomic sites R

andR′:

U =
1

2

∑
RR′

φ(R−R′) (3.1)

If the atoms execute a displacement u(R) or u(R′), Eq. 3.1 may be expanded:

U =
1

2

∑
RR′

φ(r(R)− r(R′)) =
1

2

∑
RR′

φ(R−R′ + u(R)− u(R′)) (3.2)

If one assumes that the atoms vibrate harmonically around their equilibrium posi-

tions, one can expand U in a taylor series. In doing so, one Vnds that the constant term is

the equilibrium lattice potential from Eq. 3.1, the Vrst linear term goes away (as it is the

opposing force against the lattice, so it must go away in the equilibrium state), and the

quadratic term is the harmonic term, written:

Uh =
1

4

∑
RR′

[uµ(R)− uµ(R′)]φµν(R−R′)[uν(R)− uν(R′)] (3.3)

where the µ, ν describe cartesian directions, and φµν describes the second partial

derivative of the potential. At this point, the problem essentially reduces to a system of

coupled harmonic oscillators. In three dimensions, the eigenvector solutions describe the

polarization of the phonon modes, while the eigenvalues the normal mode frequencies.

This model, called the harmonic approximation, is the most mathematically appealing, but

higher order considerations are invariably required to discuss real materials. The third

and fourth order terms of the taylor expansion of U are included in anharmonic theories.

The anharmonic theory is required to explain many properties of real solids, including

thermal expansion and thermal conductivity.

3See Ashcroft, Ch. 22-26 (161), Wallace, Chapter 2-3(162), and Bruesch (163)
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The lattice vibrational quanta are directly measurable by spectroscopic probes,

notably neutron scattering. Full dispersion maps are obtainable, along with direct

information about normal mode population, thermal expansion, and electron-phonon

interactions. Anharmonicity of the lattice is also detectable by spectroscopic probes, as

the lattice anharmonicity impacts the phonon lifetime, and a direct measurement of the

one-phonon line width will provide information about the anharmonicity of the system.

3.3 Electron-Phonon Coupling

In traditional metals, electron-phonon coupling is always present, arising from the

residual electron-ion interaction. This interaction is commonly neglected in the most

electronic approximations, due to the orders of magnitude diUerence between phonon

energies (of order 0.01 eV) and typical Fermi energies (of order eV)(163). Further, the

role of conduction electrons is commonly viewed as a method of screening the positive

ionic cores from one another. Because the conduction electrons are highly mobile, with

a velocity much higher than that of the ionic cores, the screening activity is virtually

instantaneous, and serves to stabilize the lattice.

Though this phenomenological picture is appealing, the inter-ion forces are complex,

and must be extended to higher order terms even in the simplest metals. These more

complex terms are the result of anharmonicity and indicate the presence of interactions

further than that of the nearest neighbors.

There are a few classic examples of traditional electron-phonon coupling that can

impact material properties. The Vrst of these arises in cases where an abrupt change in

the screening power of the electrons can be observed at |τ + q| = 2kF, which is known

as a Kohn anomaly(164). In the Kohn anomaly, the electrons suUer a loss of screening

ability for phonons with a wave vector q > 2kF, greatly enhancing the ionic interaction,

which can result in a lattice instability in extreme cases.
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3.4 Magnetism

Magnetism as a term most generally describes the preferred orientation of electronic

spins within a system. Magnetism has been known to humanity for millennia, yet

theories of magnetism remain markedly underdeveloped. Simple square lattice systems

with nice coordinated sites like the Ising or the Heisenberg systems are fairly well

understood. A particular problem arises in metals when electrons are no longer Vxed

to particular atomic sites, and are free to move around as the Coulomb potential dictates.

Nevertheless, a few key points are tractable with some elementary physics application.

Many of the concepts here are covered extensively in condensed matter texts, and more

comprehensive discussions of these descriptions are can be found in more canonical

sources. (161; 165; 166)

First, considering two electrons in a simple system like the inVnite square well. Due to

the Pauli principle, the two electrons may not be in precisely the same quantum state. If

the two electrons have the same spin direction, their wave functions will not overlap if the

electrons are in the same energy level. Therefore, we can see that a direct consequence of

the spin order is a sensitivity of the ground state energy to the spin-separation distance.

3.4.1 Spin Waves

In a magnetically ordered material, below some characteristic energy, the spin system

is rigidly Vxed to the ionic cores. Above this energy, the interaction of a neutron of

suXciently high energy with the spin system can result in a disturbance to the magnetic

ordering, known as a spin wave (Fig. 3.1). Quantized spin waves in condensed matter

systems are known as magnons, possess dispersion, and can be studied with INS.

3.4.2 Itinerant magnets

Itinerancy is the problem alluded to in the beginning of the section dealing with non-

localized electrons. An itinerant system has mobile spin carriers, and has consistently
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Figure 3.1: Schematic of a spin wave excitation. (left) Vxed atomic moments in the
lattice. (right) disruption of the moment arrangement with by a neutron results in a
wavelike distribution of the moments with wavelength λSW.

eluded ideal description for over a century. Itineracy can arise in a ferro- or antiferro-

magnetic state, so consistent theories for the diUerent conVgurations are required. Two

main mechanisms for dealing with such mobile spin carriers are the Stoner model and

the spin Wuctuation model.

The Stoner model of itinerant magnetism builds on the case of Pauli paramagnetism.

Pauli paramagnetism takes into account the density of states at the Fermi level, and

compensation of spins:

χP = 2µ2
BN(EF ) (3.4)

The Stoner model is closely related to the Weiss model for ferromagnetism. In the

Stoner model, the magnetic carriers are unsaturated spins in the d-band, the exchange

is done through a Weiss-like molecular Veld term, and Fermi statistics are obeyed. The

major success of the Stoner theory is that it accounts for non-integer magnetic moments

found in transition metal compounds by dealing directly with band-Vlling and the

interaction between the electrons in the valence band. The Stoner framework modiVes

the Pauli paramagnetic susceptibility, enhancing it through the exchange interaction:

χS =
2µ2

BN(EF )

1− IN(EF )
(3.5)

The “Stoner exchange parameter” I controls the onset of the magnetic state - if the

denominator is negative, the paramagnetic state has a higher energy than all magnetic

conVgurations, so the system must be magnetic. The magnetism onset criterion is more
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Figure 3.2: Illustration of the shift in the band population caused by the presences of
static magnetism in an itinerant system.

succinctly stated as: IN(EF ) ≥ 1 which would make the denominator in Eq. 3.5 less than

1. The zero-temperature version of the theory is not well supported, as it predicts that

the Curie temp scales linearly with the magnetic moment, which is not experimentally

validated, and the framework can really only be applied to very weak itinerant systems.

Unfortunately, the Stoner model fails rather badly at any Vnite temperature greater

than zero.(167; 168; 169) The main diXculties remain that the temperature dependence of

the observables is too weak, and does not match experimental observation. Further, the

Stoner model does not capture the eUect of a Vnite paramagnetism above the Curie/Neel

temperatures, meaning it is qualitatively incorrect in these circumstances. The Stoner

model does qualitatively allow the presence of magneto-elastic phenomena, explaining

this through a mechanism of spin exchange. In this model, one allows a removal of
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electrons from the spin-down bonding state, transferring them them to the spin-up anti

bonding state, which results in a weaker bond and expanded lattice.

To describe the behavior of itinerant systems, a greater degree of success has been

obtained with the spin Wuctuation concept of Moriya.(170). In the spin Wuctuation model,

the notion of a well-deVned locally precessing spin-wave4 goes away and is replaced

by a local Wuctuation in the magnetic moment or spin density. The spin Wuctuation

theory grows out of gaussian statistics, where it is assumed that in equilibrium, physical

properties of a system will Wuctuate around some mean value. In this way, a locally

Wuctuating vector magnetic moment may be deVned:

m(r) =
1

V

∫
(m(r))ndV (3.6)

where n is the order of an expansion, and the Wuctuation is zero for odd orders from

symmetry. If one deVnes a locate moment M parallel to one axis of a coordinate system,

one may see immediately that there are three orthogonal Wuctuation components, one

parallel to M, and the other two perpendicular (Fig. 3.3). The total moment at a site is

given by the sum of the momentM and the Wuctuations aroundM, where one sums over

the spatial dimensions in the coordinate system.

The Wuctuations at temperatures greater than Tc lose spatial correlation, making the

parallel and perpendicular components degenerate. Taking the second derivative of the

free energy with respect to the magnetization, one Vnds that at T=Tc, the Wuctuation

amplitude has a Vnite value:

〈m2
c〉 =

M2
0

5

Which leads to an expression for the Vnite temperature dependence of the spin

Wuctuations:

〈m2
c〉
T

TC
=
M2

0

5

T

TC
(3.7)

4See Sec. 3.4.1.
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Figure 3.3: Demonstration of static magnetic momentM0 (thick black arrow) with spin
Wuctuation components (small blue arrows). The spin Wuctuations represent gaussian
disruptions in the spin density around the static moment.

This formulation shows that the reduction of the static moment at low temperatures

is greater than for the Stoner model, because the thermal activation energy of the

Wuctuations is much less. Further, the Moriya model of the spin Wuctuations allows the

explicit presence of paramagnetism above Tc, and better approximates the magnitude

of the static magnetic moment below the magnetic transition temperature. Due to the

proximity of the cuprate superconducting state to an AF insulating state, spin Wuctuations

have been discussed extensively as a mechanism for binding superconducting pairs in

HTSC. Finally, the spin-Wuctuation mechanism is also implicated in magneto-volume

coupling, where the magnetic contribution to the thermal expansion coeXcient is given

by the spin-Wuctuation amplitude:

αm =
dω

dT
=


1
TC

(
VNM

V0
− 1
)(

1− 3 〈m
2
c〉

M2
0

)
, if T < TC

1
TC

(
1− VNM

V0

)(
3 〈m

2
c〉

M2
0

)
, if T ≥ TC

(3.8)

where VNM is the non-magnetic contribution to the volume, and ω is the relative

volume change(171). The magneto-volume interaction, critical in solids that display Invar

behavior, may play an important role in the lattice dynamics of FeSC.
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3.5 Spin Phonon Coupling

The magnetic and lattice degrees of freedom can cooperate to give rise to new eUects,

and this phenomena is generally known as spin-phonon or spin-lattice coupling. As an

example of spin-lattice coupling, one can consider electron kinetic energy. In a metal,

the Pauli exclusion principle results in the reduction of the overall volume to reduce the

electron kinetic energy, making the magnetic state of a system have a higher volume than

the non-magnetic state. This behavior contributes to negative or zero thermal expansion

of some iron alloys, and is known as the Invar eUect.

The presence of magnetic materials and observation of strong electronic properties

force us to consider behaviors that implicate both magnetic and elastic properties.

One such mechanism can be found in magnetoelastic behaviors. In magnetoelastic

phenomenon, the magnetic and elastic properties of a material are coupled, a behavior

which can strongly impact the elastic behavior in a solid. Microscopically, the dominant

contribution to magnetoelasticity comes from the crystalline electric Veld, and a Hamil-

tonian describing the diUerent contributions to the behavior can be written:

Htot = HM(M,H) +HME(M, eij, wij) +HE(eij) (3.9)

Where HM describes the magnetic properties of the solid, HE describes the elastic

properties of the non-magnetic solid, and HME is the magnetoelastic portion describing

the coupling. M, H describe the magnetic variable and applied magnetic Veld, and e, w

describe the symmetric and antisymmetric elastic strain tensor(172). Using this Hamil-

tonian, and standard free energy calculations, one can determine the static properties

of the system, including the magnetostrictive distortion of the lattice, magnetoelastic

contributions to magnetic anisotropy, and magnetoelastic contributions to the elastic

stiUness moduli(172; 173).

One manifestation of magnetoelasticity is magnetostriction, a type of strain resulting

from the diUerence between magnetoelastic and elastic contributions to the lattice. In

such a situation, the magnetoelastic contribution of the system is derived from the
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Figure 3.4: Simple illustration of magnetostriction. In a magnetically disordered system
(top) the distribution of magnetic moments has no deVnite spatial correlation. When a
magnetic Veld is applied, the ordered state is larger than the disordered state by a factor
δL due to the presence of the ordered magnetic moments.

interaction between spin moments of electrons coupling to orbital motion of electrons

around nuclei, and the elastic energy is provided by deformation of the crystalline

structure(173). Upon application of a magnetic Veld, the there is a change in the size

or shape of the material (Fig. 3.4). In some cases, the coupling between the elastic

and magnetic degrees of freedom are dominant considerations in the elastic behavior

of a solid, with magnetoelastic phenomena giving rise to lattice instabilities or structural

phase transitions which lower the crystalline symmetry(174; 175).

The nuclear spin may also couple to the magnetically ordered lattice(172). For a

metallic material, the coupling of the lattice strain and the conduction electrons can give

rise to an internal magnetic Veld that then couples to the nuclear magnetic dipoles. An

alternate route is obtained when beginning with a magnetically ordered solid where the

lattice strain couples to the electronic dipole moments, which then couple to the nuclear

dipole moments via the hyperVne interaction to produce a magneto elastic coupling
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Figure 3.5: Simple illustration of the magnetovolume eUect. In a magnetically disordered
system (left) the distribution of magnetic moments has no deVnite spatial correlation. In
the presence of a larger volume, the magnetic moments may align due to loosening of the
spatial restriction of the Pauli principle.

eUect. These eUects are typically negligible, but worth mentioning given speculation

regarding the role of hyperVne couplings between the iron and arsenic atoms in FeSC.(95)

Further, nuclear spins with an electric quadrupole moment can be coupled to the elastic

strain by the changes in the electric Veld gradient at the nuclear position induced by

lattice vibrations.(172)

Another evidence of strong spin-phonon coupling would be the presence of an

unexpectedly strong scattering resulting from the magneto-vibrational (MV) eUect. MV

scattering is a mirror image of the phonon spectrum in the spin channel. The nominal

cross section for MV scattering is orders of magnitude lower than that of nuclear

scattering. In the event of a strong spin-phonon coupling, the scattering intensity may

increase to the order of the nominal magnetic scattering(176). One can distinguish

the MV component of the scattering with polarized neutron scattering. The nuclear

component is NSF while the MV component is SF for a centro-symmetric system.(177)

The coupling between these degrees of freedom has recently been demonstrated to

play an important role in the formation of the magnetic state in BaFe2As2(19). Spin-lattice
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coupling is also indicated in the AFePn systems, with a strong anisotropy in the Fe-Fe

exchange constants(12; 126) The coupling of the spin and lattice degrees of freedom for

HTSC has long been pushed by a relatively small crew of researchers who recognized the

coupling of these roles could have crucial eUects, and needed further exploration.

3.6 Structural Heterogeneity

A degree of structural homogeneity is required for the current framework of condensed

matter physics. Electronic structure calculations are limited in their ability to accommo-

date distortions, and structural solutions for diUraction require large coherent domains.

Nevertheless, real materials are frequently found to deviate from the ideal structure. This

frequently gives rise to diUerent electronic states, such as the ferroelectric transition in

BaTiO3 precipitated by a large shift in the local organization of the atoms, or dynamic

charge stripes as seen in the cuprate superconductors are a type of dynamic phase

separation which minimizes the Coulomb energy, and occur on a long length scale.

Many Vrst-principles approaches to condensed matter problems rely on a periodic

basis for computation. To be sure, the power of crystalline periodicity provides us with

suXcient coherent scattering to perform structural determinations, and provides the basis

for electronic structure calculations of high accuracy. Nevertheless, this condition of

perfect periodicity is insuXcient to describe the behavior of real materials. While the

majority of atoms can be found to occupy an average translational symmetry, localized

defects and distortions from the periodicity are increasingly recognized to play a crucial

role in the functional and electronic behaviors of materials.

Part of the restriction on understanding local heterogeneity is computational. The

total number of particles interacting in any system is well outside the scope of current

computing power. Reasonable approximations may be made to reduce the system size,

but special care must be taken to avoid errors in the approximation, as this will naturally
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serve to reduce the reliability of the solutions. The size of computational simulation

scales in at least a linear, and more often a quartic manner with the system size. 5

Approximations that are commonly used in structural calculations are the Born-

Oppenheimer approximation, where it is assumed there is no coupling between the

electrons and ions, and the Hartree Fock theory, where the true many body wave function

is replaced by a single Slater determinant of electron orbitals accounting for spin and

space components. Hartree-Fock theory neglects the degree of correlation between the

electrons, rather placing the individual electrons in an average potential derived from

the surrounding electrons. HF theory is limited by the choice of basis function used to

describe the orbital system, and has questionable accuracy in standard systems, and is

outright incorrect in systems with a high degree of expected correlation, though it is

frequently used to understand systematic dependencies on extensive variables.

Density functional theory also treats the system in a non-interacting limit, and does

not result in a correlated wave function. The essential practice of DFT theories is to treat

the electronic density of the system as a functional, and declare victory on discovery

of the ground state when the electronic-density functional is minimized. DFT accuracy

again suUers with the degree of correlation in the studied system. Approximations used

in a DFT framework include the LDA, where the value of the exchange energy is explicitly

accounted for, using an exchange functional. LDA does best in systems where the charge

densities vary slowly, but the bonding strengths are typically overestimated resulting in

shortened bond lengths. Further LDA neglects short range van der Waals bonding, and

does not do well with hydrogen bonding.

Frequently, pseudopotentials are applied to reduce the Wuctuation complexities

associated with atomic core electrons, which has the eUect of smoothing out the wave

function and reducing the overall number of basis functions required6.

5i.e., in the case of Quantum Monte Carlo (QMC), the the computational cost scales with the cube of the
number of electrons in the system, at a minimum, and there are additional scaling factors associated with
the Z value of the atoms involved(178).

6Pseudopotential methods are also used in DFT calculations
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Computational eUort has been expended in bringing some understanding to the

phenomena of heterogeneity. In a work exploring a phenomenological approach, Alvarez

et. al. recognize the Hubbard and t-J models to be at their useful limit,(179), drawing

strong analogy with phase separation in the manganites, shown to result in a number of

the complex behaviors exhibited by such systems(180)

We take this very long tangent into the question of structural heterogeneity, as

it is important to understanding the work that will be presented here. In the FeSC

superconductors, traditional DFT methods have trouble reconciling the structure with

the electronic properties, sometimes predicting the correct magnetic order, but getting

the lattice parameters incorrect. All of this raises questions regarding the source of

such structural heterogeneity in materials. Is the heterogeneity the result of randomly

distributed local distortions, or is it a hallmark of inherent material instability?
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4
Particle Scattering

This chapter will provide background in the physics of scattering neutrons and x-

rays from crystalline solids. General statements about scattering and terminology are

presented the Vrst section, then information about the preparation of radiation beams for

use in neutron and x-ray scattering experiments will be presented. The reader familiar

with these experimental techniques may skip this chapter, and the novice may Vnd it to

their advantage to carefully review the numerous references on the subject.

Neutron scattering experiments comprise the bulk of the experimental work for this

dissertation, so the following chapter pays proportionally more attention to neutron

scattering. The works of Squires(181), Lovesay(177), Shirane et. al(1), and the famous

primer by Pynn(182). are particularly recommended for neutron scatterers looking to

gain a Vrm understanding of the material presented here.

The only connection with x-rays for work done in connection with the dissertation

material presented here is for IXS and Nuclear Resonant Inelastic X-ray Scattering

(NRIXS) studies, so these will be the focus. The work of Burkel(183) is a comprehensive

study in inelastic x-ray scattering, with a progress report issued in 2000 highlighting

advances in application of the technique to phonon studies(184). There are copious

volumes available on the subject of x-ray scattering used for elastic diUraction purposes,
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including Warren(185), Guinier(186), and the comprehensive work on neutron and x-

ray diUraction by Pecharsky and Zavalij(187), and readers interested in a more thorough

treatment are encouraged to seek out these volumes.

4.1 Scattering Formalism

Most generally, particle beam scattering measures the dynamic scattering function,

S(Q, ω) the dual fourier transform of the time dependent pair correlation function:

S(Q, ω) =
1

2π~N
∑
ll′

∫ ∞
−∞

dt〈e−iQ·rl′ (0)eiQ·rl(t)〉e−iωt (4.1)

The physical meaning of this is that the scattering process measures the fourier

transform of the probability amplitude of Vnding a particle at a position r and time t

knowing that a particle was at some given location r0 at some earlier time t′.

The particles used as probes in the experiment couple to a Veld in the sample, and

the information collected from the scattering can be used to deduce the properties of

the sample. Experimentally, the picture is deVned as follows. An incoming particle of

energy Ei and momentum ki enters the scattering system, and through an interaction

with the scattering system is scattered through an angle 2θ to a Vnal energy Ef and Vnal

wave vector kf , and total momentum transferQ. The deVnition of incident and Vnal wave

vector speciVes the momentum transfer, and is in some cases referred to as the "scattering

triangle" (Vgure 4.1). Particle beam scattering directly measures properties of reciprocal

and frequency space, so the technique is best suited to directly measure properties that

can be expressed in these coordinates, such as phonons and crystal structures.

Signals from particle scattering have four four classiVcations: elastic, inelastic,

coherent, and incoherent. Processes are identiVed by one energy term (elastic or inelastic)

and one phase term (coherent or incoherent). The energy term describes whether the

scattered particle energy remains unchanged (elastic case), or has a deVnite change in

energy after interaction with the sample (inelastic). The phase term describes whether
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Figure 4.1: DeVnition of momentum transfer vector and the scattering triangle. This
relation holds for all particle scattering studies. In the case of elastic scattering |ki| = |kf |,
while for inelastic scattering |ki| 6= |kf |

a deVnite phase relationship exists between the scattered particles and there is deVnite

interference eUects (coherent scattering), or whether there is no phase relationship, and

all of the scattered particles have diUerent relative phases (incoherent). Examples of

diUerent scattering processes are listed in table 4.1.

Table 4.1: Example scattering process classiVcations.

Scattering
Processes

Elastic Inelastic

Coherent Bragg Scattering Phonons,
Magnons,
thermal diUuse scatter-
ing (TDS)

Incoherent Nuclear Spin,
Laue Monotonic Dif-
fuse

Compton scattering

4.2 Neutron Scattering

Neutrons are powerful probes of bulk material properties. In 1948, Wollan and Shull

were able to show that neutrons could be used for structural analysis on crushed

powder specimens in a manner analogous to X-ray diUraction(188), as the wavelength

of a thermal neutron is of the order of interatomic lattice spacings. Also, the energy

of neutrons used in condensed matter studies have an energy near that of dynamic
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phenomena, so neutrons can probe dynamical features like phonons, as Vrst shown by

Brockhouse(189). Further, neutrons possess a magnetic moment, and can interact with

unpaired electrons to study the magnetic structure. Finally, the ability to spin polarize

neutrons can be exploited in the studies of the magnetic dynamics of materials like spin

waves and magnetically coupled phonons.

The neutron primarily interacts with nuclei via the weak force, scattering predomi-

nantly from the very short range nuclear potential. Because the scattering interaction is

very weak, the neutrons are able to penetrate very deeply into materials, and neutron

scattering is less destructive to samples than other material probes like x-rays or

electrons. Also, the scattering cross section for neutrons varies across the periodic table,

and even from isotope to isotope, and this property allows the experimenter to contrast

scattering from diUerent isotopes. By using isotopic contrast, an experimenter can better

understand the contribution to the dynamics of the diUerent elements in a compound,

and can complement x-ray studies.

The major drawback to neutrons are the Wux limitations and infrastructure required

to operate a neutron facility. Neutrons are produced in nuclear reactors or spallation

sources. The development of neutron source Wuxes as a function of time is shown in Fig.

4.2. A number nearing 1015n-cm−2s−1 appears in Fig. 4.2, but it is important to note that

this is the peak Wux for the entire facility. At a speciVc beamline, such as the CNCS at the

SNS, the Wux rate is much closer to 105 n-cm−2MW−1s−1, meaning a substantial portion

of the Wux is lost between the spallation reaction and the beamline. At both reactor and

spallation sources, production of a beam of neutrons suitable for a particular scientiVc

application requires several stages of moderation, resulting in Wux decreases by orders of

magnitude. For comparison, modern synchrotron sources have Wuxes up to 1018 photons-

sec−1mm−2. Further, in part to improve the available Wux, neutron facilities are large

installations, requiring substantial operation budgets and staXng to operate. Contrasted

against x-ray diUractometers, which are standard lab equipment at most universities, the

power of the neutron scattering technique and the relatively small number of research

venues makes neutron scattering a very demanding and competitive Veld.
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Figure 4.2: Neutron Wux distribution as a function of time for domestic and international
neutron sources(16).

The following sections will brieWy address the mechanisms of neutron production,

instrumental details, the mathematical formalism of neutron scattering, and discuss

diUerent types of neutron scattering experiments.

4.2.1 Neutron Scattering Formalism

There are several diUerent neutron-sample scattering interactions, a few of which are

discussed here. The primary scattering interaction comes from the nuclear force. The

nuclear force is suXciently short-ranged (10−15 m), allowing one to treat the neutron as

a point scatterer, justiVed by elementary scattering theory(181; 190). This also allows

one to treat neutron scattering in the Born approximation, as the neutron only weakly

perturbs the scattering system1.

Because of the weak interaction between the neutron and the scattering system,

one can use “Fermi’s Golden Rule" to establish the formalism using the basis of

perturbation theory. In Fermi’s Golden rule, the probability of a particular state transition

1i.e., the neutrons may cause a transition in state of the system, but do not fundamentally impact or
alter the system.
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is proportional to the square of its matrix element(191), so the cross section of the

interaction of a state |φi〉 with an arbitrary potential V to become a Vnal state |φf〉 is

written:

P =
2π

~
|〈φf |V |φi〉|2n(ε) (4.2)

where n(ε) is the density of Vnal states that is available for the system. In the case

for neutron scattering, the n(ε) is the number of available Vnal momentum states, which

can be determined using box normalization. The Vnal expression for the scattering cross

section for the neutron with the sample is written, where λ terms describe the initial and

Vnal states of the sample, and k terms describe the initial and Vnal states of the neutron:

(
dσ

dΩ

)
coh

=
kf
ki

( m

2π~2

)2

|〈λfkf |V |λiki〉|2 (4.3)

and to add explicitly the energy dependence, again with λ states describing the

sample, and Ei, Ef describing the neutron:

(
d2σ

dΩdE

)
coh

=
kf
ki

( m

2π~2

)2

|〈λfkf |V |λiki〉|2 δ(Eλi − Eλf + Ei − Ef ) (4.4)

As the eUective potential seen by the neutron is so short ranged, we may treat it as

a delta-function, and a lot of ambiguity in the details of the neutron-nucleus interaction

can be neglected by replacement of the nuclear potential by a Fermi pseudopotential:

V (r) =
2π~2

m
bδ(r) (4.5)

And we can express the scattering of a neutron traveling along the z direction in the

point scattering regime as:

ψinc = eik·z −→ ψscatt = − b
r
eik·r (4.6)
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Table 4.2: Summary for absorption data. “Cut-oU" is deVned as energy of neutrons
where the cross section drops below 1000 barns, and is for rough estimation purposes
only.

Material “Cut-oU" (meV) Wavelength (Å)
10B 360 0.48

113Cd 517 0.4
155Gd 260 0.56
157Gd 454 0.42

Where the value of b is the called the neutron scattering length, and is positive in

the case of a repulsive interaction. There is no analytical expression of scattering length

for atomic nuclei, due in part to underlying complexities of nuclear theory. Each nuclide

has a diUerent scattering length, with substantial variation between isotopes, nuclear

spin, and the incident beam energy. Experimentally determined tables of scattering

lengths are available(192; 1), while energy-dependent data are available from nuclear

data centers(193).

In special cases, b is a complex number, and the imaginary component corresponds

to absorption of the neutron by the nucleus. This fact is exploited in the design of

neutron experiments (e.g., for background reduction). Relatively few nuclides exhibit

absorption behavior; the most common varieties used in the Veld are shown in Tab. 4.2

with their useful energy ranges. The majority of nuclides have scattering lengths with

small absorption components and are not aUected by the energy of the neutron.

In nuclear scattering, because the potential is treated as a delta function, the fourier

transform of the potential gives a Q independent value for the form factor, meaning that

the likelihood a neutron is scattered from the nuclear force has no dependence on the

momentum transfer of the interaction.

In magnetic scattering, the neutron is scattered from the electron cloud surrounding

atomic sites, speciVcally interacting with the unpaired electrons. To derive the potential

Veld seen by the neutron, the spin and orbital components of the electron must be

included. Using the lowest order expression for a magnetic dipole to represent the

magnetic Veld of an unpaired electron moving with momentum pe, we can write the
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Figure 4.3: Illustration of interaction between a neutron and unpaired electron as occurs
in magnetic neutron scattering, illustrating the direction of interaction, and the orbital
angular momentum of the electron.

expression for the interaction between the neutron with dipole moment µN in the total

Veld B:

− µn ·B = −µ0

2π
γµNµBσ ·

(
∇×

(
s× R̂

R2

)
+

1

~
pe × R̂

R2

)
(4.7)

Where µe = −2µBs, (s is the spin operator for the electron), µn = −γµNσ (γ is a

phenomenological constant equal to 1.913, σ is the spin operator for the neutron). This

situation is illustrated in Fig. 4.3.

The situation of magnetic scattering is distinct from that of nuclear scattering in two

important ways. The Vrst is that the magnetic interaction is long-range compared to the

nuclear scattering potential, and the fourier transform of the magnetic scattering length is

dependent uponQ, unlike theQ independent form factor for nuclear scattering discussed

above. Magnetic ions have form-factors dependent upon their spin states and tabulated

values required to calculate the form factors are available(194)
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Coherence

In addition to the absorption behavior, the issue of coherency of the scattered neutron

is important to consider. Coherent scattering maintains a deVnite phase relationship

between the incident and outgoing wave, while in incoherent scattering, this phase

relationship is lost. The coherency of a particular sample is reWected in its neutron

scattering length. The neutron scattering length for a sample is determined by the

scattering lengths of the constituent nuclei:

b =
∑
r

crbr (4.8)

and the average coherent cross section:

σcoh = 4π(b)2 (4.9)

Incoherent scattering arises in the case of random Wuctuations in the potential seen

by the neutrons at the scattering site due to e.g. nuclear spin and random atomic

displacements. Because of its nature, incoherent scattering is frequently present in

scattering samples, but it can be minimized through the use of isotopes with zero nuclear

spin. The average incoherent cross section is written in terms of the diUerence between

the total scattering cross section and the coherent component:

σinc = 4π
(
b2 − b2

)
= 4π(b− b)2 (4.10)

And the incoherent scattering length:

binc =

√
b2 − b2

(4.11)

In some cases, a strong incoherent scatterer is useful, particularly in the case

of vanadium, which is used to normalize detector eXciency in neutron scattering

experiments.
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Cross section

The measured quantity in a neutron scattering experiment is the scattering cross section,

or the number of neutrons scattered per second into some solid angle (dΩ) in some

energy range (E, E + dE), which directly measures both the coherent and incoherent

portions of the sample scattering law S(Q, ω):

(
d2σ

dΩdE

)
coh

=
σcoh

4π

kf
ki
NS(Q, ω) (4.12)(

d2σ

dΩdE

)
inc

=
σinc

4π

kf
ki
NS(Q, ω) (4.13)

These expressions can be related to Eq. 4.1 with the Van Hove transformation

which recognizes that the scattering cross section can be expressed as a pair distribution

function in space and time using the atomic density operator:

ρQ(t) =
∑
l

eiQ·rl(t) (4.14)

Thus the expression Eq. 4.1 can be written in terms of the fourier transform of the

time dependent pair-correlation function, using the density operator:

S(Q, ω) =
1

2π~N

∫ ∞
∞

dte−iωt〈ρQ(0)ρ−Q(t)〉 (4.15)

The use of the density operator here gives a better physical intuition of the scattering

law when reducing to the various scattering interactions2. As the neutron interacts with

several properties of the scattering system (e.g. the nuclear lattice, magnetic electron

density, or nuclear spin) there are distinct cross sections for the diUerent measurements.

The cross sections applicable to the work discussed in this dissertation are presented in

the following sections with the applicable techniques.

2In the humble opinion of the author.
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4.3 Elastic Neutron Scattering

DiUraction is a very powerful tool used in materials research, as it allows one to

directly probe the atomic arrangement inside of a sample, and answer questions about

fundamental symmetries in a direct way. Powder diUraction in particular is useful in

these research avenues, as one can obtain meaningful data with a small laboratory x-ray

source, while more advanced options for data collection are to be found at synchrotron

or neutron sources. In powder diUraction, a sample of a material is prepared by making a

powder of very Vne crystallites, and encapsulating the powder in a container that (ideally)

provides little coherent background to the scattering. The powder process collapses

the three dimensional structural data down to the one dimension, but this is frequently

suXcient to at least begin describing the structure, particularly with advanced analytical

techniques like Rietveld reVnement.

DiUraction is elastic scattering, arising from the coherent interference of the radiation

with the particles in the sample. The energy of the incoming particles is suXciently

low that the sample is not disturbed, and recoil eUects are typically neglected, and the

magnitude of the elastic scattering momentum transfer reduces to:

|Q| = 4π sinθ

λ
(4.16)

Where λ is the incident wavelength of the radiation and θ is the half angle of

scattering. This limitation on the elastic scattering will be important when discussing

local atomic distortions.

The starting point for powder diUraction is Bragg’s Law:

λ = 2 d sinθ (4.17)

where d is the distance between crystalline lattice planes, λ again is the wavelength

of the incident radiation, and θ is the angle describing the wave vector and the lattice

plane normal. The information in diUraction is obtained on the basis of the wave

57



2.0

1.5

1.0

0.5

0.0

In
te

n
si

ty

3.53.02.52.01.51.0
d (�)

(a)

Figure 4.4: (left) Illustration of Bragg’s law, where the total path length diUerence of
radiation in a material gives rise to a coherent scattering condition. (right) Canonical
diUraction pattern of a body centered tetragonal material.

diUraction theory, and it is the constructive interference of tens of thousand of lattice

planes contributing to the diUraction that gives rise to the strong signals provided from

single crystals and crystallite powders. With this in mind, it is very important to consider

the size of the crystallites in the prepared powder sample. Ideally, crystalline powders

should be prepared with a grit on the order of 10’s of microns. If the powders are Vner

than this, the crystallography rules begin to break down3 and consequently the scattering

breaks down, and if the crystallites are too large, the approximation of full reduction

to 1 scattering dimension breaks down, and Vnite size eUects may obscure the data.

Powder diUractometers have varied designs. The work presented in this dissertation has

been conducted with time-of-Wight (TOF) powder diUractometers like the POWGEN or

NOMAD instruments at the SNS, which operate with an energy-dispersive mechanism.

At these instruments, an incident beam of neutrons produced as in the manner outlined

in section 4.6 is shaped upon exit from the monochromator to provide a pulse with a

given central wavelength, and the beam pulse is tuned with the use of choppers. Using

the deBroglie wavelength rewritten to be dependent on time of Wight of the neutron (tof

stands for TOF, and L for the Wight path of the neutron), and the Bragg scattering law

from Eq. 4.17 on may make the substitutions:

3this is also why diUraction using nanoparticles is particularly tricky
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λ =
h

mv
=
htof

mL
→ Time-of-Wight (4.18)

λ = 2d sin θ → Bragg’s Law (4.19)

(4.20)

to write

d =
t

252.7 · L · 2 sin θ
[Å] (4.21)

making the measured d-spacing proportional to the TOF, allowing one to measure

many d-spacings at some Vxed angle θ. The resolution of a powder diUractometer is a

function of the moderator, moderator to sample distance, and sample to detector distance.

Table 4.3: SpeciVcs of diUractometers used in research presented here.

POWGEN NOMAD NPDF HIPD
Moderator Decoupled

poisoned
supercritical
hydrogen

Decoupled
poisoned
super-
critical
hydrogen

Water
(283K)

Water
(283K)

Incident
Wight path

60 m 19.5 m 32m 9m

Final Wight
path

2.5-4.5 m 0.5-3m 1.5 m ??

Table 4.4: NIST certiVed powder diUraction standards with material type and
application.

SRM Material Application

640c Silicon Powder Line Position, Line ProVle
675 Mica Powder Line Position, Low 2θ
660a LaB6 Powder Line Position, Line ProVle
1979 CeO2, ZnO Powders Line Position, Line ProVle
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Figure 4.5: Clockwise from upper left, schematic drawings of NOMAD, POWGEN,
HIPD, and NPDF.
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Microscopically, a neutron powder diUraction measurement measures the coherent

scattering cross section of the static system (i.e. the time average of the structure). From

Eq. 4.15, we consider the time average of the system:

S(Q, ω) = δ(~ω)
1

N

〈∑
ll′

eiQ·(rl−rl′ )

〉
(4.22)

where l, l′ are diUerent atoms in the sample.

For the idealized Bravais lattice, the only contributions to the static scattering come

from points where the diUraction condition is met, i.e., where Q is equal to a reciprocal

lattice vector τ . For a real crystal, the static nuclear structure factor contains information

about the atomic positions (dj) and mean squared displacements of the atoms from their

equilibrium positions:

FN(τ) =
∑
j

bje
iτ ·dje−Wj (4.23)

And then the problem of crystallography really starts at turning the information from

the scattering pattern into a structural model. A number of methods exist to exploit

the rules of crystallography to determine the spatial structure from powder diUraction

information. Here we will focus on Rietveld reVnements for average structural data,

and analysis of pair distribution functions for short range structural information. Both

methods allow the reVnement of structural models against experimental data, and can be

applied to both x-ray and neutron data. Both x-ray and neutron data sets can be used in

tandem to reduce uncertainty in experimental parameters, and to provide constraints to

the reVnements.

4.3.1 Rietveld ReVnement

The method of Rietveld reVnement(195) allows one to Vt a structural model to an

observed data pattern using a method of least squares reVnement. The fundamental

concept is to generate a powder diUraction pattern from a model, compare this with the

observed pattern, reVne the model in a least squares Vtting procedure, and then iterate
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these steps to Vnd a better model. Using the Rietveld method the experimenter can reVne

a number of sample properties, as well as understand the thermal motion of the sample,

the presence of impurity phases, and site occupancies, as well as the inWuence of the

instrument on the measurement.

The calculated intensity for a diUraction pattern for use in Rietveld ReVnments:

Icalc = Iback + S
∑
hkl

Chkl(Q)f 2
hkl(Q)Phkl(Q) (4.24)

Where Iback is the background intensity, typically estimated by a polynomial or some

form of power series expansion in Q. S is a scale factor, the symmetry information is

contained in
∑

hkl, the structure factor f
2
hkl(Q) contains information about the positions,

site occupancy, and thermal motions, and the proVle term Phkl(Q) contains instrument

terms that result in information about the particle size, texture, and instrumental

resolution. Chkl(Q) is a correction term to the instrument setup. Note that unit cell

information is uncorrelated to atomic position information, with the lattice parameter

information appearing in the
∑

hkl term and the atomic positions in the f 2
hkl(Q)

term. Considering this, one understands the need for improved statistics to obtain full

structural characterization information, where as for a lattice parameter measurement,

the structural coherence of the sample will lead to an answer about the lattice parameter

and the symmetry very quickly.

The Rietveld reVnement method revolutionized crystallography. By reducing compli-

cated structural analysis to an algorithm, which could be computerized, the method made

available a robust algorithm to determine crystal structure, and the use of the method

resulted in an over ten fold increase in publication of crystal structure data.

Structural models produced by Rietveld analysis are judged by the metrics of R-

factor, χ2, and physical reasonability, two of which are developed directly from Rietveld

codes. The R-factor, or residuals function, is the diUerence between the model and the

experiment:
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R =

∫
[Im(Q)− Ic(Q)]2dQ∫

[Im(Q)]2dQ
(4.25)

And ideally a value less than 10% will indicate a good Vt to the model. The value of

χ2 is deVned as the reduced goodness of Vt:

χ2 =
fk
∑
Mk

(Nobs −Nvar)
(4.26)

where Nobs is the total number of observations, and Nvar is the number of variables

being reVned in the model, and fk, Mk refer to the model residuals(196). While smaller

R and χ2 values possess certain psychological beneVt, the reasonability of the physical

model must be considered before any Vnal declaration of victory is made. These

determinations are improved with experience, but one must consider at the zeroth order

the values of the interatomic bond lengths, the values of the isotropic thermal factors,

and the Vt of the model to the data.

For proper reVnement of powder diUraction data, one must perform a calibration of

the diUractometer. This is done using a line shape standard (Tab. 4.4). Standards are

available commercially from the National Institute of Standards and Technology(197).

4.3.2 Pair Distribution Function

The total scattering function S(Q) is the intensity of the scattering in Q space, and the

PDF is determined by the Fourier transform of the total scattering function(198).

g(r) =
2

π

∫ Qmax

0

Q[S(Q)− 1] sin(Qr)dQ (4.27)

This fourier transform takes us back to real space, showing that what the PDF

physically represents is a real space map of the atomic positions within a solid; a

probability distribution function providing the probability of Vnding two atoms a

distance r apart within a material (Vg. 4.6). This has two important consequences.

The Vrst is that the transformation to r allows a direct analysis of real space, rather
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than reciprocal space. Further, the PDF retains all information collected by the powder

diUraction experiment, including diUuse scattering and inelastic scattering(198). This

notion is what sets the PDF method apart from other powder reVnement methods, where

diUuse scattering is typically discarded as background and only the contributions from

the Bragg peaks are included(195). The value of Qmax in the upper limit of the integral

in eq. 4.27 needs to be as large as possible to prevent termination ripples from appearing

in the Vnal PDF. This constraint manifests in the construction of instruments capable of

performing a PDF measurement, and the current practical limit is a momentum transfer

of 60 Å−1. Further, the value of the total scattering function S(Q) tends to 1 as Q→∞,

so the version of the S(Q) to be transformed has a 1 subtracted from it to subtract

contributions from the average continuum, since there is no diUraction in the inVnite

limit(198).

Figure 4.6: Unit cell for body-centered-cubic iron, and the calculated corresponding PDF.
Colored arrows indicate atomic distances that map into the PDF.

The real strength of PDF analysis lies in the ability to create a structural model that

allows analysis of real space without any a priori assumptions about the crystal structure.

PDF analysis is the most useful in situations where there is known or suspected disorder

in materials, which can be indicated by anomalous powder diUraction patterns or larger

than predicted DeBye-Waller factors in Rietveld analysis(199; 200). The PDF is able to

detect local distortions, and can determine the point of crossover from local to long range
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order(198; 201). In a high-r limit, the results of the PDF reVnement should agree with the

Rietveld reVnement for crystalline data, as the eUects of local distortion are minimized at

longer length scales(198).

The notion of fourier transformation of the powder diUraction pattern was Vrst

demonstrated by Warren in the 1930’s (202) with x-rays. With x-rays is the atomic

structure factor drops oU very rapidly in Q, which limits the resolution of the measure-

ment. Further, computation of Fourier transforms was arduous making the calculations

diXcult and the rising popularity of the Rietveld Method(195) in the late 1960’s(203) made

it possible to very rapidly analyze crystal structures in reciprocal space. The PDF method

was largely a tool of the liquids and glasses community until it was revived as a crystalline

modeling tool in the late 1980’s. At this juncture, with the rise in pulsed neutron sources

capable of reaching high enough energies and emergence of faster computing methods

made crystalline analysis with the PDF feasible(199).

Atomic displacements due to lattice eUects (primarily phonons) are described by the

DeBye-Waller factor, which can be expressed in a way to highlight its connection to the

mean amplitude of the thermal vibrational amplitude:

e−Q
2〈〈u2〉〉 = e−2Bs2 , B = 8π2〈〈u2〉〉 (4.28)

Where use of the elastic scattering expression for Q from Eq. 4.16, and s is sinθ/λ.

The value of the DeBye-Waller factor is usually less than 0.1 Å for most atoms in a

compound, and common elemental values may be found in the literature, approximated

using the DeBye model, or directly calculated if the phonon density of states is known.

Generally, disorder in a system may be suggested by DeBye-Waller factors greater

than 0.1 Å, although this oversimpliVes the situation. Cases where there are correlated

atomic displacements will impact the value of the DeBye-Waller factor estimated from

a Rietveld type analysis. If atomic motions are correlated, their relative displacement

will be overestimated, while for anticorrelated motions, the relative displacement will be

underestimated. The displacement of atoms detectable by crystallographic methods goes
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as 1/Q, so for example a real space displacement of ε = 0.1 Å will appear to modify the

diUraction intensity near 31.4 Å−1, which cannot be detected by long range reVnements

such as Rietveld, as even if these points are collected in the pattern, the scattering

intensity at high Q is typically discarded as indistinct from background due to high peak

overlap and the reduction in intensity caused by the DeBye-Waller eUect.

The reduced pair distribution function G(r) is deVned:

G(r) = 4πr[g(r)− 1] =
2

π

∫ Qmax

0

Q[S(Q)− 1] sin(Qr)dQ (4.29)

The pair density function is deVned as:

ρ(r) = ρ0g(r)

so that the value tends to the average density at large r.

Magnetic PDF

Magnetic structure determinations using neutrons is possible, but the PDF of magnetic

structures is typically dominated by the nuclear scattering. For example, in Ni, the

mean radius of the electron cloud is approximately 0.5 Å, meaning that the full width

of the magnetic peak would be 1.4 Å, which will substantially broader than the nuclear

peak. Further, since the scattering length is less for magnetic than nuclear scattering,

the intensity of the magnetic peak is diminished substantially, making the magnetic

scattering a broad background to the PDF. Generally, spin-polarized neutron scattering4

is required to separate the magnetic component.

Sources of error

The biggest error in PDF analysis arises as termination errors - direct artifacts of the

Fourier transform process which appear as spurious peaks in the data. If the value

4See section 4.5.
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of Qmax is greater than or equal to 3/〈〈u2〉〉1/2, then the eUect of termination ripples

may be minimized(204; 205). Other sources of error include the Q resolution of the

diUractometer, and the asymmetry of the scattering due to the asymmetric nature of a

TOF diUractometer. Both of these present diXculties to Rietveld reVnement, and are best

handled with careful calibration of the diUraction instruments.

4.4 Inelastic Neutron Scattering

In inelastic scattering, the loss or gain of energy to the scattering system by the probe

particle is the quantity of interest. The conservation of energy and momentum dictate:

Q = τ + q = ki − kf

~ω = Ei − Ef

Where τ is a reciprocal lattice vector, q is the inelastic momentum transfer, and ~ω

is the energy transfer to (from) the sample. The energies ~ω correspond to dynamic

features like phonons and magnons, while the momentum discrimination allows the

experimenter to probe dispersions.

The scattering cross section for inelastic scattering can be transformed into the

scattering function, which in turn is directly related to the imaginary part of the dynamic

susceptibility:

S(Q, ω) =
χ

′′
(Q, ω)

1− exp(~ωβ)
(4.30)

Where the Bose-Einstein distribution function describes the detailed balance, or

relative probability of transition of the neutron to diUerent energy states, based on the

thermodynamic fact that the probability of a system being in a high energy state is lower

by a factor e−~ωβ .
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Figure 4.7: Schematic of reciprocal space for probing a transverse lattice excitation near
H = K = 2.

4.4.1 Time of Wight neutron scattering

Two classes of instruments used for inelastic neutron measurements are time-of-Wight

(TOF) spectrometers and triple-axis spectromter (TAS). The TOF technique exploits the

knowledge of neutron time of Wight to perform energy discrimination. Knowing precisely

the distance from the source to the sample, and then the sample to the detector distance,

one can use the arrival time information of the neutrons to understand the energy loss

or gain of the incident neutrons. The TOF technique is applied two ways, through direct

geometry where the incident neutron beam is of a well deVned energy and the scattered

beam is of varying Vnal energies; and indirect geometry where the incident beam is white

(contains many wavelengths) or quasi-white, and the beam scattered from the sample

is backscattered into a detector array by use of high-quality crystals that reWect one

wavelength. The distinction between the technique is the energy resolution obtained

with the backscattered beam from the indirect geometry machine is much higher due to

the imposed reWection conditions and the perfection of the crystal analyzers5.

The time of Wight of a neutron at thermal and cold energies is very straightforward to

calculate, and in units convenient to neutron scattering can be found from the following

expression:

5The work presented here makes no use of indirect geometry machines, but the technique is presented
for completeness.
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Figure 4.8: The CNCS instrument at the SNS.

Tof [µs] =
2286.3 L[m]

Ei[meV]
(4.31)

Time of Wight inelastic instruments are well-suited to spallation sources due to the

time structure imposed on the source by the pulsed operation of the accelerator. Several

time of Wight instruments used for the work presented here are in operation at the SNS.

TheWide Angular Range Chopper Spectrometer (ARCS)(206) and Cold Neutron Chopper

Spectrometer (CNCS)(207) were all used at the SNS to perform studies. These beam lines

consist of a stretch of neutron guide on the order of 10 meters and use several choppers

for incident energy discrimination. The CNCS instrument is shown in Fig. 4.8, and shows

the relative layout of the beamline components. The ARCS instrument is on an ambient

moderator and has a relatively short initial (13.6 m) and Vnal (3.0 m) Wight path, with

wide angular coverage making it ideally suited for high Q measurements required for

lattice dynamical studies(206). The CNCS instrument is a Wexible resolution spectrometer

optimized for the study of low-energy excitations, located on a coupled liquid hydrogen

moderator with the initial moderator to sample distance of 36.2 m, and Vnal Wight path

of 3.5 m(207).
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Time of Wight instruments are also used at continuous reactor sources, where a time

structure can be imposed on the beam by careful use of choppers. The time structure can

be imposed using as few as two choppers. In the case of the TOF instrument at the reactor

source, the Vnal intensity on sample is orders of magnitude lower than that available at a

TAS due to the amount of beam lost in the chopping process to impose the time structure.

The strong advantage of the TOF instrument is to gain access to a large region of

(Q, ω) space at once. With the large area of pixelated detectors, the instrument has many

thousands of individual detectors. EUectively, this allows the experimenter to study a

large swath of momentum and energy space, and in the case of crystals, the ability to map

the dispersion relation of dynamical features in a single experiment. The disadvantage is

the loss of Wux incurred by performing the chopping of the neutron beam.

The accessible regions of (Q, ω) space for a TOF measurement are dictated by the

energy and momentum conservation rules:

~2|Q|2

2m
= 2Ei − ~ω − 2 cos(2θS)

√
Ei(Ei − ~ω) (4.32)

Where Ei is the incident energy of the neutron beam, ~ω is the magnitude of the

energy transfer to the neutron, and θS is the scattering angle. At the point where the

energy-momentum parabola intersects S(Q, ω) is a point where a measurement can be

made.

The resolution of a time of Wight spectrometer is broken up into two parts, the energy

and momentum resolution. The energy resolution is a function of Ei, Ef , Lmc - distance

from the moderator to the Fermi chopper, Lsd - distance from the sample to the detector,

Lcs - distance from the Fermi chopper to the sample, δtm - time width of moderated pulse,

δtc - time width of pulse after Fermi chopper:

∆E

E
=

2δtm
Lmc

(1 +

(
Ef
Ei

)3/2
Lcs
Lsd

)2

+

(
δtr
δtm

)2
(

1 +

(
Ef
Ei

)3/2
Lmc
Lsd

(
1 +

Lcs
Lmc

))2


(4.33)
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Figure 4.9: Q, E space diagram for the case Ei= 30 meV. DiUerent trajectories show the
space accessible to certain values of θ as a scattering angle.

Where all of the time distributions are approximated as Gaussians.

In the TOF experiment, the detector coverage acquires a full four-dimensional data

set. To functionally analyze the data, a reduced subset of the full dataset (known as a cut

or slice) is created by collapsing the dataset along one of the four dimensions.

4.4.2 Triple Axis Spectroscopy

A triple-axis spectromter (TAS) makes use of three rotational axes to deVne a particular

point in reciprocal space to investigate inelastic events in a material (Vgure 4.10a). The

Vrst rotational axis is the rotation of an incident beam monochromator, which selects

the initial neutron energy and wave vector. The second is the sample rotation, which

speciVes the point of interest in reciprocal space. The third is the rotation of the analyzer

crystal to select the Vnal wave vector. The monochromator and analyzer crystal use

Bragg reWection in the wave vector selection. The analyzed beam is then sent to a

detector array of small 3He tubes. A beam monitor is typically placed in the beam before

the sample position to count the incident neutron beam for proper normalization of the

spectra. The advantage of the TAS machine is that the Wux is several orders of magnitude

greater than that at a TOF instrument. Therefore, if a point of interest is very well deVned

in reciprocal space, the TAS instrument is the instrument of choice.
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(a) HB-3 instrument at the HFIR at ORNL.
HB-3 is a triple-axis spectrometer setup,
with a thermal neutron beam, sapphire fast-
Vlter, adjustable analyzer setup, and choice of
incident beam monochromators.

(b) Triple axis polarization
setup as described in text.
Graphic from (208).

Figure 4.10: Triple axis setups.
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Table 4.5: Properties of crystals used for beam selection or Vltering purposes on a
neutron scattering instrument. Information obtained from (1)

Type d-spacing Notes

PG(002) 3.35Å Good reWectivity, Vlters λ/n
Si(111) 3.135Å Eliminates λ/n
Be(002) 1.79Å Better resolution at high energy transfers
Heusler 3.437Å Used for polarization

Figure 4.11: (top) Moderated neutron Wux spectrum at HB3 including under moderated
epithermal tail. (bottom) Reactor spectrum after sapphire fast neutron Vlter. Figures from
(17)

The scattering intensity measured by the TAS is a convolution of the resolution

function R(Q−Q0, ω−ω0) with the dynamic scattering function S(Q, ω), representing

a 4 dimensional ellipsoid in (Q,ω) space:

I(Q0, ω0) ∝
∫ ∫

R(Q−Q0, ω − ω0)S(Q, ω) dQ dω (4.34)

The mathematical formalism for the resolution function is fully explored in Ref. (209)

and presented well in Ref. (1). In the TAS setup, the variation in the Ei or Ef is left to

the experimenter, though in practice, it is most straightforward to Vx the value of Ef and

allow Ei to vary. The purpose for this is due to dependence of the resolution function of

the TAS on Ef . If an experiment measures using a Vxed Ei and variable Ef , a correction

to the resolution function must be made at every point of the measurement, whereas if

Ei is varied and Ef is Vxed, there is only one correction to the resolution function.
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An issue with the TAS beam Wux is that the Bragg condition for scattering of some

arbitrary wavelength λ is also satisVed for wavelengths λ/n, where n is some integer

value, 6 which can lead to spurious artifacts in the data. Higher order contamination can

be reduced in part by use of a sapphire Vlter, which preferentially transmits lower energy

neutrons and scatters high energy neutrons through thermal interactions (phonons)(Fig.

4.11), and PG Vlters are used to scatter the incident beam to remove this higher order

contamination.

4.5 Magnetic and Polarized Neutron Scattering

This section will discuss magnetic neutron scattering as relevant for the work presented

in this thesis. There are several comprehensive sources on this subject which are cited

during this passage which can be referred to for more information(177; 181; 210; 211; 1;

212).

With a small but measurable and easily manipulated magnetic dipole moment,

neutron scattering is a preferred technique for studying the magnetic behavior of

solids. The neutron interacts directly with unpaired electrons in materials giving rise

to magnetic scattering, and the spin and magnetic moment of the neutron can be

manipulated for polarization analysis. These factors can be used together to understand

the degree of magnetic ordering in a system, distinguishing paramagnetic from ordered

states, and providing insight on the degree of magnetic frustration in a system.

Magnetic neutron scattering provides information about the spin-spin correlation

function, knowledge of which allows the distinction between states of magnetism

with diUerent symmetries and correlation lengths, and can be extended to characterize

other magnetic excitation like spin waves. The two-spin correlation function describes

the interaction between magnetic sites separated by a distance R, with the dynamic

scattering law describing the space and time correlation:

6The contamination is typically blunted for orders of n > 3 due to the Wux spectrum of the reactor.
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Sαβ(q, ω) =
1

2π

∑
R

∫ +∞

−∞
eiq·R−ωt〈Sα0 (0)SβR(t)〉 dt (4.35)

where α and β are the spin states at the diUerent atomic sites.

In magnetic neutron scattering, the neutrons interact with the magnetic Veld

generated by unpaired electrons in the sample. This Veld may have a time varying

component as in the case of spin waves, or be constant, in the case of magnetically

ordered solids. The amplitude of the scattering is a function of the magnetic form factor

of the material and the spin amplitude:

amp = S
(γr0

2

)
gf(Q) (4.36)

Where r0 is the classical electron radius, and f(Q) is the Fourier transform of the spin

density at the atomic site(1):

f(Q) =

∫
ρs(r)e

iQ·r dr (4.37)

The neutron samples the time fourier transfer of the magnetic Veld, and interference

patterns are generated from the diUerence in scattering from the diUerent sites. Also,

electrons are not at Vxed locations in solids, but have some spatial extent in orbitals so

there is in principle a spatial variation as well. Further, because of the limitation against

magnetic monopoles, there is no neutron scattering interaction for spin density which is

parallel to the scattering vector of the experiment. This further modiVes the measured

scattering function by requiring that only values perpendicular to the scattering vector

be tabulated in the Vnal result.

According to the Wigner-Eckert theorem, the spin density on a given atom can be

represented as a localized spin operator, rather than the spatially extended Veld. This
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reduction introduces a correction into the scattering scattering function dependent on

the square of the magnetic form factor7 f(Q).

(
d2σ

dΩdE

)
= r2

o

kf
ki
f(Q)2

∑
αβ

(δαβ − q̂αq̂β)Sαβ(Q, ω) (4.38)

In general the contribution of the magnetic scattering from electrons becomes small

with increasing values ofQ.

Representing Eq. 4.38 in terms of the Fermi rule formalism, the inclusion of magnetic

scattering induces a modiVcation of Equation 4.4 to include spin-state transitions of the

atomic electrons:

(
d2σ

dΩdE

)
λ′→λ

=
k′

k

∑
λi,λf

P (λi)

∣∣∣∣∣〈λf |b∑
l

e(iQ·rl)U
sisf
l |λi〉

∣∣∣∣∣
2

δ(~ω + Ei − Ef ) (4.39)

where U sisf
l is the scattering amplitude between spin states at atomic site l(1). More

explicitly:

U
sisf
l = 〈sf |bl − plS⊥l · σ +BlIl · σ|si〉 (4.40)

where b is the nuclear coherent scattering length at atomic site l, B and I are the

nuclear spin-dependent and nuclear spin operators, respectively. S is the atomic spin

operator, and S⊥ is the magnetic interaction vector, derived:

S⊥ = Q̂× (S× Q̂) (4.41)

which, when taken together with Equation 4.40, indicates that only the component

of the atomic spin perpendicular to the momentum transfer will have any scattering

amplitude (illustrated in Vgure 4.12, Q̂ is a unit vector alongQ) (208; 1).

7Magnetic form factors for the solid state are complex to calculate, and arise from integration of the
radial distribution of electrons in an orbital. This involves integration of spherical Bessel functions, and is
generally accepted practice to look up the values in a table(213).
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Figure 4.12: Demonstration of the perpendicular component of the spin state which can
be detected with polarized neutron scattering. Only the component of ~S perpendicular to
the momentum transfer ~Q will be included in the scattering cross section measurement
as indicated by equations 4.40, 4.41 .

If the neutron polarization is measured before and after the scattering, one can

generate four cross sections for the scattering processes, named spin-state cross sections,

which take the change in polarization of the neutron into account. Taking (ξ, η, ζ) as the

polarization coordinates and ζ as the initial direction of polarization:

U++ = b− pS⊥ζ +BIζ

U−− = b+ pS⊥ζ −BIζ

U+− = −p(S⊥ξ + iS⊥η) +B(Iξ + iIη)

U−+ = −p(S⊥ξ − iS⊥η) +B(Iξ − iIη) (4.42)

Where the superscripts indicate the initial and Vnal spin states. Where the initial and

Vnal states are the same (ie, U++, U−−), these terms are non-spin-Wip (NSF) meaning

there is no change in the neutron spin polarization upon interaction with the sample,

while the condition where the initial and Vnal states are diUerent (ie, U−+, U+−) are

called spin-Wip (SF), and arise when the spin of the neutron is impacted by interaction

with the sample.
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The four cross section terms allow detection of SF or NSF phenomena in the diUerent

conVgurations. For example, coherent nuclear scattering is always NSF, as there is no

nuclear component in the cross sections for U−+, U+− in Equation 4.42. Nuclear spin

incoherent scattering is both SF and NSF, albeit with diUerent intensities. Paramagnetic

systems are particularly well elucidated by the mechanisms of spin polarized scattering,

as regions of local spin density can be determined, in addition distinguishing other

nuclear coherent components(208).

The many conditions of spin versus non spin Wip can be succinctly summarized by

Moon et. al(208) as the following points:

• If neutron polarization P0 is along the scattering vector Q, then all magnetic

scattering is spin Wip scattering

• Components of S⊥ that are perpendicular to the neutron polarization will produce

spin-Wip scattering

• Components of S⊥ that are parallel to the neutron polarization will produce non-

spin-Wip scattering.

Using these properties in connection with polarization control, one can distinguish

the contributions between SF and NSF properties, and then relate the observations back

to system properties. This formalism shows that polarization analysis is a very powerful

tool for separating out magnetic and nuclear scattering in a system.

Beamlines with polarization analysis capabilities currently employ one of two

methods to polarize the beam. One way is the use of supermirrors that only have a

scattering cross section for neutrons polarized in a speciVc direction. The other method

is to use 3He gas polarized by an optical pumping technique where rubidium atoms are

polarized, and then transfer their polarization to the helium atoms by means of collisions

inside of a pressurized gas cell. The Vrst of these is robust, but very expensive to

produce, while the 3He cells require a signiVcant outlay of infrastructure, and rely on

the increasingly scarce commodity of 3He.
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A triple axis spectrometer is perhaps the most common setup for conducting inelastic

polarized neutron studies on materials, and a basic setup is shown in Vgure 4.10b.

The Vrst component of a polarized neutron setup is the polarization of the neutrons,

commonly performed on a triple axis setup with a magnetized monochromator. The

ideal monochromator is created out of an alloy which has a nuclear scattering amplitude

equal to that of the magnetic scattering amplitude, resulting in a diUracted beam that is

fully spin polarized. The material closest to this ideal setup is known as Heusler Alloy

(Cu2MnAl), which has its magnetization controlled with permanent magnets which also

deVne the direction of neutron polarization(212). Heusler alloy has d-spacing of 3.44 Å

for the (111) reWection, which makes it very good for intensity transmission in balance

with the needs of polarized beams(1).

Alternatively, one can exploit the use of 3He spin Vlters to polarize the beam.

These Vlters work on the principle that polarized 3He has a very high absorption cross

section for neutrons that are polarized anti-parallel to the helium atoms, and almost no

absorption cross section for neutrons that are polarized parallel to the 3He. The polarized

3He gas cells are created via spin exchange optical pumping with a polarized rubidum-

potassium gas mixture(214). These spin Vlters are used to polarize the incident beam, and

analyze the scattered beam, and unlike the permanent Heusler setup identiVed above,

require replacement, and have a time dependence to their polarization eUectiveness(215).

Once the beam is polarized, the polarization direction is maintained with a guide

Veld, a very weak magnetic Veld between the polarizer and the sample position. The

direction of the Veld dictates the terminology for the neutron polarization, typically with

"up" deVned as parallel to the guide Veld along the z-axis, with the counterpoint being

"down". Before and after the sample are "Wippers", radio frequency emitting devices that

rotate the polarization vector of the neutron to the opposite direction.

The Vgure of merit for a polarized neutron set up is the Wipping ratio, which is the

ratio of nuclear Bragg peak intensities with the Wipper oU and then on, given by:
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R =

(
FN + FM
FN − FM

)2

(4.43)

The Wipping ratio of a polarization setup is dependent on the incident neutron

energy, higher order contaminants, the size of the beam, and collimation(1). With a

Heusler crystal, one can typically obtain greater than 95% polarization, with a Wipping

ratio greater than 40. With a 3He setup, Wipping ratios are determined with the same

procedure, but are time dependent. In addition to determining the quality of the polarized

beam, this Wipping ratio is also used for determination of magnetic scattering intensity

without full polarization analysis(212).

A signiVcant drawback to polarized neutron scattering research is the Wux limitations

of the technique. Neutron scattering is already a Wux limited technique, with the brightest

reactor sources only reaching the 108 neutrons/second range at the sample position, the

polarization setup reduces the Wux by a factor between 20 and 40, which can signiVcantly

increase times needed to conduct experiments to suXcient statistical conVdence.

There are several sources of error in polarized neutron studies. The setup depen-

dent problems can include poor Wipper eXciency or incomplete polarization from the

polarization source, and inhomogeneities in the magnetic guide Velds that can cause the

polarization of the neutron to change. Also, for 3He setups, the polarization capabilities

are time dependent, resulting in a loss of polarization eUectiveness over time, which

must be accounted for in a careful polarization analysis. Sample dependent issues

like misoriented domains or Wuxons in superconductors can decrease the polarization

eUectiveness by locally distorting the magnetic Veld in the sample.

4.6 Neutron Beam Production

It is worthwhile to discuss the elements of a neutron beam instrument, as they play a

critical role in determining the properties of beam lines suitable for experimental studies.

Production of neutrons in quantities useful for condensed matter physics research are
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currently limited to reactor and spallation sources. At reactor sources, a self sustaining

critical nuclear reaction produces excess neutrons as a byproduct of the chain reaction.

These neutrons have energies in a range up to 2 MeV, but can be made useful for

scattering research through the use of neutronic techniques to lower the energy of the

neutrons, including reWection and moderation.

A spallation source produces neutrons by colliding a high energy beam of protons

onto a target. At the SNS, this is done by producing a pulse of of H– ions from a plasma

ion source that has a 1 millisecond temporal extent, chopping that pulse into many pulses

of the order of 1 µs, accelerating the beam of H– ion pulses to high energy (of order

1 GeV), stripping the electrons away to create bare protons, stacking the 1µs pulses on

top of one another, and then sending the 1µs pulse to a liquid mercury target. The high

energy protons have de Broglie wavelengths that are suXciently short to allow the proton

to interact directly with the nuclei, triggering an internuclear cascade that results in the

ejection of nucleons and a highly excited target nucleus. The excited nucleus then reduces

its energy through evaporation of nucleons, and the daughter products of these reactions

may have suXcient energy to continue the cascade to produce additional neutrons(216).

The intended scientiVc program of a neutron instrument is the driving factor in

designing the beamline. EUectively, the most desirable characteristic is a neutron beam

with a well deVned temporal extent of suitable energies. These considerations include

the energy and length scales of the intended objects of study, and time structure needed

to perform the experiments. The neutrons produced by spallation reactions can have

energies up to the incident proton beam energy, most often this is way above energies

useful for the science, so the neutron beam energy must be reduced. Producing a useful

neutron beam can be roughly broken down into a primary and secondary stage. The

primary stage uses a series of moderators, reWectors, and couplers to drive as much of the

neutron beam to useful energies as possible. The secondary stage uses other beamline

elements like neutron guides or choppers to Vne tune the energy spectra.

In the primary stage, the goal is to drive as much of the neutron beam into a

moderator while maintaining a tolerable degradation of the time structure. After the
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spallation reaction, neutrons are ejected from the target, and are ideally directed toward

a moderator. A moderator typically contains a large quantity of light-mass material with

an equilibrium temperature suitable for some desired energy range. The high energy

neutrons enter the moderator face, and undergo a number of elastic collisions, shedding

kinetic energy in the process. By the conservation of energy, a the change in velocity of

a particle is given by the relation:

vf =
(m1 −m2)

(m1 +m2)
vi

wherem1,m2 are the mass of the two particles involved in the collision, and vi, vf are

the incident and Vnal velocities. It can clearly be seen that the maximal change in velocity,

and thus energy, is found when the masses are close, thus light elements or compounds

like water, hydrogen, and methane are used as moderators. The moderated spectrum

is approximately Maxwellian with an exponential tail of epithermal or undermoderated

neutrons. The position of the moderator relative to the target can inWuence the neutron

beam characteristics. For example, at the SNS, the moderators are set up in a “wing”

geometry around the target, ensuring that every neutron that enters the moderator has

undergone at least one collision to reduce its energy.

Coupling as a generic term describes the process of getting the neutrons to interact

with the moderator, and speciVc mechanisms are described as being either geometric

or neutronic couplers. Geometric couplers are design elements that “direct” neutrons

into a moderator. The most common of these are reWectors. As the name suggests, the

reWector returns neutrons to the moderator by “reWecting" them. Beryllium is commonly

used, but more advanced sources use reWectors comprised of multiple distinct stages

contributing to the reWection process(216). Neutronic coupling describes the speciVcs

of the moderating system that result in successful moderation of the neutrons. The

interaction between the moderator, coupling elements, and the neutron beam is complex,

and each component impacts the time structure of the beam. In the case of decoupled

systems, the temporal extent of the incident proton beam is much shorter than the
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average thermalization time of the neutrons in the moderating system. This allows

one to tailor the temporal extent of the pulse by using slow neutron absorbers in the

form of poisons or liners. For coupled moderators, the neutrons communicate with their

surroundings to a greater degree, and this has the net eUect of increasing the available

Wux, at the expense of blurring the time structure(216)

Secondary tailoring of the neutron spectrum is achieved with choppers or monochro-

mators. Monochromators are large single crystals or single crystal arrays of a compound

that Bragg reWect neutrons of a certain wavelength. Every monochromator has an

intrinsic width, known as the Darwin width, which sets the energy resolution. Some

monochromators, like those made of Heusler alloy preferentially scatter neutrons of a

speciVc spin state, assisting in the polarization of neutron beams. 8 A table of commonly

used monochromators and relevant physical properties are show in Tab. 4.5.

Neutron choppers are disks of neutron absorbing material that spin at high rates

of speed, with the timing of the opening coinciding with the arrival at the chopper of

neutrons of the desired energy. There are several types of neutron choppers. Historically,

the Vrst neutron chopper developed was by Enrico Fermi to measure the thermal cross

section of boron(217), and the modern day version of this vertical axis pulse shaping

neutron chopper is known as a Fermi Chopper. The Fermi chopper spins at high speeds

and has a slit package comprised of neutron absorbing material, and the channels are

typically curved in a manner that provides optimal transmission of some desired peak

energy. Frame overlap choppers are designed to block the neutrons from diUerent

accelerator or chopper pulses. This contamination is known as “frame overlap”, hence

the moniker. The frame overlap choppers may also be known as “bandwidth” choppers,

as they also help to tailor long neutron pulses for energy dispersive beamlines, giving the

neutron beam some “bandwidth” for the measurement.
8The Darwin width is used to describe the degree of mosaic in samples, and is a good measure of

sample quality. The Darwin width for any crystal and can be determined by setting the crystal rotation to
the Bragg reWection point, and then varying the angle of incidence of the beam and recording the count
rate to watch the degree of drop-oU of the Bragg scattering.
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At spallation sources, a prompt Wash of high-energy neutrons that escape complete

moderation can create an unwanted fast neutron background. The “T-zero” chopper

ameliorates this by blocking the prompt Wash of neutrons from the incident proton

beam at a spallation source. The “T-zero” choppers are usually large blocks of neutron

absorbing material like inconel that spin in sync with the incident proton beam pulse.

Pulse shaping or double disk choppers are comprised of two counter rotating disks

that can provide a Vnal tailoring of the neutron pulse before the sample. These may

have variable speeds and openings to customize the energy resolution achieved at the

beamline.

The neutron beam then travels down to the sample area, located some distance from

the source. In some cases, there is an evacuated supermirror guide that slightly collimates

the neutron beam, and can also assist in energy selection. The guide evacuation is done

to reduce residual scattering from atmospheric elements. Mirrors are used because a

neutron at a grazing incidence can be reWected with the refractive index n given by:

n = 1− λ2Nbcoh

2π
− i
(
λ

4π

)
µ (4.44)

Where N is the atomic mass density, bcoh is the scattering length, and µ is the linear

attenuation of the mirror. The neutron that strikes the mirror at a suXciently small

angle will be reWected, while neutrons of higher angle than this will be transmitted

through the material. For low-energy beams, the use of neutron guides may improve

Wux transmission to the sample area by as many as two orders of magnitude(216)

Neutron collimators are also used to reduce the beam divergence. Linear collimators

are eUectively straight lines made of absorbing or strongly scattering material that are

inserted into the beam path. Neutrons with a divergence less than the eUective length

of the collimator will be absorbed or scattered out of the beam path. Radial collimators

can be used as well to reduce the degree of scattering away from a radial line - these are

frequently found around sample environment equipment or along a line from the sample

to a detector. The collimator principle is illustrated in Fig. 4.13.
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Figure 4.13: Illustration of collimator principles. Black arrows indicate neutron spatial
paths, and blue lines illustrate absorbing material used in the collimators. (a) Linear
collimator where divergent neutrons are removed by transiting narrow channels of
absorbing material. (b) Radial collimator where divergent neutrons are removed from
the radial path to the detector array.

While studying a sample in ambient conditions is interesting by itself, frequently one

wants to study the properties of the sample as a function of some extensive variable,

such as temperature or pressure, and the “sample environment” provides access to these

extensive variable. Constructing sample environment equipment capable of providing

the desired conditions with suXciently low background remains a very large challenge

in neutron scattering. The work in this dissertation studied materials as a function of

temperature, and these temperature controlled studies were done largely with closed-

cycle refrigerators and helium-exchange cryostats. Some of the work performed here

was also done with the use of diamond-anvil cell (DAC) equipment, which is capable of

providing high pressures - though these were limited to the x-ray experiments due to the

large amount of equipment mass that one must put into the beam. Further, for single

crystal samples, some rotational device is used to orient the sample in the beam to probe

a certain direction of the crystal reciprocal space. These devices can usually be made
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with a minimum of equipment in the beam, but there are quickly restrictions when using

them in combination with other sample environments.

The sample a neutron scattering experiment must be of suXcient size that it will

scatter neutrons in a manner that is time eUective, but not so large that there is a

substantial contribution from multiple scattering or is absorbs the neutron beam. This

is particularly important in INS studies, where multiple scattering can be deleterious to

data interpretation. Also, the contribution from hydrogen and water must be reduced,

as hydrogen has a large incoherent scattering length9, and the presence of water or

hydrogen in a sample can easily dwarf the weaker inelastic scattering.

4.6.1 Neutron Detection

After interacting with the sample the scattered neutrons are collected in a detector. Many

neutron instruments make use of 3He detectors, increasingly constructed with position

sensitivity. The position sensitive detector consists of a steel tube Vlled with pressurized

3He gas with a long wire running down the center. A neutron enters the tube, interacts

with a 3He particle, creating an excited particle that rapidly decays into a very energetic

triton. The triton then interacts with the the quench gas to produce a string of ionize

particles that are attracted to the central wire. The ionized particles are then accelerated

to the anode/cathode of the detector tube and recorded. The diUerence in time of the

arrival of the pulses at the anode/cathode determines the position where the neutron

absorption occurred.10

Neutron detection is also performed with scintillation materials. At the SNS,

scintillating neutron detection is done with wavelength-shifting (WLS) Vbers glued on

top of ZnS/6LiF scintillating plate(219; 220) The scattered neutron is absorbed by the 6Li

in the scintillating plate, resulting in emission of an alpha particle and tritium nucleus.

These particles generate an ionization cascade in the scintillating plate, resulting in a

light distribution peaked at 420 nm. A fraction of the photons emitted are able to

9See Sec. 4.2.1 for information about neutron scattering lengths.
10See Ref. (218) for more information.
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diUuse through to the WLS Vbers, where they are downshifted in wavelength, and then

propagated along the Vber down to photomultiplier tubes using total internal reWection.

(220) The Vbers are double-layered to create an x − y grid allowing for correlation of

position information.

TheWLS design has its roots in high energy physics, and is appealing for good timing

discrimination, pixellation, and radiation hardness,(221) though its primary advantage is

in reducing the size of the transport medium required to send the scintillation light to the

photomultiplier tube. WLS Vbers provide a mechanism to exploit the Liouville theorem of

phase-space conservation by downshifting the energy of the collected photons, providing

a factor of 104 reduction in required transmission area.(222) In addition to reducing

the material needed to transport the scintillation signal, the WLS Vber improves light

collection from scintillation by improving the match of the scintillation light to the

absorption frequency of the photomultiplier tube, and reducing the likelihood of a

reabsorption of an escaped photon by the scintillating material which would result in

a spurious count.

After the detection event, the neutron events are collected in some manner of data

analysis system. Advanced data collection techniques are available at the SNS. The data

acquisition system (DAS) is based on the idea that each neutron detection is a unique

event, and the data format is known as "event data format." In principle, every neutron

has a unique timestamp identifying its arrival at the detector position, and this identiVer

can be correlated to a number of external parameters.

The varying needs of timing accuracy drive the design of the subsystems. Fun-

damentally, there are fast processes like the actual neutron detection requiring a real

time response within 100 nanoseconds, and this is done mostly with custom built

electronics. This “real time” component of the timing system allows the signal from the

detected neutron to be collected by the detector electronics, and is then transmitted to a

preprocessor via a high speed data link for aggregation and/or histogramming. The real

time network also collects information from the chopper systems to help identify pulses

that are not reliable because of chopper phase errors or other accelerator problems.
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For ancillary systems that support the beamline science (e.g., temperature controllers),

these are the millisecond range response systems, and have individual control computers

that have custom interfaces written to the DAS (written usually in C++ or Labview),

which communicate using national instruments data socket protocols, making them

directly addressable elements on a private network. The output from these instruments

is logged and stored with the neutron data on the SNS Vle system.

The clear advantage of this system is the ability to correlate neutron detection events

with external time sensitive parameters lile pulsed magnetic Velds(223), conducting

experiments on in-situ application of strain(224), or with undesirable excursions in

experimental setups (e. g., long beam-oU periods or temporary loss of temperature

control).

4.7 X-ray scattering

X-rays are used to probe condensed matter in the same manner as neutrons, though

x-rays provide complementary information. Where neutrons probe the nuclear and

magnetic interactions, x-rays scatter from the spatially extended electrons in a material,

giving rise to a scattering that is essentially linear in Z , and dependent on the size of the

electron cloud.

4.7.1 X-ray Production

X-ray sources can be lab bench equipment, but sources can be made substantially brighter

through the use of light emitted from the bending of charged particle trajectories.

Synchrotron sources are electron-beam accelerators that exploit the natural emission of

bremsstrahlung radiation emitted when the electron’s orbits are bent by magnetic Velds.

In synchrotron sources, the electrons are accelerated to speeds close to the speed of light,

and their trajectories are controlled by magnetic Velds. A radio frequency (RF) source

restores the energy to the beam on each subsequent pass.
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To zeroth order, the power of the emitted x-ray beam in a synchrotron is given by the

fourth power of the relativistic γ of the electron beam over the square of the synchrotron

radius, where the angular distribution is preferentially in the forward direction (where

forward in this context describes the instantaneous velocity vector).

Synchrotron sources are particularly Wexible, able to produce a range of photon

energies that can be used in experiments and very high-brilliance beams. The important

concern to the experimentalist is are the details of how beams are produced, as this relates

to the spatial divergence, energy, and bandwidth of the x-ray beam. The bremsstrahlung

radiation naturally has a white frequency distribution that is linearly polarized in the

plane, with an out-of-plane divergence proportional to γ−1. The white distribution

can be altered with the use of speciVc insertion devices. The insertion devices use

magnetic Velds to locally perturb the electron trajectory, and have an impact on the

spatial divergence and brilliance of the emitted beam.

There are four primary types of insertion device, the bending magnet, the wavelength

shifter, the undulator, and the wiggler. The bending magnet is the simplest device, and is

a simple dipole Veld that deWects the beam resulting in broadband x-ray emission. The

wavelength shifter locally perturbs the radius of the synchrotron, and can be optimized

for the desired energy range and horizontal divergence. An undulator is a periodic

magnetic structure that produces interference eUects that serve to increase the overall

brightness while reducing the spatial divergence. A wiggler is a periodic magnetic

structure similar to an undulator, but that more strongly perturbs the local orbit, resulting

in a high brightness beam of increased horizontal divergence. The diUerent insertion

devices and their eUect on the spatial divergence of the beam are shown in Fig. 4.14.

4.7.2 Inelastic X-ray scattering

The advent of the synchrotron source had a dynamic aUect on research of the condensed

matter, bringing intense, brilliant photon beams to bear on the very smallest of samples.

As with neutron scattering, x-rays can also probe the interatomic distances in materials.
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Figure 4.14: Insertion devices used at synchrotron sources. The cones are used to
represent the horizontal beam divergences. (a) bending magnet, (b) wavelength shifter,
(c) undulator, (d) wiggler. Image from (18).

However, neutrons with a wavelength suitable for the study of material excitations have

an energy comparable to the energy of the excitation itself (of the order of a few to

few hundred meV). For a synchrotron source, in order to study excitations of materials,

the photon energy transfer would need to be of the order of tens of millielectron

volts, while the incident beam energy of the photon beam is of the order of tens of

kiloelectronvolts, thus requiring an energy resolution of ∆E
E
≈ 10−7, a substantial

technical challenge. Nevertheless, by exploiting a backscattering geometry, Burkel

and colleagues demonstrated the proof of principle with the INELAX spectrometer at

HASYLAB located at DESY in Hamburg. INELAX was able to obtain a resolution of 9.3

meV at the elastic line(225). The Vrst published data on phonon dispersions was recorded

in 1987 when 13.8 keV x-rays were used to measure the dispersion of phonons in a single

crystal of Beryllium, obtaining an energy resolution of 55 meV(226). Developments in

the analyzer construction quickly followed, with energy resolution reaching the 1.5 meV

range(227; 228). Currently there are four instruments in the world capable of reaching

this sort of energy resolution for inelastic measurements, two at the Advanced Photon

Source at Argonne National Lab, one at the ESRF in Grenoble, and one at SPring-8 in

Japan(229; 230).

The clever bit about inelastic x-ray scattering is the use of perfect silicon crystals

in a backscattering geometry to achieve beams with a narrow energy bandwidth.
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Figure 4.15: Schematic design of inelastic x-ray spectrometers at diUerent facilities.

This also provides a beneVt in momentum resolution, as traditional Cooper-Nathans

formalism(209) for the determination of the inclination of the resolution ellipse R(Q, ω)

in (Q, ω) space is zero, and collapses to a circle in (Q, ω) space a backscattering geometry.

The inelastic x-ray spectrometer has a close analog in the neutron triple axis

spectrometer. The initial beam energy is deVned by an incident monochromator, and

the loss or gain of incident photon energy is interpreted as an inelastic signal from the

sample. The use of perfect Si monochromator crystals with high reWectivity make it

possible to achieve very narrow bandwidth required for IXS scattering studies.

The advent of IXS has opened many avenues for research in condensed matter

studies. In addition to making it possible to study lattice dynamics on µg of crystalline

compounds, IXS is an excellent probe of higher energy optical modes in crystals, with

little background and decoupled momentum resolution. Also, the method is substantially

cleaner, leaving no activated material in its wake, and signiVcantly reduced background

over the neutron methods(231). Another advantage is the ability to go to very high
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pressures to examine phonon dispersions, such as with a diamond-anvil cell. These

experiments typically cannot be performed in a neutron beam due to the presence of

the sample environment. The small and precise beam of IXS makes such experiments

much more feasible.

As it applies here, IXS measures the sample scattering function S(Q, ω), with the

modiVcation to account for the x-rays scattering from the electron cloud instead of the

nuclear potential.

The scattering cross section for x-ray photons from the electrons in a sample again

can be performed using the Born approximation, as the energies of the synchrotron

photons are substantially higher than those of the lattice excitations. The Thompson

scattering cross section:

(
dσ

dΩ

)
= r2

0 · (ei · ef )2 ·
(
ωf
ωi

)
(4.45)

where ei and ef describe the polarization vector of the incident and outgoing photon.

Because the Vnal energy of the photon is very close to the incident (the incident photon

energy is of order keV, and lattice excitations of order meV), the value ωf/ωi ≈ 1, making

the cross section for the interaction of the order of 0.1 barn. The cross section for x-ray

scattering from dynamic magnetic features in a sample is still too low to be detected by

modern synchrotron instruments(184), and developing techniques suXciently sensitive

to these features remains an open challenge.

4.7.3 Nuclear Resonant Inelastic X-Ray Spectroscopy

In NRIXS nuclear transitions of a very well deVned energy are excited by x-rays having

a very speciVc energy. The nuclear transitions have a very limited energy bandwidth

(of the order 0.01 to 0.1 µeV near the nuclear transition), and these energies cannot

be inWuenced by experimental apparatus, providing excellent energy references(232).

By clever time discrimination, one can separate resonant nuclear scattering from non-

resonant electronic scattering due to the lifetime of the nuclear levels. Prerequisites
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for the technique include a source with a narrow bandwidth, and a beam which has

suXciently high energy to excite nuclear levels.

The mechanism of the NRIXS experiment is to place a Wux of x-rays onto a sample that

are tuned to a range near that of a nuclear resonance, and slowly sweep the beam energy

through the resonance location (commonly used beam resonances shown in table ??). The

energy of the radiation scattered by the sample is analyzed using a resonance detector

with a bandpass of 0.5 µeV, which is a large area fast-avalanche photodiode covered with

a foil of enriched α-iron, with over 95% of the content the 57Fe isotope. This detector is

then placed below the sample, covering a large solid angle of acceptance, which accepts

a range of momentum transfers between 1 and 15 Å−1. The energy bandpass of the

detector was determined by the process of resonant nuclear scattering. If the energy of

the radiation coincided with the energy of the nuclear level, it excites the 57Fe nuclei, and

is reemitted with a time delay equal to that of the nuclear excited state (τ0 = 141 ns). If

the radiation has an energy far from that of the resonance, it appears in the prompt Wash,

and is not counted. A second detector is placed downstream of the sample to determine

the zero point on the energy transfer axis. Count times are typically in the range of

Hz for standard inelastic signals (i.e. phonons). NRIXS data are provided as intensity

versus the angle of the monochromator crystals, which is then converted into intensity

versus energy transfer. The Vrst few bins on the low energy side are used to determine

an energy independent background, and the elastic peak is removed using the measured

instrument resolution function. Contribution from multiphonon processes is subtracted

with a Fourier log method, and the phonon density of states is obtained by correcting for

the thermal occupation factor(138).

Because the energy resolution of the detector is so high, the instrumental resolution

is equal to the energy bandpass of the monochromator, which can be as low as 0.9 meV,

but typically in the range of 1-1.5 meV, and is described in more detail in Sec. 4.7.2.

93



Figure 4.16: Schematic NRIXS setup with an avalanche photodiode.

Nuclear Resonant Isotopes

Isotope Res. Energy (eV) τ (ns)
181Ta 6.214 8730
169Tm 8.410 5.8
83 Kr 9.404 212
73 Ge 12.263 4260
57Fe 14413 141
151Eu 21.541 14
149Sm 22.496 10.2
119Sn 23.88 25.7
161Dy 25.651 40.5
40K 29.83 6.1

Table 4.6: Isotopes with nuclear resonances within range of inelastic x-ray
spectrometers, with resonant energy and lifetime. Data from(2)

94



5
Structure of FeSC

5.1 Structure of BaFe2(As1−xPx)2and Ba(Fe1−xCox)2As2

We present study of the average structures of BaFe2As2 Ba(Fe1−xCox)2As2 (x=0.08, 0.1)

and BaFe2(As1−xPx)2 (x=0.1, 0.2, 0.33, 0.7) as a function of temperature determined

from time of Wight neutron powder diUraction. The diUraction data evince a small but

deVnite degree of negative thermal expansion in the samples exhibiting superconducting

behavior, with onset of negative thermal expansion commensurate with the transition to

the superconducting state. Negative thermal expansion is absent in fully paramagnetic

specimens.

Using Rietveld reVnement(195) on neutron time of Wight diUraction data we present

a study of the average and short-range atomic structure of isovalent and electronic

substitution in BaFe2As2. The substitution of isovalent phosphorus for arsenic to form

BaFe2(As1−xPx)2 (x=0, 0.2, 0.33, 0.7) allows an examination of the local changes in

tetrahedral shape, while electronic doping with cobalt to form Ba(Fe1−xCox)2As2 (x=0,

0.08, 0.1) allows investigation of the disorder induced in the iron layer. We report two key

results. First, we show that the eUect of chemical substitution is to modify the long-range

structure in the paramagnetic, non-superconducting states, in a way commensurate with

chemical substitution and other experimental reports, but that in the case of phosphorus

doping, the changes in Fe-Pn bond lengths are driven mostly by compression along the

a − b plane and not due to a changing separation of the Fe-Pn layers along the c-axis.
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Second, we Vnd that there are Vnite regions of null or negative thermal expansion of the

c-axis below Tc in samples exhibiting superconductivity.

Neutron time-of-Wight powder diUraction experiments were conducted at the Manuel

Lujan Neutron Scattering Center at Los Alamos National Laboratory using the NPDF and

HIPD powder diUractometers(233), and at the Spallation Neutron Source at Oak Ridge

National Laboratory using the POWGEN diUractometer(234). The Ba(Fe1−xCox)2As2

samples were single crystals ground into a powder while BaFe2(As1−xPx)2 samples were

prepared by powder synthesis. Samples were then sealed in vanadium cans backVlled

with helium gas, and a helium cryostat was used to perform the temperature studies

at Lujan, while the rapid sample changer FERNS was used at POWGEN. The crystal

structure of the parent compound BaFe2As2 in the tetragonal and orthorhombic states

is shown in Fig. (5.1).

The diUraction data were analyzed using Rietveld reVnement as implemented in

GSAS.(196) An impurity phase of Fe2P was identiVed in all P doped samples. The struc-

tural data on the impurity Fe2P was obtained from the International Crystallographic

Structural Database(235; 236; 237). In all reVnements, the lattice parameters, atomic

positions, relative phase mixture, diUractometer zero, uiso factors, and proVle terms were

reVned. The proVles used in GSAS reVnements were proVle function 1 for NPDF, -3 for

POWGEN, and 4 for HIPD data. In all cases the background was described as a 15 term

Chebyshev polynomial. Sample absorption was reVned for the lowest temperature for

each sample and then held Vxed. Select reVnement parameters for BaFe2As2 are shown

in Tab. 5.1, while results for BaFe2(As1−xPx)2 are shown in Tab. 5.2 and 5.3.

We focus on two key points: the eUect of chemical substitution on the structure,

and the presence of NTE. First, Co and P doping of BaFe2As2 both follow Vegard’s Law,

with the c-axis exhibiting a linear decrease in length as a function of substitution (P

case shown in Fig. 5.2b). For the P doped case, Rietveld results show that the As and

P atoms assume distinct z positions in the structure, commensurate with the results of

(238). Looking at the perpendicular distance of the pnictogen to the iron plane (zP , zAs)

we Vnd that the zP , zAs distances are composition-independent (Fig. 5.3). Recent studies
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Figure 5.1: Unit cell of BaFe2As2 in the paramagnetic tetragonal state (left), and
antiferromagnetically ordered orthorhombic state (right). Ba atoms pink, Fe atoms
golden, As atoms purple.
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Figure 5.2: (upper left) a/b lattice parameter evolution as a function of P doping for
data at 15K. Values for x > 0.2 are multiplied by

√
2. (upper right) c-axis evolution as a

function of P doping obtained from Rietveld reVnement at 15K (20 K for x = 0.2). Straight
line is linear Vt to the data showing the system exhibits a Vegard’s law dependence.
(lower left) evolution of Fe-Fe plaquette side distances as a function of doping. Data are
obtained from Rietveld reVnement and are at 15 K (20 K for x = 0.2). (lower right) P-z,
As-z values obtained from Rietveld reVnement at 15 K (20 K for x = 0.2). Straight lines are
linear Vts to the data. There is little compositional dependence of the z distance above
the Fe plane for either As or P.
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of the simultaneous doping of Co and P into BaFe2As2 have shown that the maximal Tc is

obtained in the absence of one or the other dopants,(239), suggesting that the distinction

in bond lengths is responsible for the suppression of the magnetic spin-density wave

(SDW) phase. The composition independence of the zP , zAs in BaFe2(As1−xPx)2 observed

in our study suggests that the suppression of the magnetic ordering is not due to a change

in the distance of the pnictogen above the iron plane, but is due instead to the contraction

of the system along the a− b plane.

Next we address the topic of negative thermal expansion (NTE). The evidence

of null or NTE of the optimally doped systems shown in Figs. 5.4 and 5.5 where

the c-axis lattice parameter obtained from the Rietveld reVnement is scaled by the

value at base temperature. NTE has been demonstrated in dilatometry studies on

FeSC.(134; 240; 241) The presence of NTE in this and other superconducting samples

is a clear indication of magnetostrictive behavior in the long-range structure. The degree

of NTE in the system is small, and it is fair to question whether the observed NTE can be

explained by typical lattice expansion behaviors. We believe this can be ruled out by the

following argument. In the absence of strong magnetoelastic eUects, the lattice expansion

should follow similar behavior in the paramagnetic non-superconducting over-doped

compound as the superconducting compound. As can be seen in Fig. 5.4a, the degree

of lattice expansion is greater for the overdoped, non-superconducting compound than
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the optimally superconducting compound. Further, our data show that superconductivity

occurs in the absence of a pronounced c-axis lattice collapse, allowing us to draw a

parallel with the CaFe2As2 system. In the collapsed tetragonal state of CaFe2As2(242)

the degree of hybridization between the Fe and As atoms has a strong impact on the Fe

spin state(132). The absence of an abrupt c-axis collapse in this system as in CaFe2As2

indicates that the Fe and As states are strongly hybridized, contributing to a strong

magnetoelastic coupling, a natural extension of which is NTE. Further, we posit that

the presence of NTE indicates spin-phonon coupling in the system. The c-axis-polarized

Raman-active mode in Ba(Fe0.92Co0.08)2As2 corresponding to the oscillation of the As

atoms orthogonal to the Fe plaquette is shown to be several meV softer than DFT

calculation, requiring the explicit inclusion of magnetism to describe the softening.(106)

A Landau mean Veld theory(243; 9) developed from the description of the perpendicular

distance between the As atoms and the Fe plaquette shows that the softening of the

mode indicates the presence of spin-phonon coupling in the system. That the lattice

resists expansion along the c-axis up to the Tc for the Ba(Fe0.92Co0.08)2As2 system further

conVrms the extent of this spin-phonon coupling.

The preceding has presented a detailed study of the average structure for isovalent

and electronic substitution in BaFe2As2. We show evidence from neutron powder

diUraction of null or NTE in the superconducting compounds, with the onset of NTE

behavior at the sample Tc. NTE behavior is absent in the paramagnetic overdoped

compounds. The presence of NTE in the superconducting state and absence in

the paramagnetic, over-doped, non-superconducting state provides evidence of strong

magneto-elastic coupling in the superconducting systems. We have also shown that the

eUect on the chemical structure is largely commensurate with doping expectations, but

that the changes in the Fe-Pn bonds is due more in part to the contraction of the system

along the a− b plane than along the c-axis.
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Table 5.1: Rietveld reVned parameters for BaFe2As2 at 15 K and 148 K obtained from
GSAS.

Temperature 15K 148 K

Space group Fmmm I4/mmm
a (Å) 5.6067(15) 3.95171(9)
b (Å) 5.5628(15) −
c (Å) 12.9281(3) 12.9440(3)
Volume (Å3) 403.210(19) 202.13(1)
Ba (0,0,0) (0,0,0)

uiso = 0.0031(4) uiso = 0.0056(5)
Fe (1

4
, 1

4
, 1

4
) (1

2
, 0, 1

4
)

uiso = 0.0029(27) uiso = 0.0053(3)
As (0,0,z) (0,0,z)

z = 0.35381(8) z = 0.35370(9)
uiso = 0.0031(3) uiso = 0.0053(3)

Rp, wRp 0.0481, 0.03386 0.0550, 0.0388
χ2 1.656 1.83

Table 5.2: Selected reVnement parameters for BaFe2(As1−xPx)2 compositions from the
POWGEN instrument.

x 0.2 0.2

Inst. POWGEN POWGEN
T (K) 30 100
Sym. Fmmm Fmmm
a (Å) 5.5552(1) 5.5671(2)
b (Å) 5.5841(1) 5.5754(2)
c (Å) 12.8610(3) 12.8630(3)
u-Ba 0.0012(2) 0.0024(2)
u-Fe 0.0021(1) 0.0027(1)
u-As 0.0015(2) 0.0016(2)
u-P − −
As-z 0.3549(1) 0.3549(1)
P-z 0.3419(4) 0.3414(5)
RWp 0.0368 0.0386
χ2 2.342 2.591
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Table 5.3: Selected reVnement parameters for BaFe2(As1−xPx)2 compositions from the
NPDF instrument.

x 0.33 0.33 0.7 0.7

Inst. NPDF NPDF NPDF NPDF
T (K) 15 100 15 100
Sym. I4/mmm I4/mmm I4/mmm I4/mmm
a (Å) 3.9139(3) 3.9144(2) 3.8618(2) 3.8626(1)
b (Å) − − − −
c (Å) 12.723(1) 12.7372(96) 12.5064(9) 12.5173(5)
u-Ba 0.0035(4) 0.0053(4) 0.0035(3) 0.0050(7)
u-Fe 0.0036(2) 0.0045(2) 0.0035(2) 0.0038(4)
u-As 0.0027(4) 0.0036(4) 0.0028(2) 0.010(2)
u-P 0.0007(1) 0.0004(1) 0.0024(4) 0.0013(1)
As-z 0.3553(1) 0.3552(1) 0.3574(7) 0.3566(9)
P-z 0.3414(4) 0.3414(4) 0.3437(3) 0.3441(5)
RWp 0.0387 0.0357 0.040 0.051
χ2 1.579 1.390 1.363 1.116

5.2 Pair Distribution Function Analysis of Pnictides

Neutron time-of-Wight powder diUraction experiments were conducted at the Manuel

Lujan Neutron Scattering Center at Los Alamos National Laboratory using the NPDF and

HIPD powder diUractometers.(233) A polycrystalline sample of BaFe2As2 was prepared

using powder synthesis methods (TN = 138 K). Samples were sealed in extruded vanadium

sample cans backVlled with helium gas, and placed into a helium exchange cryostat for

temperature controlled studies; samples were exposed to the neutron beam for 4 hours.

The diUraction data were analyzed by Rietveld reVnement as implemented in GSAS.(196)

Rietveld reVnement of the diUraction pattern at 30 K is shown in Fig. 5.7a. ReVned

parameters from the Rietveld analysis include the lattice parameters, isotropic thermal

parameters, diUractometer zero, absorption, and proVle parameters. The z position of As

is not restricted by symmetry and was reVned.

PDF data were produced using PDFGetN(244) and PDF modeling and Vtting were

performed with PDFgui(245). The Rietveld structural model was the starting model for

the PDF analysis. Initial Vts of the PDF to the Rietveld structural result are poor (Fig.
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Figure 5.6: Orthorhombic crystal structure and spin alignment of BaFe2As2 as suggested
by neutron scattering experiments. Magnitude of experimentally determined exchange
constants decreases with the relationship J1a > J2 > J1b.

5.7b). The short range Vt (2 - 4.2 Å) is most poorly described by the Rietveld data (Fig.

5.8a) while PDF data at the long range (10 - 20 Å) is better Vt (Fig. 5.7b). Allowing

lattice parameters and isotropic thermal factors to be free parameters to the Vt, we Vnd

that the Vt is markedly improved (Fig. 5.8b) and that diUerent lattice parameter values

describe the system for the diUerent Vtting ranges. The Fe-Fe distance changes to reWect

the change in the lattice parameters as a function of Vtting distance (Fig. 5.10).

We characterize the behavior of the a− b plane through a quantity orthorhombicity,

deVned as: O = a−b
a
. The value of the O is maximal at the shortest Vtting range

measuring 1.38%. For comparison, the value determined from the Rietveld reVnement

is 0.78%, representing a 60% increase in O at the short range.

As observed above, the structural model obtained from Rietveld reVnement fails to

accurately describe the local structure data obtained from the PDF. At the shortest

range (2 - 4.2 Å) the Vt is poorest (Fig. 5.8), exhibiting a crossover at 10 Å where the

Rietveld reVnement and PDF models converge (Fig. 5.7b). The discrepancy in the lattice

parameter and resultant increase in O at the short range shows that BaFe2As2 is locally

distorted. Fundamentally, the increase in the lattice constant at the shortest range shows

that the inter-atomic distances at the shortest range are not well described by the average
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Figure 5.7: a) Rietveld reVnement for BaFe2As2 at 30 K. a = 5.60652(15) (Å), b =
5.56277(15) (Å), c = 12.9284(4) (Å), Rp = 0.0301, χ2 =1.657. b) PDF data compared
to structural model from Rietveld reVnement. The Rietveld obtained structural model
deviates from the PDF most substantially at the shortest range, exhibiting a clear
crossover at 10 Å. This crossover point shows that the local and long-range structure of
BaFe2As2 are distinct, and that the long-range structure is well described by the Rietveld
structural model.
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Figure 5.8: Comparison of short range (2 - 4.2 Å) PDF data to the (a) Rietveld and (b)
reVned PDF structural models. The Rietveld structural model deviates in peak positions at
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Figure 5.11: Application of the short range structure applied to the medium (4 - 10 Å)
range structure. The short range structural model fails to describe the medium range
structure, indicating that the short range structure of BaFe2As2 is distinct and distorted.

structure. The local stretching of the a-axis reWects an in-plane distortion of the iron

plaquette, resulting in a plaquette that is longer along the a direction than the b direction

at the short range (Fig. 5.10). Additionally, the short range structure from the Vt PDF

does not describe the medium or long-range structure (Fig. 5.11), showing that the local

structure is distinct from both the medium and long-range structure.

In BaFe2As2, the magnetic exchange energy is greater along the longer AF direction,

and smaller along the shorter FM direction. (12; 246) With a local in-plane distortion of

the iron sublattice, the system will experience a geometrical frustration as the system

compensates for the distortion. The frustration of the system from the distortion in the

magnetic order serves to lower the magnetic moment through the Wipping of the spins

to preserve the shorter range FM correlation. In this scenario, the distorted plaquettes

collectively form nano-domains, most naturally represented in a stripe-like formation

(Fig. 5.13). The formation of nano-domains is distinct from eUects of twinning, as powder

diUraction measurements are insensitive to the eUects of a macroscopic twin. Further, the

distortion is not macroscopic, as the diUraction pattern lacks strong superlattice peaks.

The magnetic instability is further indicated in inelastic studies. The transverse

acoustic phonon mode of BaFe2As2 softens as a function of temperature.(21) The

softened mode corresponds to the shear mode of the system, resulting in the distorted
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Figure 5.12: Demonstration of magnetic misalignment brought on by nano twin
boundary formation. The Vgure on the left reWects the structural distortion, while the
Vgure on the right represents the Vnal spin alignment of the system. The light blue
arrows indicate the spins most aUected by the structural distortion.

structure. The softening of this mode starts well above the magnetostructural transition

temperature of the system, indicating that the short range disorder sets in gradually

becoming maximal at the point where long range order manifests. Further, the

resulting increase in the magneto structural transition temperature by compressing the

orthorhombic b-axis(153) is naturally explained by this model. By applying the uniaxial

strain to the b-axis, the compression of the system along the FM ordered direction

applies a mechanical force to the system, allowing the relief of the magnetic frustration

and the increase in the onset temperature. The local disorder also explains the recent

observation that it costs more energy to rotate the spin in in the a − b plane than

rotating it perpendicular to the FeAs layers(247). As the system already possesses the

nano-domain disorder, the system naturally resists additional spin rotation due to the

established frustration.

To conclude, we present evidence from neutron power diUraction for a local distortion

of the BaFe2As2 system in the a − b plane, resulting from the formation of nano-

domains. The presence of the nano-domains prevents the full manifestation of static

magnetic order in the BaFe2As2 system, lowering the static magnetic moment of the
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Figure 5.13: Suggested local distortion of BaFe2As2 with corresponding alteration of
magnetic alignment. The distortion locally stretches the iron plaquette, forcing the
spins to realign to maintain the exchange anisotropy. The spin misalignment results
in an overall reduction of the magnetic moment of the system as measured by neutron
diUraction. The J1a > J1b relationship is maintained, while the J2 AF interaction is
weakened in the distorted plaquettes. The distorted plaquettes form a stripe like pattern
that does not substantially impact the observed long-range order.
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system. These observations are made in the as-grown compound BaFe2As2, absent

any structural distortions that might be expected from chemical substitution, showing

that the system exhibits a fundamental structural and magnetic frustration. This result

addresses one of the fundamental questions in the study of high temperature iron-

based superconductors, explaining that the source of the discrepancy between the DFT

calculations and experimentally determined moments is derived from a reduction in

overall moment due to structural distortion.

5.3 PDF analysis of doped compounds

Using the data obtained from our average structural reVnements, we have made PDF

models for compounds where Co is substituted on the Fe site, and for P substitution

on the As site. The PDF is the sine fourier transform of the total scattering function

S(Q), and provides information about the local correlations between atomic sites.

(198; 248). Structural eUects from neutron and x-ray scattering have been presented

in a number of FeSC. A study combining x-ray PDF and µSR demonstrates a conWict

for electrons between the magnetic and superconducting states in the underdoped

region of Ba1−xKxFe2As2.(144) PDF analysis on FeTe1−xSex shows direct variation in

the local environments as a function of doping, leading to ambiguity in the structural

phase identiVcation for short atomic ranges.(146) A PDF study on non superconducting

BaFe2Se3 demonstrated that introduction of local distortion to the lattice position of

the iron atoms was indistinguishable in long-range Rietveld reVnement, but provides a

substantial improvement in the match of the local structural model to the experimental

data.(147) A study of the superconducting phase of Fe1.01Se demonstrates a modulation

of the crystal structure arising from displacements of the iron atoms.(148) A PDF

study on SmFeAsO and superconducting SmFeAsO0.85F0.15 found a distribution of Fe-

As distances(150) when compared to the average structural analysis obtained from

Rietveld.(151)
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Using Rietveld reVnement(195) and PDF analysis(198), we present a study of the

average and short-range atomic structure of isovalent and electronic substitution in

BaFe2As2. The substitution of isovalent phosphorus for arsenic to form BaFe2(As1−xPx)2

(x=0, 0.2, 0.33, 0.7) allows an examination of the local changes in tetrahedral shape,

while electronic doping with cobalt to form Ba(Fe1−xCox)2As2 (x=0, 0.08, 0.1) allows

investigation of the disorder induced in the iron layer. The PDF modeling indicates

that there are Vnite local distortions in the FePn4 layers, and that the assignment of

a strict symmetry class in the paramagnetic state is ambiguous, indicating short-range

structural distortions persist into the paramagnetic state. Finally, we observe that though

the systems suUer large scale changes due to substitution, the degree of distortion in the

short-range structure is independent of doping and temperature. This Vnal observation

is the most surprising, and the most complex.

Neutron time-of-Wight powder diUraction experiments were conducted at the Manuel

Lujan Neutron Scattering Center at Los Alamos National Laboratory using the NPDF and

HIPD powder diUractometers(233), and at the Spallation Neutron Source at Oak Ridge

National Laboratory using the POWGEN diUractometer(234). The Ba(Fe1−xCox)2As2

samples were single crystals ground into a powder while BaFe2(As1−xPx)2 samples were

prepared by powder synthesis. Samples were then sealed in vanadium cans backVlled

with helium gas, and a helium cryostat was used to perform the temperature studies

at Lujan, while the rapid sample changer FERNS was used at POWGEN. The crystal

structure of the parent compound BaFe2As2 in the tetragonal and orthorhombic states is

shown in Fig. 5.1.

The diUraction data were analyzed using Rietveld reVnement as implemented in

GSAS.(196) The reVnements identiVed impurities in the compounds present at the level

up to 4% of the primary phase. These were identiVed as FeAs (Wux used to grow the

sample) or Fe2P. In none of the cases were the impurity statistics suXcient to ascertain

more than the lattice parameters. The structural data on the impurity Fe2P was obtained

from the International Crystallographic Structural Database(235; 236; 237). The lattice

parameters for the BaFe2As2 data at 15K as reVned by Rietveld are all within 0.5% of
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the values found in the literature(3). In all reVnements, the lattice parameters, atomic

positions, relative phase mixture, uiso factors, absorption, and proVle terms were reVned.

The proVles uses in GSAS reVnements were proVle function 1 for NPDF, -3 for POWGEN,

and 4 for HIPD data. In all cases the background was described as a 15 term Chebyshev

polynomial.

Reduced atomic pair distribution functions were obtained using PDFGetN(244), and

PDFgui(245) was used to carry out structural reVnements on the PDF data. The PDF is

obtained by taking the sine fourier transform of the total scattering function S(Q), which

is the raw diUraction intensity corrected for sample self shielding, contributions from the

container, and multiple scattering G(r) = 2
π

∫∞
0
Q[S(Q)− 1] sin(Qr)dQ, where Q is the

magnitude of the diUraction vector. The subtraction of 1 is to reduce termination errors in

the transformedG(r) by subtracting the background of uniform material density, and the

integral is carried out to the maximal value ofQ obtained in the diUraction measurement.
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The Rietveld results were used as the starting point for all PDF reVnements. In Fig. ??, the

Rietveld result is applied to BaFe2As2 at 15K, and shows that Rietveld parameters fail to

describe the structure below 10Å, but provide an adequate description of the structure at

distances longer than 10 Å. Fig. 5.14 shows the PDF of all compounds over the range of 2 -

4.2 Å at 15K. At 15K, BaFe2As2 and BaFe2(As0.8P0.2)2 are in the orthorhombic state, while

the Ba(Fe1−xCox)2As2, BaFe2(As0.66P0.34)2, and BaFe2(As0.3P0.7)2 are in the tetragonal

state. At the shortest range, these symmetry distinctions are absent. The P-doped

lattice contracts as the doping is increased, consistent with Vegard’s law. Phosphorus

substitution broadens the Vrst PDF peak, which corresponds to the FePn4 tetrahedra

edge. Increasing P content serves to shorten the Fe-Fe neighbor distances, showing that

the quenching of magnetism in the overdoped P case is partly the result of a constricted

iron distance, and not solely the decrease of the FePn4 distance.

For all materials, the PDF peak near 4 Å (which marks the a/b lattice parameter in the

tetragonal state) has a well-deVned shoulder corresponding to the Pn-Pn distance within

the FePn4 tetrahedron (tetrahedral edge). This peak becomes broader with increasing P

content, and also more distinct from its own nearest neighbor (Fig. 5.14). If the tetrahedra

were regular, the peak shoulder would be sharp, but instead we observe that it is broader

compared to other interatomic distances, indicating distortion in the Pn-Pn distance.

PDF data were analyzed at a local range of r = 2 - 4 Å, and medium range for r = 4 -

10 Å, and then a long range of 10 - 20 Å using PDFgui. Peak Vt analysis of the PDF data

used gaussian functions convoluted with a the sinc function. The use of the gaussian

peak to Vt a PDF distance is most correctly applied in the case of a perfectly harmonic

crystal(249), though the corrections to real data are at the one percent level.(250) Four

models were used for quantitative PDF analysis. In all models, the lattice parameter, scale

factor, and isotropic thermal values were free parameters to the model. The distinction

between the models lies in the symmetry assignment class and the degree of c-axis

freedom for the iron atoms (Vxed or free to move from the Vxed symmetry point). The

Vrst model Vxed the symmetry in the tetragonal state with the Fe atoms restricted to

their symmetry positions reported from the Rietveld analysis (model TA). The second
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model also used the tetragonal symmetry, but removed the constraint of Fe symmetry

(model TB). The third model reduced he symmetry to orthorhombic, and allowed the Fe

atoms to move from their symmetry positions (model Orth). The Vnal model allowed

the symmetry class to be fully relaxed to the P1 class. In all cases, lowering the symmetry

class and allowing the iron atoms to move from their Vxed c-axis positions improves

the Vt to the data as measured by the improved weighted residuals. Further, lowering

the symmetry class reduces the absolute values of the isotropic thermal factors from the

Rietveld values, indicating that the Rietveld results are masking the eUect of the local

disorder with a larger value for the diUerent uiso values. Figure 5.15 shows data at 2 -

8 Å for BaFe2(As0.66P0.34)2 in the cases of Rietveld data only, freedom of Pn-z and Fe-z

positions.

The results from the Rietveld reVnements are used as the starting point for PDF

reVnement. The Rietveld results fail to accurately describe the local structure, shown

for the BaFe2(As0.66P0.34)2 case at 15K in Fig. (5.15). After reVnements of scale factors

and lattice parameters, the discrepancy in the Vts was still notable over the Vtting range.

By allowing Pn-z positions to vary, and the Vts improve when there is a non-uniformity

in the siting of the Pn-z. Reducing the local symmetry by allowing the iron atoms to

vary from their symmetry restricted c-axis position improves the Vt further, completely

eliminating discrepancies at 6 Å and nearly eliminating discrepancies at 3.8 Å. This

reduction indicates a buckling of the iron planes. This Vnal case, relaxing the c-axis

positions of the iron atoms improves the model Vt to the data in all cases. The natural

result of this type of buckling is a distribution of Fe-Pn bond lengths, and these are

shown for the case of BaFe2As2 and BaFe2(As0.66P0.34)2 in Fig. 5.18.

Our primary result is that there are small but Vnite distortions in the FePn4 layers.

These distortions are present in all of the compounds studied, including the undoped

parent BaFe2As2, showing that the system possesses an intrinsic structural instability.

In light of evidence regarding the sensitivity of the magnetic and superconducting

properties on the structure of the FePn4 layer. The distortions are of the order of

0.05 Å, are suXcient to result in substantial distortion of the magnetic properties in
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Figure 5.18: Bond length distribution for nearest neighbor (FePn4) tetrahedral distances
in (left) BaFe2As2 PDF model, and (right) BaFe2(As0.66P0.34)2, both at 15 K. The diUerence
in population is due to the diUerence in supercell considerations.

the case of CeFeAs1−xPxO, where a change of the presumed static FePn4 distance of

0.01 Å reduces the magnetic moment by as much as 30% in the region approaching the

Stoner instability.(10) Given a range of tetrahedral shapes, one will Vnd a distribution of

local magnetic density serving to modify the overall magnetic moment in the compound,

reducing it from a value expected from DFT calculations. A computational result showing

the impact of a distribution of static shapes on the electronic properties of the material is

currently unexplored in the literature.

The best models for PDF data present when the structure is fully relaxed, and

settles for an orthorhombically distorted state through to room temperature, with Vnite

displacements of the iron atoms from their symmetry positions, consistent with the work

of McQueen(148) and Malavasi(150) This is in contrast to the experiments of Joseph et.

al, who Vnd no serious deviations in structure at the local level at 300K(Ref. (145)), but

we point out that these experiments used x-ray diUraction, and so are of lower real-

space resolution than our neutron measurements. The ambiguity in the assignment of the

local symmetry of BaFe2As2 at room temperature raises the possibility that the system is

fundamentally unstable against the atomic motions. With locally orthorhombic character,

the presence of strong electronic anisotropy existing in the tetragonal state(12) Vnds a

natural explanation - the electronic anisotropy is the result of the locally orthorhombic
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character distributed in the system, so the local breaking of the structural symmetry

permits the C4 symmetry breaking, enabling the electronic anisotropy.

Further, we point out that the displacements that we are assigning to a static distor-

tion are of the level of the atomic displacement due to zero-point phonon amplitudes. If

these displacements reWect phonons, they clearly indicate anharmonic phonon behavior.

In the results of Malavasi(150) an assumption of anisotropic thermal factors was required

to obtain a reasonable Vt between the model and the PDF data, further bolstering this

hypothesis. If the distortions are the result of phonons, this measurement serves to

highlight that the phonons distort the local structure in a way as to impact dynamically

alter the local symmetry, with resulting consequences for the magnetism.

Whether these distortions are truly the result of Vnite static distortions or dynamic

structure eUects such as phonons cannot be explicitly determined. We reiterate that

the electronic properties of the system are strongly dependent on very small changes to

the average structure, and that distribution of tetrahedral shapes in the compounds will

locally aUect the electronic properties. The implications of this work are twofold. The

Vrst implication is that the static structure descriptions obtained by traditional powder

diUraction analysis may not provide an adequate starting basis for electronic structure

calculations, and that to properly capture the electronic properties of the system, Vnite

small distortions must be considered. The second is of a more profound nature, where we

question the fundamental stability of the structure. The Vnite small distortions present in

all compounds, including the undoped parent, highlight a fundamental instability of the

system against static displacements, which is reWected in the anisotropic behavior of the

electronic properties, and requires further investigation to be fully understood.
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(a) Structure of FeTe(Se,S) (b) Superconducting
volume fraction as
a function of heat
treatment. Figure from
(160).

(c) Dependency of SC volume
fraction on tartaric acid con-
centration (160).

5.4 Pair Distribution FunctionAnalysis of Treated Iron

Selenides

As grown (Fig. 5.19a) iron selenide compounds do not display superconductivity.

With a certain level of treatment, most notably when heating in a bath containing a

concentration of tartaric acid, or sulfuric acid, the selenides become superconducting

with a high volume fraction (Fig. 5.19b, Fig. 5.19c)(160; 251). Tartaric acid is a primary

component of commercially available red wines, and while the source of this change is

believed to be the result of deintercalation of the excess iron by the acid, work remains to

be done on understanding why alcoholic beverage treatments generally work to improve

the superconductivity in the FeTe(Se,S) samples.

A series of samples with varying FeTe(S,Se) were subject to a variety of heat

treatments and then analyzed using the PDF technique to study the changes in the local

structure. Samples were pellets of polycrystalline material sealed in extruded vanadium

cans supplied by the Takano group from , and sealed with indium wire in a helium
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glove box with O2 readings less than 1 ppm, and H2O readings less than 5 ppm. The

temperature of the samples is controlled using a closed cycle refrigerator or an orange

cryostat. Data sets were collected for 20 minutes, with the SNS beam power at 1 MW.

Also, the high count rate of the NOMAD instrument permits sampling the data on cool

down ramps at a statistic suitable for basic data reVnement and time series analysis

of g(r), so these data were acquired as well. Temperature control was provided by a

closed cycle cryostat and an orange cryostat. Background and vanadium standards were

collected in both sample environments.

The powder diUraction pattern used for Rietveld reVnements do not show substantial

local disorder, but show a clear disparity in the level of background between the

treated and untreated samples (Fig. 5.19), representing an overall increase in the diUuse

scattering. The increase in diUuse scattering represents an increase in local disorder. In

investigating the local structure, it is seen that the changing compositions are reWected

in shifting peak heights, as would be expected from the diUerent site coordinations.

The PDF integral is carried out to the maximal value of Q obtained in the diUraction

measurement. In principle, this can be as high as 100 for the NOMAD instrument, but we

have truncated the Fourier transforms at Q=25Å−1, as the is the point at which the S(Q)

is essentially Wat for all compounds, showing the breakdown of the long range structural

coherence.

As noted above, the eUect in compounds treated with tartaric acid is to remove excess

iron from the structure(160; 251). However, the increased background in the treated

samples compared to the as grown as shown in Fig. 5.19 is not fully borne out by this

claim. The structure suUers from a high degree of intrinsic disorder, and it is possible

that the tartaric acid treatment techniques serve to exacerbate the disorder, giving rise to

the superconductivity.

The structure as developed from the PDF model shows that the treatment induces a

level of disorder in the system that is not present in the as-grown compounds, with little

change in the location of the iron atoms. It is clear that in these compounds, the impact

of the local disorder plays an important role.
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Figure 5.19: Comparison of diUraction patterns measured at NOMAD at the SNS and
diUerence pattern showing the increase in background of the red wine annealed sample
over the as-grown.

Figure 5.20: Comparison of PDF for the as-grown and red-wine annealed samples of S =
0.1 doping. DiUerence in intensity is related to sample normalizations.
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6
Dynamics of FeSC

6.1 Phonons in FeSC

To eludicate mechanisms of exotic coupling between the spin and lattice degrees of

freedom in iron-based superconductors (FeSC), we must study the direct momentum and

energy dispersion relations. inelastic neutron scattering (INS) 1 is a powerful tool to

make these determinations, so a series of several experiments on the role of spin-phonon

coupling in the FeSC system has been conducted using time-of-Wight (TOF) and triple-

axis spectromter (TAS) spectrometers, as well as inelastic x-ray scattering (IXS).

In INS and IXS, the neutrons or photons are able to excite or de-excite lattice

vibrations by imparting or removing energy from the structure, and the scattered

neutrons are analyzed for their energy and momentum dependence.

The dynamic structure factor provides the scattering amplitude for a neutron

scattering from a phonon polarized along ξjs, where dj is the position of the atom in

the unit cell.

F(Q) =
∑
j

bj√
mj

(Q · ξjs)eiQ·dje−Wj (6.1)

The dynamic susceptibility of the system undergoing a single event of phonon

creation or destruction is:
1See Chap. 4, in particular Sec. 4.4 for an extensive review of neutron scattering techniques and

information about the instruments used in these studies.
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χ
′′
(Q, ω) =

1

2

(2π)3

v0

∑
Gq

δ(Q−q− τ)
∑
s

1

ωqs

|F(Q)|2× [δ(ω−ωqs)− δ(ω+ωqs)] (6.2)

where ωqs is the frequency of the particular phonon.

In FeSC, the impact of electron phonon coupling was initially thought not to be

of suXcient strength to account for the superconductivity(104; 103; 252), though the

coupling strength improves with the explicit inclusion of magnetism(105).

As part of this work, a number of studies of the properties of phonons in FeSC, in

particular the pnictide families, were carried out, focusing on the changing behavior of

the phonon system as a function of temperature and doping. By using both SrFe2As2 and

BaFe2As2, the impact of the alkali earth metal as a spacing layer allows one to examine

the changing force constants of the material, while the doping allows an examination of

the phonon behavior as a function of changing disorder in the material.

6.2 Phonon softening in BaFe2As2

In this section we present the results of an inelastic x-ray scattering experiment detailing

the behavior of the transverse acoustic [110] phonon in BaFe2As2 as a function of

temperature. When cooling through the structural transition temperature, the transverse

acoustic phonon energy is reduced from the value at room temperature, reaching a

maximum shift near inelastic momentum transfer q = 0.1. This softening of the

lattice results in a change of the symmetry from tetragonal to orthorhombic at the same

temperature as the transition to long-range antiferromagnetic order. While the lattice

distortion is minor, the anisotropy in the magnetic exchange constants in pnictide parent

compounds is large. We suggest mechanisms of electron-phonon coupling to describe

the interaction between the lattice softening and onset of magnetic ordering.

We investigated the behavior of the transverse acoustic phonon mode in BaFe2As2

near the (2,2,0)O position, which is the [110] mode in the reduced scheme. The
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orthorhombic notation and the Fmmm symmetry are used throughout this report. The

measurements were made using the HERIX instrument on beamline 3-ID of the Advanced

Photon Source at Argonne National Laboratory(253; 254). The HERIX instrument is on an

insertion device beamline with a six-bounce monochromator setup providing an incident

energy of 21.657 keV, and a resolution of 2.3 meV at the elastic line.

Our sample was a single crystal of BaFe2As2 measuring 1mm x 2mm x 60 µm, grown

using a self-Wux method(89). Calculated optimal thickness for a transmission mode

geometry for an incident energy of 21.657 keV was 55 µm. The crystal was oriented in

transmission mode with (2, 2, 0) and (1, 1, 3) in the scattering plane. This alignment allows

measurement of the phonons in the basal plane of the formQ = G+q = (H−q,K+q),

where G = (H,K) is the reciprocal lattice vector of the Bragg peak in the a − b plane,

and q the inelastic momentum transfer. For temperature dependent studies, the crystal

samples were mounted on copper holders with a small amount of varnish, and the copper

holders were attached to the cold Vnger of a closed cycle cryostat sealed by a beryllium

dome.

The beam size on sample was 50 µm by 350 µm. Only one analyzer-detector

pair was used for these measurements, and an analyzer mask was used to limit Bragg

contamination for low q measurements. The mask size was 4 cm by 4 cm at q ≥ 0.07,

and 1 cm by 1 cm for all q < 0.07. The Stokes and anti-Stokes proVles were measured

in most cases, but at points where an anti-Stokes contribution to the phonon spectra was

dynamically limited, a contribution from elastic scattering was ensured by transversely

scanning the crystal space at zero energy transfer. All data were normalized to the

incident monitor count, a low eXciency ion chamber.

For all temperatures, the phonon spectra were Vt with Voigt proVles, employing the

Whiting approximation to determine the width(255; 256). Phonon spectra were corrected

for the Bose thermal population factors.

Fitted phonon peak widths are constrained to that of a phonon measured at q = 0.2

at T = 130 K. Data for values of q > 0.07 were Vt with two phonon peaks and an elastic

124



1.0

0.8

0.6

0.4

0.2

0.0

In
te

n
s
it
y
 (

n
o
rm

a
liz

e
d
 t
o
 1

)

-8 -6 -4 -2 0 2 4 6 8

Energy (meV)

q=0.1
 300K

 140K

 130K

a)

1.0

0.8

0.6

0.4

0.2

0.0

In
te

n
s
it
y
 (

n
o
rm

a
liz

e
d
 t
o
 1

)

-6 -4 -2 0 2 4 6

Energy(meV)

q=0.05
 Bragg
 300K

130K

b)

Figure 6.1: a) Comparison of 300 K, 140 K, and 130 K phonon spectra at q = 0.1. b)
Comparison of 300 K and 130 K phonon spectra at q = 0.05. The dotted line shows the
Bragg peak measurement at T=130 K, Q=(2,2,0)O. All spectra are Bose factor corrected
and normalized to one. Errors are statistical errors propagated through Bose correction.

contribution. The phonon energy for q > 0.07 is determined by the average of the Vtted

peak positions of the Stokes and anti-Stokes contributions.

Data for q ≤ 0.07 at temperatures below 300 K can not be resolved as distinct peaks,

so the width of the observed peak is used as a proxy for the degree of softening (Fig. 6.1).

The peak width is determined using a single Voigt proVle.

The primary result of our investigation is the observation of a reduction in energy of

the [110]O transverse acoustic phonon in the low q region, evident from the measured

phonon spectra (Fig. 6.1). The data show this reduction is most pronounced at q = 0.1,

reaching a maximal amount near T = 140 K (Fig. 6.2). As the temperature is decreased,

the phonon energy decreases, and then recovers, but not to the full energy observed at

room temperature (Fig. 6.2) before decreasing again at low temperatures and low q.
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For data with q ≤ 0.07 the Vtted width of the peak centered around zero energy

transfer exhibits a linear behavior for 300 K (Fig. 6.3a), with the width of the spectra

collapsing into the Bragg peak width for lower temperatures (Fig. 6.3b).

The lattice softening observed in the shear elastic measurements show a drop

in the shear mode to a minimal values at TS , and then a slight recovery to low

temperatures(133; 257), or no recovery at all(258). This is in contrast to our observations

here, as the phonon energy recovers most of the energy after softening, and the slope of

the dispersion changes at low temperature.

The only mode investigated in this work was the low energy transverse acoustic

mode, and there was only a local softening of the mode - the traditional linear dispersion

is recovered by q = 0.20 in all temperature cases (four temperature cases shown in Fig.

6.3). This result is not captured in published density functional theory (DFT) calculations

reviewed in preparation of this manuscript.

The softening of the low energy transverse acoustic mode observed by IXS is expected

in the context of soft mode transitions, as the decrease in energy of the long wavelength

phonons is always seen in structural phase transitions of the type observed here(259).

But it has a few possible interpretations for microscopic mechanism.

The Vrst interpretation invokes Fermi surface nesting, which results in a regime of

enhanced electron-phonon coupling. The Fermi surface structure of pnictides is well

established to consist of hole pockets centered at the zone center, and electron pockets

at the zone boundary(115; 111), with electron or hole doping serving to change the levels

of the two pockets relative to one another(120). The softening of the TA phonon has

a natural explanation in two-dimensional Fermi surface nesting giving rise to a Kohn

anomaly, where strong quasiparticle excitations below q = 2kF result in enhanced

electron-phonon coupling (164). Indeed we observe softening from the zone center to

a maximal phonon softening below q = 0.1, which is consistent with the value of 2kF =

0.1 for the inner hole pocket in BaFe2As2(260).

In a work on CaFe2As2, a series of line broadenings is observed(139), though this

is not used to draw the conclusion of Kohn anomalies, but may be related to the work
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here. However, possible broadening of the phonons for the BaFe2As2 compound studied

here is too small to be fully resolved by the current technique. Line broadenings of this

type have been observed in studies of elemental superconductors, where the phonon

anomalies were fully resolved only when using high resolution spin-echo neutron

spectroscopy(261). In order to conVrm the presence of phonon broadening and/or a Kohn

anomaly in BaFe2As2, a careful analysis of the phonon lineshape using a higher energy

resolution is required. Note also that there is some softening tendency at temperatures

much below Ts. The q range of this low temperature softening is distinct from the

softening at Ts; below q = 0.12 at low temperatures, whereas softening is observed

below q = 0.16 near Ts. It appears that this softening has a diUerent origin, and either

one could be related to a Kohn anomaly.

A second interpretation is to consider the phonon softening in the context of coupling

between the low energy acoustic mode and the orbital Wuctuations. In this scenario,

softening of the shear mode causes in-plane shifting of the iron atoms, impacting the

interatomic distances along the FePn4 layer. As these atoms shift their positions,

the tetragonal orbital degeneracy between the dxz and dyz orbitals is broken, allowing

the manifestation of magnetic order. While the orthorhombic structural distortion is

small (of order 0.3%, with the change in the iron square lattice 2.8 Å on a side to a

rectangle 2.79/2.81 Å), and several works show that there is a strong dependence of

the electronic structure on small details of the lattice, in particular the height of the

pnictogen atom above the iron plane(115; 122). Additionally, it has been shown that

there is an enhancement of electron-boson coupling arising from orbital anisotropy(262),

behavior which is in contrast to lower mean Veld values for the estimate of such

couplings(103; 105). Further, the pnictide systems are very close to the Stoner criticality,

where even a small lattice distortion can have a large consequence to the magnetism in

the system(9).

The proposed mechanism indicates that other phonon modes may be involved in the

structural transition via a similar softening behavior(9). Modes that directly inWuence the

dynamics of the FeAs4 tetrahedra are being examined. Further, a coupling of acoustic and
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optical modes as is seen in other structural phase transitions(261) is not ruled out, and

requires further examination.
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Figure 6.2: Energy of transverse acoustic phonon as a function of temperature for
Q = (H − q,K + q) for H = K = 2 and q = (a) 0.15, (b) 0.12, (c) 0.10, (d) 0.08 in
orthorhombic reciprocal lattice units. Dotted line indicates TS . Error bars are statistical
errors propagated through Bose correction and peak averaging. Two softenings are
observed, one at TS and additional softening at low q at low temperature.
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Figure 6.3: a) Dispersion of TA phonon at 300 K, 140 K, 130 K, and 57 K. Dotted line
indicates a linear Vt to the 300K data. b) Central peak width as a function of q for T=300
K, 130 K, and 57 K. Heavy dashed line at E = 2.3 meV indicates the width of the Bragg
peak measured at Q = (2, 2, 0) T=130 K. Dotted line on 300 K data represents the Vtted
peak width. Error bars are statistical errors propagated through Bose correction and the
curve Vtting procedure.
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6.3 Phonons in Ba(Fe1−xCox)2As2

6.3.1 Phonon Softening

With the observation of phonon softening in BaFe2As2 described in 6.2 and commensu-

rate observation of the softening of the shear elastic constant of Ba(Fe0.92Co0.08)2As2, an

experiment designed to characterize the softening of the low energy phonon modes as a

function of doping was attempted.

Using IXS with an Ei of 21.5 keV, and energy resolution of 1.6 meV at BL35XU at the

SPring-8 synchrotron, the dispersion of the transverse acoustic mode of Ba(Fe0.92Co0.08)2As2

was studied as a function of temperature. Characteristic spectra are shown in Fig. 6.4a,

and the energy of the mode at q = 0.11 is shown in Fig. 6.4b.

The softening of the mode is very slight, consistent with the small value of the

softening observed in measurements of the shear elastic constant. One way the softening

of the shear elastic constant has been explained is through the coupling of nematic

Wuctuations to the lattice. If this theory is true, one would expect that the shear mode

to experience some softening. The ratio of elastic constant measurements at room

temperature and low temperature measured by Resonant Ultrasound Spectroscopy (RUS)

for the parent and the superconducting compound is 0.62−0.1
0.62

= 0.84, and for the

superconducting 0.32−0.28
0.32

= 0.13, for a total factor of 6. Thus, we would naively expect

the phonon softening to be a factor of 6 less for the superconducting compound from the

parent. The maximal softening of the TA mode in BaFe2As2 is 0.8 meV, reached at q =

0.1. The maximal softening for Ba(Fe0.92Co0.08)2As2 is 0.2 meV, a factor of 3.8.

The future for this work includes a repeat of this measurement, to conVrm the

presence of the softening. There is some doubt from the experiment, due to an issue with

non-reproducibility at the beamline at the time of the measurement, which was traced to

an error in the established setup. Repeating this measurement is crucial, as other phonon

measurements in the literature do not explore the low-q region in this fashion, and may

be missing some essential physics.
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(a) Characteristic IXS spectra of the TA mode of
Ba(Fe0.92Co0.08)2As2 for three temperatures. The
softening of the mode toward lower temperature is
very slight.

(b) The temperature dependence of the q = 0.11 com-
ponent of the TA mode of Ba(Fe0.92Co0.08)2As2. A
slight softening from high temperatures is observed,
with a minimum at the superconducting critical
temperature.

Figure 6.4: IXS spectra of TA mode of Ba(Fe0.92Co0.08)2As2.

6.3.2 Phonon Broadening

Phonon line shapes provide clues about the level of electron-phonon interactions in

a structure. A TOF INS experiment was carried out at the Cold Neutron Chopper

Spectrometer (CNCS) at the Spallation Neutron Source (SNS) to study the shift in phonon

energies as a function of temperature, but as a side oUering provided a mechanism to

measure the phonon line shape.

The sample was a single crystal array of Ba(Fe0.96Co0.04)2As2 crystals, four in total,

with a total mass of 4 g. The sample has TN = 60 K, and Tc = 11 K. The A1g mode of

Ba(Fe0.96Co0.04)2As2 was studied using an Ei of 25 and 37 meV, with energy resolution

1 and 1.5 meV at the elastic line. The phonon width changes (Fig. 6.6) as a function of

temperature, to where it was completely resolution limited below T=10K, and broader

beyond the resolution limit above T=10K. The broadening indicates that the phonon

lifetime is longer in the superconducting state. The broadening of the phonon above

Tc would indicate the presence of a stronger electron-phonon coupling in the statically

ordered but non-superconducting state. The dispersion has a sharply diUerent character

approaching the zone boundary between the two temperatures (Fig. 6.5), indicating an

enhanced interaction with spin-Wuctuations above Tc.
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Figure 6.5: Dispersion of As-mode as a function of temperature for the
Ba(Fe0.96Co0.04)2As2 sample (TN = 60 K, Tc = 11 K). There is a marked change in the
dispersion toward the zone boundary above and below the Tc.

Figure 6.6: Phonon line width as a function of temperature for the Ba(Fe0.96Co0.04)2As2

sample. The presence of a shorter phonon lifetime indicates stronger electron-phonon
coupling in the non-superconducting, magnetically ordered state. The experimental
resolution at the point of the measurement is 0.5 meV.
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6.4 Phonons under pressure in BaFe2As2

Using pressure, one can probe the mechanical response of a system to the external

stresses, andmodiVcations in the dynamic behavior can give important information about

the state of the system.

Using a diamond-anvil cell (DAC) to apply hydrostatic pressure, we studied the impact

of pressure on the phonons in BaFe2As2 using IXS with an Ei = 23.7 keV on a sample

approximately 60 µm thick. The pressure medium was He gas2. The sample was aligned

to allow probing of in-plane modes. The pressure was checked using Wuorescence from

a ruby included in the sample vessel, and all measurements were conducted at room

temperature. The primary result was the observation of a collapsed tetragonal (cT) phase

when the pressure was raised above 9.5 GPa, consistent with observations of cT phases

in CaFe2As2 and SrFe2As2. The lattice parameter changes are summarized in Tab. 6.1.

The calculation of the lattice parameters in the pressurized state is performed using the

change in the alignment reWections calculated in-situ after the change of pressure.

In changing the pressure on BaFe2As2 from ambient to 4 GPa, the phonons harden

substantively, averaging a change of 2-3 meV, consistent with results from NRIXS(138).

Changing from 4 to 10 GPa, and entering the cT phase, the impact is a slight softening of

some phonons, substantial reduction the scattering intensity of the c-axis phonons and

the splitting of high frequency in-plane phonon modes. The mode that is most impacted

is a high frequency mode near 38 meV which appears to split into two peaks (Fig. 6.7b).

The intensity in the As-As mode that appears near 25 meV at 4 GPa is substantially

reduced, indicating a loss of activation of this mode, due to the collapse of the magnetic

coupling (Fig. 6.7a). In plane modes at 10 meV and 15 meV soften slightly.

Addressing these results, we Vrst note that the softening and hardening of the

phonons with pressure can be understood with a changing force constant due to a

changing lattice parameter. The softening of the in-plane modes in the 10 GPa phase

is consistent with the reduction of the force constant caused by the increase in the a-axis

2The assumption that these conditions are truly hydrostatic is questionable.
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Table 6.1: Lattice parameters of BaFe2As2 as function of pressure at ambient
temperature. Ambient values taken from Rietveld reVnement data(3), and lattice
parameters under pressure calculated from alignment reWections in situ.

Parameter Ambient 4GPa 10 GPa

a (Å) 3.9625(1) 3.945(2) 3.985(1)
c (Å) 13.0168(3) 12.232(1) 11.66(2)

(a) Scattering intensity from IXS study on BaFe2As2
under pressure.
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Figure 6.7: Response of phonons in BaFe2As2 to the application of pressure. A cT phase
is reached when the pressure is raised above 9.5 GPa, resulting in the loss of scattering
intensity and shifting of phonon energies, and the splitting of the high energy mode near
38 meV shown on right.

lattice constant. The reduction in scattering intensity of the c-axis modes precludes a

precise determination of the energy, but the loss of scattering intensity shows the de-

activation of these modes with pressure, consistent with the collapse of the c-axis.

Next we postulate on the eUect of magnetism and the phonons. The cT phase is

found to be consistent with the loss of all magnetic character in CaFe2As2(242; 132). in the

ambient pressure calculation(106). The mode that appears to split at 38 meV in the 10 GPa

measurement corresponds to a mode where the Fe-As atoms are shearing out of phase,

modulating the volume of the Fe-As tetrahedron. If this mode splits, it reWects a lifting of

a systemic degeneracy. This may represent a number of things, including a lowering of

the system symmetry, or coupling of the magnetism and the lattice. The lowering of the
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symmetry, i.e., from tetragonal to orthorhombic, would imply the presence of additional

Bragg peaks, and additional splitting of phonon modes. Additional Bragg peaks were

sought, but not observed. Mode splitting is only observed in the 38 meV mode, leading

to the conclusion that the system remains tetragonal, but with a reduced c-axis constant.

If there is a coupling between the lattice and the dynamic magnetism in the normal state

driven by the Fe-As interaction, the quenching of this magnetic interaction will result in

the resulting in the splitting of the high energy mode.

6.5 Phonon DOS of BaFe2(As1−xPx)2

A number of quantities of interest can be obtained from the study of the phonon density

of states (DOS) of a system, in particular anharmonicity in phonon modes may be

detected. The phonon density of states of BaFe2(As1−xPx)2 was measured using INS and

Nuclear Resonant Inelastic X-ray Scattering (NRIXS) to study the impact on the phonon

system as a function of doping.

Three samples of BaFe2(As1−xPx)2, with x = (0.2, 0.33, 0.7), were measured using the

Wide Angular Range Chopper Spectrometer (ARCS) spectrometer, while an optimally

doped BaFe2(As1−xPx)2 composed with isotopically enriched 57Fe was studied at the

XX instrument at the Advanced Photon Source (APS). These sample conVgurations

represent an under doped compound with a magnetic and structural transition before

entering the superconducting phase (x = 0.2); an optimally doped conVguration with

no static magnetism (x = 0.33); and an overdoped phase with no static magnetism or

superconductivity (x = 0.7). Each sample was loaded into an extruded aluminum can

inside of a helium glovebox, and a seal of indium wire was used to isolate the sample

from the atmosphere. The samples were loaded into the bottom loading closed-cycle

refrigerator (CCR) at ARCS, which has a base temperature of 4K. Sample quantities,

critical and magnetic transition temperatures are presented in Tab. 6.2. The samples had

previously been characterized by neutron diUraction measurements, so lattice parameters

and impurity phases as a function of temperature are understood. All samples possess
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some percentage impurity of Fe2P, but the amount of impurity phase detected is less than

5% of the main phase in all cases, and amounts this low are unlikely to have substantial

impact on the DOS measurements.

Table 6.2: Parameters of BaFe2(As1−xPx)2 samples used in phonon DOS studies.

Parameter x = 0.2 x = 0.33 x = 0.7

Sample mass (g) 4.2 3.9 3.7
Tc (K) 4 K 30 K –
TN K) 120 K – –

From basic lattice theory, one would expect that the substitution of P for As results in

the shifting of some phonon modes to a higher energy. The data analysis is complicated

by the presence of an impurity in the x = 0.2 sample.

Debate about Fermi liquid theory, non-fermi liquid behavior in BaFe2(As1−xPx)2

persists. While no direct conclusions about this can be drawn from our DOS studies, the

development of the phonon frequencies as a function of doping may shed some additional

light on this topic.

Additionally, the superconducting resonance as a function of temperature was mea-

sured in the x = 0.2, 0.33 samples and found to be consistent with other superconducting

samples, following the relationship Er = 5kBTc.
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(a) x = 0.2, T = 2K (b) x = 0.33, T = 2K (c) x = 0.7, T = 2 K

(d) x = 0.2, T = 2 K (e) x = 0.33, T = 100 K (f) x = 0.7, T = 100 K

Figure 6.8: S(Q, ω) for BaFe2(As1−xPx)2, x = 0.2, 0.33, 0.7 at 2 K and 100 K.
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6.6 Spin excitations in Ba(Fe1−xCox)2As2

Magnetic Wuctuations as the source of electronic pairing is one of the schools of thought

regarding the mechanism of high temperature superconductivity. INS measurements of

a “resonant” spin excitation are oUered as supporting evidence for this phenomena. The

excitation is observed at the anti-ferromagnetic (AF) wave vector, the signal scales with

Tc, and is enhanced with the onset of superconductivity in the cuprate materials. In the

FeSC materials, the evidence of spin Wuctuations is present above the Tc for diUerent

materials, but is enhanced below Tc.(55) The presence of the resonant excitation is used

as evidence for the sign-changing s± state, where a strong resonance is indicative of

inter-band scattering at the AF wave vector(263)

Inelastic neutron scattering measurements (264)were conducted on a three-crystal

mosaic of Ba(Fe0.92Co0.08)2As2 at the ARCS spectrometer at the SNS and the HB-3 TAS

at High Flux Isotope Reactor (HFIR). Spin excitations had previously been observed by

Lumsden(55), but this work extended the study to a higher energy range to permit a more

direct comparison to the resonance phenomena seen in cuprates.

The sample was aligned to have the scattering plane in the (HHL) conVguration. At

HB-3, the incident energy was 30.5 meV, pyrolitic graphite (PG) Vlters were used to

reduce higher order contamination, and PG monochromators and analyzers were used

to prepare the beam. Final collimation produced a resolution of 3 meV at the elastic line.

At ARCS, an incident energy of 60 meV was used, producing an elastic line resolution of

4 meV.

The primary result of this work is to show that the spin excitation spectrum is

anisotropic in energy (Vgure 6.9a), which is distinct from the cuprate case where the peak

is narrower and more symmetric in energy(265). Anisotropic spin excitation spectra are

noted in Ni doped systems(266; 267). Additionally, residual scattering intensity persists

to relatively high energies and also to relatively high temperatures (Fig. 6.10a), with

evidence of the spin excitation signal still present at 200 K. The excitation has nearly zero
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(a) Spin excitation spectrum for
Ba(Fe0.92Co0.08)2As2obtained on HB-3 at HFIR.
Figure from(264)

(b) Width of spin excitation signal in the supercon-
ducting state of Ba(Fe0.92Co0.08)2As2 as a function of
energy. Fits are from pure gaussians, and error bars
are 1 standard deviation.

Figure 6.9: Observations of anisotropy in the spin excitation spectra of
Ba(Fe0.92Co0.08)2As2.

dependence on L, indicating a strong two-dimensional character, with the line width

increasing as a function of energy transfer (Fig. ??), indicating a dispersive excitation.

The presence of the resonance and the established scaling relationship between the

resonance energy and Tc shows that the physics of superconductivity of the cuprates and

FeSC are related. Nevertheless, the resonance appears independent of superconducting

gap symmetry, showing that the sign change of the gap is the crucial element to

producing the resonance in a repulsive pairing scenario. The anisotropy of the spin

excitation in energy remains unexplained in suXcient detail, but is used as a challenge to

the assertion that the resonance is a singlet excitation of the Cooper pairs(266).
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(a) Spin excitation for Ba(Fe0.92Co0.08)2As2observed
as a line of scattering intensity at Q = (0.5, 0.5, L).
This scattering intensity persists to high energy, and
also to high temperature. Figure from (264)

(b) Column intensity as a function of temperature.
Substantial scattering intensity still observed at
T=200K. Figure from (264)

Figure 6.10: Spin excitation scattering rod for Ba(Fe0.92Co0.08)2As2.

6.7 Magnetic phonons in BaFe2As2

Magnetically coupled phonons are detectable through judicious use of polarized neutron

scattering. One signal of strong spin-phonon coupling arises from an anomalous

enhancement of magneto vibrational scattering. The topic of exotic electron-phonon

coupling in superconductors has a long history. There are a number of theories in the

cuprates discussing the presence of anomalous phonon behaviors including softening and

renormalizations, as well as anomalous phonon eUects as potential drivers for dynamic

charge inhomogenities due to localized changes in the behaviors.

What is fundamental to the study presented here is the detection of a spin-phonon

coupling that would contribute to a dynamic adjustment of the local magnetization. In

such a scenario, a phonon results in a local modulation of the spin density, the result of

which is the switching the spins dynamically from the minority to majority band. Such

phenomena are detected in two ways - observation of an interference term between the
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magnetism and phonon spectra in the polarized neutron analysis, and the mismatch of

the dynamic and static form factors.

Due to the strong experimental and theoretical dependence of the static Fe-As

distance on observables like the magnetic moment, natural candidates to look for

evidence of spin-phonon coupling included any phonon mode that served to modulate

the local environment of the iron atoms. Several phonons which are observable by

Raman spectroscopy were determined theoretically and Vt to measured phonon DOS

using neutron scattering(110). Three of these phonons are also shown in dynamical

mean-Veld theory (DMFT) to result in modulation of the electronic DOS at the Fermi

surface, so are of particular interest. Using the results from anapert3, we can also explore

phonon modes using INS or IXS.

Although the evidence against electron-phonon coupling as a primary mechanism for

the superconducting pairing in FeSC began to build early(103; 252; 104), so did evidence

of phonon anomalies. Raman scattering observed the softening of high energy modes,

INS studies on the phonon density of states (pDOS) present evidence of anomalous

modes(139; 110), and also some softening behavior. Explicit inclusions of magnetism are

required to reproduce phonon spectra measured with IXS(106) and INS(110; 157) In the

light of the mounting evidence, the connection between phonons and magnetism was re-

evaluated, and found to be strongly enhanced when speciVc coupling matrix values were

evaluated, high enough that the role of unconventional electron-phonon coupling could

not be neglected(105). Recent work with fast-pulsed probe spectroscopies show that the

spin-density wave (SDW) order in BaFe2As2 can be melted, and then renormalizes with a

frequency equal to that of the A1g phonon mode(19). The A1g mode depicts an oscillation

of the As atoms against the Fe plane, and is predicted to modulate the spin density close

to the Fermi surface(110)

Using the TOF INS ARCS spectrometer at the SNS we observe the signature of three

signals that have substantial intensity dependence with temperature, shown in Fig. 6.12.

3anapert is a program that performs phonon eigenvector calculations based on DFT results, and was
written by Rolf Heid at Karlsruhe Institute of Technology. anapert allows the user to calculate the phonon
eigenvectors at arbitrary Q, and away from high symmetry positions.
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Figure 6.11: Demonstration of A1g phonon mode, and the modulation of the electronic
density close to the Fermi Surface in BaFe2As2. Figure from (19).

Figure 6.12: Dispersion plot depicting the temperature diUerence in scattering intensity
for two of three phonon signals that are directly modulating the Fe-As tetrahedra in
BaFe2As2. Each data series depicts a cut through the collected data set, and the error bars
are one standard deviation. Data series are oUset for clarity, with increasing central value
of H . Data sets have been corrected for thermal population factors.
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Using the polarized TAS instrument at the HFIR, and the Orphee reactor at the

Laboratoire Léon Brillouin (LLB) we have investigated the presence of a weak magnetic

signal in the BaFe2As2 (BFA) system. This signal is present at Q = (11L), an presents a

weak L dependence.

To fully distinguish the presence of spin coupling to the phonons, full neutron

polarization analysis is required4 The Vrst test used the 3He polarized TAS at the NIST

Center for Neutron Research (NIST), where we attempted to measure the magnetic

component of the A1g mode using a single crystal array of Ba(Fe0.96Co0.04)2As2. The

sample was a 4 crystal array, with crystals co-aligned in the HHL scattering plane. The

crystals were aXxed to aluminum plates, and the aluminum plates were embedded in an

aluminum base piece painted with Gd2O3 to reduce the scattered neutron background.

Temperature control was performed with a standard orange cryostat. BT-7 is a double

focussing graphite monochromator with graphite analyzer, with no sapphire fast-neutron

Vlter in the pile. 3He polarization cells were set up on ki, and Mezei Wippers were installed

on ki and kf , and a graphite Vlter was used on kf to reduce the eUect of the higher

energy contamination from the incident beam. The polarization eXciency for the 3He

system is strongly time dependent, but the Wipping ratio was maintained in the range

of 10-20. Measurements were carried out with a Vxed Vnal kf . All measurements were

conducted in the Q‖ P conVguration, ensuring that all magnetic scattering is spin-Wip

scattering. The BT-7 setup includes a number of door detectors, which are useful in

understanding spurious signals resulting from various elastic scattering processes. We

were able to conVrm the presence of one magnetic signal at Q = (117) near E = 21

meV (Fig. 6.13, when performing the magnetic analysis using a Wipping ratio estimate

of 8 and a background level of 10 counts per monitor unit. Both of these estimates are

conservative. This point in Q space corresponds to the nuclear zone center, and magnetic

zone boundary of Ba(Fe0.96Co0.04)2As2, and to a phonon which shears the As and Fe atoms

in opposition, as shown in Fig. 6.14. The phonon signal is very weak in the non-spin-

Wip (NSF) channel, which is unsurprising as it has a small structure factor. The presence

4See Sec. 4.5.

144



Figure 6.13: (left) SF and NSF signals from Ba(Fe0.96Co0.04)2As2 at Q = (117) at 14K as
measured at NIST. (right) calculated magnetic signal applying a Wipping ratio of 8 and a
background level of 10 counts per monitor unit.

of the spin-Wip (SF) and magnetic signals therefore directly indicates the presence of an

anomalous coupling between the spin and lattice channels that is only able to be detected

via polarized analysis.

To conVrm this result, inelastic polarized neutron studies were carried out on a single

crystal array of BaFe2As2 at the Orphee reactor at the Laboratory Leon Brillouin. The

sample is a 9 crystal array of BaFe2As2, aligned in the HHL scattering plane, total sample

mass about 4 grams. The sample pieces are mounted aluminum posts with Al wire,

and then the posts are mounted in Al blocks. The Al blocks are surrounded by boron

nitride shielding pieces. The sample was aligned on the (008) and (110) Bragg peaks.

The 2T1 setup at Orphee consists of a standard triple axis with double-focussing Heusler

monochromator and analyzer, a beam monitor is placed on ki, and a Mezei Wipper is

installed on kf . All measurements are conducted with a Vxed Vnal kf=2.662Å−1. The

crystal is mounted in a displex capable of reaching 3K. The sample guide Veld is capable

of providing neutron polarization Veld in the conVgurations H‖ Q, H‖z, and H‖y.

Using longitudinal polarization analysis and the assumption of perfect polarization

anti-parallel to the guide Veld, the Veld conVgurations and measured cross sections are
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Figure 6.14: Representation of phonon activity at Q = (119), E = 25 meV, showing the
shearing modulation of the Fe-atoms. (Fe - Blue, As - magenta, Ba - green.)

given in Tab. 6.3. In the table, the interference terms refer to scattering due from phonon-

magnon interactions. These can create polarization along the direction of the magnetic

interaction vector, but generally cancel when the phases diUer by a factor of π/2.

Table 6.3: Field conVgurations and measured cross sections for spin Wip and non-spin
Wip scattering from a perfectly polarized beam oriented anti-parallel to the guide Veld.
Interpreted from (4).

Field State Spin Flip Non Spin Flip

H‖ Q Mz +My phonons (no magnetic scattering)
H‖z Mz phonons +My + interference terms
H‖y My phonons +Mz + interference terms

And using equations:

Background = Ix − Iy + Iz (6.3)

M = 2Ix − Iy − Iz (6.4)

and

146



Ij = ISFj −
INSFj −BG

FR
+BG (6.5)

where j goes over the three applied Veld directions, and FR indicates the Wipping

ratio of the setup. BG indicates the estimated background subtraction, which the FR

should not be applied.

Using the linear background estimate from Eq. 6.3 above, we analyze the scattering

component from the three diUerent Veld conVgurations, and these are shown in Fig. 6.15.

The results are shown in Fig. 6.16 for the low temperature case, and in Fig. 6.17b above

TN . The corrected data clearly indicate the presence of a magnetic coupling above TN for

the 22 meV As mode that modulates the volume around the iron atoms. The presence of

a clear magnetic signal at the low temperature is less obvious, but there is conVrmation

that the increased scattering intensity observed from the ARCS experiment has a SF

component. To fully determine whether this intensity increase is magnetic in origin

will require a more thorough polarization analysis.

In conclusion, the study conVrmed the existence of a magnetic excitation near 22

meV at the 11L, L=odd position, corresponding to the phonon mode where the As atoms

are transiting perpendicular to the iron plane. The eUect of this mode is to distort the

local iron environment directly, enabling a dynamic switching between the high and low

spin state. The signal has temperature dependence, and there is also conVrmation of a

previous ARCS study showing an increase in scattering intensity for a mode at 25 meV at

low temperatures.

The future for this work will include mapping the dispersion of these anomalous

features, and determining the extent of the coupling among diUerent modes in the system.

To do so will require a substantial amount of polarized neutron beam time at a facility

capable of performing full polarization analysis, and proposals are in preparation for

continuation at the Institut Laue-Langevin (ILL) and NIST.
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Figure 6.15: NSF, SF, background, background estimate, and corrected intensity for the
three Veld conVgurations at base temperature, zoom of the corrected intensity for each
conVguration shown on the right..
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Figure 6.16: Calculated magnetic intensity at base temperature using Eq. 6.4.

(a) SF intensities for the three Veld conVgu-
rations at T=150K.

(b) Magnetic signal near 22 meV, showing
the direct presence of a magnetic contribu-
tion to this volume-modulating mode above
the TN of the sample

Figure 6.17: SF scattering intensities at T = 150K on BaFe2As2.

149



6.8 Synthesis of Dynamic Studies

There are a number of experimental results presented here, so we now establish a

collective interpretation of these data. The interplay of the lattice and the magnetism

are demonstrated clearly in the IXS and INS studies. In the IXS study on the softening

of the TA mode, we observe a range of softening for the mode, making the magneto

structural transition in this system distinct from a canonical “soft-mode” transitions, the

hallmark of which is sharp softening at a speciVc wave vector, and a non-recovery of the

phonon mode below the transition temperature. We clearly demonstrate that the phonon

mode goes soft at a range of q values, and then recovers most of its energy. The link

to magnetism in this case is that the local lattice distortions demonstrated in Sec. 5.2

directly represent a coupling between the spin and lattice. Above TN , the system exhibits

broad quasi-elastic signals at the AF wave vector in inelastic neutron studies (12; 268),

indicating retention of strong in-plane medium-range spin order in the paramagnetic

state in spite of a loss of inter-planar correlation. As the temperature of the system is

lowered toward TN , the spatial range of spin correlation increases and the Wuctuation

frequency is lowered. Thus spin correlation couples with the lattice, resulting in local

distortion. This eUect is represented by the softening of the transverse phonon mode

near TN . (21) The softening occurs over a Vnite range of inelastic momentum transfers

q, so the correlation length of the Wuctuations never diverges as in the standard second-

order phase transition. Indeed this transition has Vrst-order signature (269; 268; 270),

suggesting the local nature of the transition. Further, the resulting increase in the

magneto-structural transition temperature by compressing the orthorhombic b-axis(153)

is naturally explained by this model. Applying uniaxial strain to the b-axis induces partial

de-twinning, resulting in the increase in the volume fraction of the twin with one sense

and the intensity of the magnetic diUraction peak.

Additionally, systematic diUerences in the magnetic moment from neutron diUraction

are observed in BaFe2As2 as a function of cooling temperature. As observed in Ref. (143),

the level of hysteresis in the magnetic transition is highly sample dependent, in addition
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to depending on the rate of cooling used in the experiment(152; 271; 269), highlighting

the instability of the formation of the magnetic structure in these systems.

Fundamentally, there are two energy scales of consideration in the pnictides, a point

of growing consensus, as demonstrated by Liu(267), Yin(114) and colleagues. The low

energy component, under 100 meV is sensitive to doping of carriers, while the high

energy component is insensitive to doping. The high energy spectra look identical,

leading to the calculation of nearly equivalent total moments(267). The major implication

of these Vndings is that the high energy component is set for the system, so small details

of the low energy spectra dominate the particular state selection, and these low energy

details are dominated by the local structural variations of the system. The local atomic

disorder demonstrated in BaFe2As2 and doped systems shows that local disorder in the

FeSC is intrinsic to these systems, driving the low energy physics in these materials.
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7
Conclusions

The main theme of this work is that the lattice complexity gives rise to unexpected

eUects. At the most fundamental level, high temperature superconductivity (HTSC) in the

iron-based superconductors (FeSC) represents one entry into a unique class of complex

materials: those that experience a fundamental structural frustration that results from

the interplay between lattice and spin degrees of freedom available to the system.

This work presents a number of Vndings. The Vrst is that the local structural

distortions in BaFe2As2 present a mechanism by which the static magnetic moment may

be modiVed. The structural distortion also shows that the magneto-structural phase

transition in BaFe2As2 is localized and driven by a coupling between the spin and the

lattice. The softening of the phonon modes in the parent compounds occurs in such a way

as to prevent the development of inVnite correlations at the structural phase transition,

and this behavior begins well above the transition temperature. The second is that local

structural distortions in doped FeSC show evidence of structural distortion up to room

temperature, casting doubt on the long range stability of the structure against Wuctuations

in the paramagnetic state. The third is that the coupling between the lattice and magnetic

degrees of freedom can be seen in the phonon spectrum, through the splitting of high

frequency phonon modes in the collapsed tetragonal (cT) state, and the direct observation

of spin-phonon coupling through inelastic neutron scattering.

Several of these observations are new. The Veld of high temperature superconductiv-

ity is dominated by the study of magnetic phenomena and purely electronic eUects, so
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lattice eUects have been relegated to something of an unimportant detail. However, this

work shows that the subtle eUects of the structure are central to the nature of several

questions in high temperature superconductors. In these systems, the local distortions

result in local environments that are distinct in the solid, resulting in distorted and in

extreme cases ambiguous descriptors for the long range behavior. These eUects, arising

from a strong coupling between the lattice, spin, and possibly orbital degrees of freedom

are pronounced, and are likely to contribute to the source of the superconducting pairing

in these materials.

An important distinction to draw here is the impact of the long range and local

behavior on a system. The long range, average behavior determines the high energy

phenomena in materials, giving us our understanding of the band structure and the

fermiology. Local structure determines the low energy physics, which sets the scale

for eUects that are observable to humans, such as electron-phonon coupling and

superconductivity. Superconductivity is a low energy phenomena, and its solution will

be determined by exploration of low energy physics, and local structure and phonon

anomalies are crucial to understanding these points.

The results presented require the consideration of static atomic displacements in

structures and systems, and the explicit inclusion of spin-lattice eUects into further work

in this area. In the immediate term, the future for this work is to continue to investigate

the extent of structural disorder on FeSC, and relate these discoveries to Vndings that

are made possible by other experimental techniques, i.e. ultrafast laser spectroscopy

and tunneling microscopies, which already have shown substantial evidence of local

inhomogeneities and complex lattice eUects. Another promising avenue is to relate these

eUects to other types of HTSC, namely cuprate materials. The frontier for this work

is to create tractable computational models to capture these eUects, to harness these

results to aid the development eUort to build predictive models of high temperature

superconductivity.
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