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We report the magnetic phase diagram of an itinerant-electron ferromagnetic system,
U(Co,_4xOs)Al, derived from the AC susceptibility and DC magnetization. The quantum
phase transition point at which the ferromagnetic transition temperature becomes 0 K is es-
timated to be located at ~ 0.004. The tricritical point is also estimated to be located at

X ~ 0.0065 T ~ 11 K. We also observed a non-Fermi liquid behavior near the quantum
phase transition point: the temperatufg dependence of the electrical resistivip) (n the
paramagnetic region jso T%/2 rather tharp o« T*3 that is predicted at the quantum critical
point. TheT*2 dependence is observed in some other itinerant-electron magnets, e.g., ZrZn
and MnSi. We discuss the possible mechanisms applied to these compounds.

1. Introduction

Quantum criticality is one of the most intriguing phenomena in solid state physics. Novel
quantum states such as unconventional supercondudiivion-Fermi liquid (NFL) behav-
ior,? and exotic ordered stafe8 are often found near the border of magnetic order. In
the itinerant-electron ferromagnetic system, the ferromagnetic state can often be suppressed
by applying pressure. In many compounds, the ferromagnetic transition températiee
creases with pressure and the transition changes from a continuous to a discontinuous (first-
order) one at a tricritical point (TCP). With further pressure applicafilgnpecomes 0 K at
P, corresponding to the quantum phase transition point (QPTP). In addition, the magnetic
field (H) discontinuously induces a polarized (ferromagnetic) state, that is, a metamagnetic
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transition starts to appear above the pressure of the P&)( The first-order metamagnetic
transition ends at a critical temperaturg and changes to a crossover abdve

This phase diagram is qualitatively explained by the theory consideringtdet ef spin
fluctuations>® However, the nature of the quantum phase transition is still unclear. The self-
consistent renormalization (SCR) theory predicts characteristic tempergjudegendences
in several physical quantities near the magnetic instaBilfpwever, some itinerant-electron
ferromagnetic compounds show dfdrent temperature dependence. For example, the elec-
trical resistivities p) of ZrZn, and MnSi behave gs« T%/? just aboveP,, although the SCR
theory predictp o T2 at the quantum critical point (QCPY) This implies that the mag-
netic fluctuation in the vicinity of the QPTP isfterent from that at the QCP. To elucidate
the physical nature of the QPTP, it is important to explore more examples. However, most
examples need to apply high pressure to reach the QPVWRjch severely limits the experi-
mental methods. Therefore, we focus on searching a substituted system that exhibits unusual
spin fluctuations.

UCOoAI with the hexagonal ZrNiAl-type crystal structure (space grB6@m, No. 189) is
one of the compounds exhibiting the above-menticfigd-P phase diagrant 2 At ambi-
ent pressure, UCoAl shows a metamagnetic transitien®6é T3 T, is~ 11 K and reaches
0 Kunder hydrostatic pressure. Although the ground state of UCoAIl is paramagnetic, uniaxial
pressure along the-axis‘*1® or few percent of elemental substitution, such as Fe, Ru, and
Os for Co, induces ferromagnetisi!® Therefore, the QPTP can be reached by applying
uniaxial pressure or changing the concentratxoof the elemental substitution. Consider-
ing the relatively low metamagnetic transition field, UCoAI is considered to be close to the
QPTP, which is an experimental advantage on investigating the nature of the QPTP. Indeed,
the phase diagrams in the vicinity of the QPTP are revealed in §566R0010)Al and an
isostructural compound URhAI by applying presstfré? The electrical resistivity is inves-
tigated for these compounds. In this paper, we focus on the recently composed, Q&)AI
system? and report a detaile@-H-x phase diagram and electrical resistivity at low temper-
atures down to 20 mK.

2. Experimental Procedure

Single crystals with the nominal composition U(@EC@s)Al (X =
0, 0.002 0.005, 0.010, and 0.020) were grown by the Czochralski pulling method in a
tetra-arc furnace. Except for= 0, we obtained the samples from the same rods grown in a
previous study? The detailed procedure of the crystal growth of the Os-substituted samples
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Fig. 1. (Color online) Magnetization curves of U(€QOs,)Al.

is given in the literature. The obtained ingots were cut into rectangular shapes. The typical
dimensions of the samples were approximately d-@xis) x 3.0 @*-axis) x 1.0 (c-axis)
mm?® (about 30 mg mass). For UCo0AI, the residual resistivity and its ratio were.kcan
and 10, respectively, when the curréntas applied along the hexagorétaxis.

Static magnetization was measured using a Magnetic Property Measurement System
(Quantum Design Inc.). The resistivity measurement down to 20 Iinka() was performed
by a conventional four-probe method ifttde cryostat and a dilution refrigerator. AC suscep-
tibility measurement was performed by a conventional mutual inductance method. A modu-
lating field was superimposed on the static magnetic field. The frequeaicgt the amplitude
ho of the modulating field were 23 Hz and 2 Oe in the samplexfer 0.005 and 23 Hz and
0.98 Oe in the others. A static magnetic fieltl/ (c) was applied by a superconducting mag-
net. The &ect of the remnant field of the superconducting magnet was corrected within an
accuracy of 0.005 T. The demagnetizatidieet was omitted in all measurements.

3. Results and Discussion
3.1 Magnetization

The magnetization curves of U(€QOs)AIl are shown in Fig. 1. The results are in good
agreement with previous repotts!® 22 The agreement suggests that the inhomogeneity of
the Os composition in the single-crystal rods is negligible. ¥er 0 and 0.002, the first-
order metamagnetic transition was observed at low temperatures [Figs. 1(a) and 1(b)]. The
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Fig. 2. (Color online) (a) Modified Arrott Plot and (b) determination of the critical indéxfor
U(Cp.9800%.020)Al. The lines are guides for the eyes.

transition clearly shows a hysteresis. With increasing temperature, the hysteresis disappears
and the metamagnetic transition changes to a crossover. In generalfficigitio determine
the first-order transition point precisely when hysteresis exists. Here, we defined the metam-
agnetic transition fielddM as the midpoint of the peak fields @M,p/dH anddMgown/dH,
whereM, andMgouwn are the magnetizations for increasing and decreasing the magnetic field,
respectivelyHM(T) decreases with increasing

For x > 0.005, spontaneous magnetization was observed at low temperatures [Figs. 1(c)—
1(e)]. Among these samples, the magnetization curves fer 0.005 are diferent from a
conventional ferromagnetic behavior; an “S”-shaped increase, indicating a transition or a
crossover, exists in the temperature range of 8-18 K. Interestingly, the spontaneous magne-
tization and metamagnetic transition are successively observed at 8 and 10 K. At first sight,
this seems to be inconsistent with the expected phase diagram mentioned in the introduc-
tion. However, such a magnetization curve is possible when the ferromagnetic transition is
of the first order. The ferromagnetic phase coexists with the paramagnetic one in which the
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metamagnetic transition occurs with increasing magnetic field. Although the hysteresis at the
metamagnetic transition was not obvious in the DC magnetization curves, a finite energy loss
due to the magnetic hysteresis is observed in the AC susceptibility, as will be shown later
[Fig. 5(b)]. This hysteresis is evidence of the first-order nature of the ferromagnetic transi-
tion. The samples fox = 0.010 and 0.020 show a conventional ferromagnetic magnetization
curve without a metamagnetic behavior [Figs. 1(d) and 1(e)].

From the magnetization data, we tried to deternfigéor the ferromagnetic samples ¢
0.005). However, thé1? vs H/M plot (Arrott plot) for each sample was not linear, indicating
that the mean-field approximation is not applicable to this system. Then, we applied the data
to the so-called modified Arrott pld® which can determine the critical indicgsandy in
addition toT¢. The data forx = 0.020 exhibits a set of parallel lines in this plot, as seen in
Fig. 2(a).8 = 0.33, y = 1.0, andT¢ = 25.00+ 0.02 K are obtained for this sample. We also
estimated the critical indexfrom the log-log plot ofM(H) at T¢ as shown in Fig. 2(b). The
obtaineds = 4.18 satisfies the scaling relation= 1 + y/B within experimental error. These
critical behaviors indicate that the ferromagnetic transitiox ia 0.020 is not of the first
order but of the continuous one.

The obtained combination of the critical indices is quitéatent from the well-known
universality classes such as for the mean field mglel .5, y = 1, andd = 3) and that at the
tricritical point (8 = 0.25, y = 1, ands = 5),2% or for the 3D Ising modeld ~ 0.33, y ~ 1.24,
ands ~ 4.79)2% v in x = 0.020 corresponds to the mean field value, while thosg arids
support the 3D Ising model. Considering the strong magnetic anisotropy in this system, the
3D lIsing type is favorable. The filerence iny may indicate that unusual critical fluctuations
sensitively #&ect the magnetic susceptibility ~ (T — T¢)™. It is interesting to note that
almost the same set of critical indices is obtained for LJ®@éhich is an itinerant-electron
ferromagnetTc = 52 K) at ambient pressure and can reach the TCP and QPTP with pressure
application?®

Unlike in the case ok = 0.020, no combination of indices could make a set of parallel
lines in the modified Arrott plot fox = 0.005 and 0.010. As fox = 0.005, the metamagnetic
behavior of the magnetization is probably the main reason for the failure. A similar tendency,
but less obvious, might also existxat 0.010.

3.2 AC susceptibility
AC susceptibility is a useful tool for the determination of the ®PThe real pary’ in
a paramagnetic state gives the magnetic susceptibiMydH, while the imaginary part”
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measures the energy loss due to the hysteresis of magnetization.

The results of the AC susceptibility measurementsxfer 0.002 are shown in Figs. 3-5.
The behaviors of’ andy” for x = 0.002 were qualitatively the same as those for UCHAI.
We determined the metamagnetic CP using the same definition as Ref. 12: the point where
x”(T) vanishes ang’(T) peaks. We obtainedl’{;, H,,) = (9.8« 0.3 K, 0.57+ 0.04 T) for
x = 0.002, which is indicated by white stars in Fig. 3.

The same definition of the critical point should be applicable to the ferromagnetic transi-
tion in principle. Forx = 0.020, the peak temperature{T, 0 T) is in good agreement with
Tc determined from the modified Arrott plot (Fig. 4). Howevef, does not disappear &t
but remains at higher temperatures. The reason for the finite energy losslalievet clear.
Forx = 0.010, since we could not determiiig from the DC magnetization, we definéd as
the peak temperature ¢f(T) and obtained ¢ = 16.7+ 0.4 K. The behaviors gf’ andy” for
x = 0.010 are qualitatively the same as thosexXer 0.020, suggesting that the ferromagnetic
transition is still continuous. Both samples show shoulder structurgsand y”. Because
no anomaly was observed in the static magnetization at the corresponding temperature, this
may be a specific property reflecting a dynamical magnetic behavior of these compounds.
We note that a similar shoulder structureyinis also seen in the U(GoRU,)AI system??)
By applying a magnetic fields’ andy” rapidly decrease as shown by the dashed lines in the
figure.

The contour maps of the AC susceptibility fore= 0.005 are shown in Fig. 5. The metam-
agnetic transition fieldH, is also plotted. HerelY, is defined as the peak field f(H). H,
mostly corresponds tbiM. Apparently,y’ becomes maximum at a finite magnetic field and
¥ vanishes at the same point. These are signatures of a metamagnetic CP. We determined
the location of the CP to be (1140.7 K, 0.20+ 0.05 T) by the same definition mentioned
above. The existence of the CP indicates that a first-order metamagnetic transition should
occur belowT,,. We estimated the metamagnetic transition line by fitting the data points of
HY by the equatiorHy, = a+ bT?(a, b : const),?® as shown in Fig. 5. As the extrapolated
metamagnetic transition line crosses Thaxis, the ferromagnetic transition at O T should be
of the first order. In this case, we cannot ysdor the determination of c. This is because
the susceptibility does not diverge at the first-order ferromagnetic transition point owing to
the coexistence of ferromagnetic and paramagnetic compoffehte then defined ¢ as
the intersection of the metamagnetic transition line andTtfeis. The obtained¢ is 7.0
+ 0.6 K, which is lower than the peak temperaturg/dfT,0 T). A long tail of y”’(T,0 T) is
also seen above 10 K. The coexistence region seems to extend to higher temperatures. Such a
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Fig. 3. (Color online) Color plots of the real payt and the imaginary pagt” of the AC susceptibility for
U(Cop.9980%.002)Al. The plots are constructed by interpolating the results of temperature sweeps at static fields.
The white star indicates the metamagnetic critical point. The black dots repté¥erithe dashed lines are
guides for the eyes.
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Fig. 4. (Coloronline) AC susceptibility of U(CaxOs)Al (x = 0.010 and 0.020) as a function of temperature.
Tc is indicated by the arrows. Note that we cannot simply compare the amplitudes of the two Os concentrations
because of the ffierent shapes of the samples.

coexistence is microscopically confirmed by #€o0-NQR measurement in a similar system
U(Coo gsoF€n.020Al. 3

We constructed th€-H-x phase diagram shown in Fig. 6 from the DC magnetization and
AC susceptibility results. The obtained phase diagram is almost consistent with the schematic
one previously determined by the DC magnetizaf®in this study, we determined continu-

ous phase transition lines, indicated by the single lines in Fig. 6, more precisely owing to the
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Fig. 5. (Color online) Color plots of the real pagyt and the imaginary pajt” of the AC susceptibility for
U(Cop.9950%.005)Al. The plots are constructed by interpolating the results of temperature sweeps at static fields.
The white star indicates the metamagnetic critical point. The black dots repksemhe dashed lines are fits

to HY, (see text).

AC susceptibility measurement. Since the metamagnetic transition is observed 905
and is absent fox = 0.010, the TCP should be located withird05 < x < 0.010. We esti-
mated the location of TCP from the extrapolation of the critical fldig(x) to the zero field
(inset of Fig. 6). The estimated concentratiggp is 0.0065 and the corresponding transition
temperaturdtcpis 11 K. The quantum phase transition potgtwhereTc vanishes, locates
within 0.002 < x. < 0.005. We estimated. ~ 0.0035 from a smooth extrapolation &(X).

3.3 Electrical resistivity

The temperature dependence of the electrical resisfivissshown in Fig. 7. Fox =
0.010 and 0.020, the resistivity shows a kinkTat For x = 0.005, on the other hand, the
kink temperaturer 11 K is higher thanlc ~ 7 K determined from the DC magnetization.

It corresponds rather to the peak temperaturg’¢f). This difference is again due to the
ambiguity of T¢ of the first-order transition. Fox < 0.002, no drastic change in the slopes

was observed down to the lowest temperature, suggesting the paramagnetic ground state of
these samples.

Figure 8 shows the resistivity plotted agaifigt For the samples with the ferromagnetic
ground statex > 0.005), a linear dependence BAis seen in a comparatively wide tempera-
ture range. In contrast, the linear region does not exist or is quite limited for the samples with
the paramagnetic ground state< 0.002). By forcibly fitting the resistivities to th&? law,
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Fig. 6. (Color online)T-H-x phase diagram of U(GokOs\)Al. The single and double black lines indicate
continuous and discontinuous transitions, respectively. The red (light gray) planes indicate the metamagnetic
transition planesT¢s for x = 0.020, 0.010, and 0.005, indicated by the closed circles, are determined from the
modified Arrott plot, the peak of'(T), and the extrapolation df,, respectively. The metamagnetic transition
fields indicated by the red (gray) squares are determined H@rfor x = 0.005, and fromHM for x = 0 and

0.002. The black squares indicate the CP of the metamagnetic transition. The gigta<drD is mirrored from

that inugH > 0. (Inset)x dependence of the metamagnetic critical fidlgl The line is fit to the data.

p = po + AT?, wherep, andA are the residual resistivity antlcodficient, respectively, we
obtain theT? region indicated a%* in the T-x phase diagram (Fig. 9).

The x dependence of tha codficient is shown in the inset of Fig. 8. Thecodticient
at 0 T is enhanced from = 0 towardsx. and abruptly decreases aboweA similar behav-
ior of A'is also reported in the pressure dependence of an isostructural ferromagnet URhAI
and U(C@g90R W 010)Al, whose magnetic order vanishes under pres§if€.The A coefi-
cient in the polarized (ferromagnetic) state is smaller than that at O T, probably indicating
the diference in the density of states between the paramagnetic and induced ferromagnetic
states’!)

The behavior of the resistivity in the paramagnetic state (x.) suggests a breakdown
of the canonical Fermi liquid (FL) description in a wide temperature range. Th& Acie-
pendence of the electrical resistivity is often observed near QCP, at which strong magnetic
fluctuations &ect the interaction between conduction electrons. According to the SCR the-
ory, the exponenh in p — po o T" should be B rather than 2 in the presence of the 3D
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Fig. 7. (Color online) Electrical resistivity of U(GaxOs,)Al.

ferromagnetic fluctuatioR. Indeed,n ~ 5/3 was previously reported for pure UCoXI3?
However, as we have shown in Sect. 3js not a QCP but a QPTP since the transition
at x. is of the first order. Therefore, we should analyze the temperature dependence of the
resistivity more carefully fox < x..

Figure 10(a) shows resistivity as a functionTof® below~ 6 K for x = 0 (pure UCoAI).
A good linearity is seen at temperatures down to 1.7=K2(4 K>3), which is consistent
with a previous repo? However, the data at lower temperatures deviates from the line.
Alternatively, theT %2 plot of the resistivity exhibits a better linearity than fh#? plot down
to the lowest temperature we measured, as shown in Fig. 10(b). The resistixity 00002
also behaves gs « T%? in a slightly wider temperature range than that in UCoAI [Fig.
10(d)]. TheT?®?2 region is indicated by ** in the T-x phase diagram (Fig. 9).

4. Discussion

The T%2 dependence of the resistivity, namely, the NFL behavior, near the border of
ferromagnetism is also observed in other materials, such as®Nami ZrZn,® as mentioned
in the introduction. NJAI is also reported to show the same temperature depend@rce.
MnSi, the partial ordering of the conduction electron is revealed in the NFL ré@inT /2-
law is theoretically introduced taking into account the possible columnar fluctuations of spin
textures with the partial order of the#®,and the relationship between the NFL behavior and
topologically nontrivial spin vortices, namely, skyrmion, as the most plausible spin texture,
is experimentally revealet. The skyrmion lattice generally requires chirality in the crystal
structure. However, the crystal structure of UC0AI is not chiral although it lacks an inversion

center. Therefore, the NFL in U(@QOs,)Al cannot be explained by the same mechanism
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Fig. 10. (Color online) Electrical resistivities of = 0 [(a) and (b)] and 0.002 [(c) and (d)] plotted against
T53 [(a) and (c)] andT ¥2 [(b) and (d)]. The dashed lines are fits to the data in the temperature ranges of 7—10
K [(a)] and 1-2 K [(b) and (d)]. The fitted lines are slightly shifted vertically for clarity.

proposed in MnSi.

As for ZrZnp, the dfect of antiferromagnetic fluctuation, which is theoretically predicted
to caus€l ¥? dependence in the resistivityis discussed. The existence of the short-range an-
tiferromagnetic ordering is deduced from the “negative” slope of the metamagnetic transition
line in theH-T phase diagram and the nested Fermi surfé@é¢sowever, in U(Cq_,Os)Al,
no signature of antiferromagnetism has been found thus far. Searching for an antiferromag-
netic correlation might be interesting.

Recently, aT *? behavior of the resistivity has been theoretically derived for ferromag-
netic metals with weak disord&?. This can be applied to a partial ordering state of ferro-
magnetism possibly realized near the first-order transition line of the ferromagnetic phase. In
such a state, the magnon-mediated scattering of electrons among exchange-split Fermi sur-
faces yields a peculiar temperature dependence of the scattering rate. To verify this scenario,
the partial order of the ferromagnetic phase should be observed. Comparison with the tem-
perature dependence away from the first-order transition line or the QP TP will also be useful.
An application of pressure for UCoAl will be appropriate for the comparison. Unfortunately,
however, the previous resistivity measurements of UCoAI under prééséreere instfi-

cient to derive the precise temperature dependence at low temperatures. This issue is left for
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further study.

A non-T? dependence in the paramagnetic phase near the QPTP is also observed in
other isostructural compounds, e.g., Yghl,os at ambient pressure and URhAI and
U(Cp990RWp010)Al under pressuré? 2138 URhAI showsn = 1.6-17, which is close to
5/3, while the other two compounds exhibit ~ 3/2. The NFL @ = 3/2) behavior
may be characteristic of the base compound UCoAI. Note thafl #redependences for
U(Coyg90R U 010)Al under pressurel(™ ~ 10 K) are relatively wide in range compared with
those of U(C@g9s0%.002)Al and UCOAI (T** ~ 4 K). The electrical resistivity in the param-
agnetic state close to the QPTP may be sensitive to atomic composition or elemental substi-
tution. According to the above-mentioned the®Pyl **, corresponding t@, in the literature,
is associated with both band structure and magnon energy. Tieeedice inT** may be
attributed to these properties.

As mentioned in Sect. 3.1, the critical indices of the ferromagne#®.020 are close to
those of UGe. This resemblance suggests that a similar type of spin fluctuation is dominant
at T¢ for both compounds. In UGehowever, the FL behaviop (- pg o T?) with a strong
enhancement of thA codficient is observed which is in sharp contrast to the present
result. The quantum fluctuation in the U(C@Os,)Al system may be dierent from that in
UGe.

5. Summary

We revealed thd@ -H-x phase diagram of U(Go,Os,)Al by AC susceptibility and mag-
netization measurement. We also found a NFL behavior in the electrical resistivity near the
QPTP. The temperature dependence of the electrical resistivitgll fits T2/ rather than
T3, which cannot be explained by the conventional SCR theory. Further research is desired
in order to investigate the origin of the NFL behavior near the QPTP.
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