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We report the magnetic phase diagram of an itinerant-electron ferromagnetic system,

U(Co1−xOsx)Al, derived from the AC susceptibility and DC magnetization. The quantum

phase transition point at which the ferromagnetic transition temperature becomes 0 K is es-

timated to be located atx ≈ 0.004. The tricritical point is also estimated to be located at

x ≈ 0.0065, T ≈ 11 K. We also observed a non-Fermi liquid behavior near the quantum

phase transition point: the temperature (T) dependence of the electrical resistivity (ρ) in the

paramagnetic region isρ ∝ T3/2 rather thanρ ∝ T5/3 that is predicted at the quantum critical

point. TheT3/2 dependence is observed in some other itinerant-electron magnets, e.g., ZrZn2

and MnSi. We discuss the possible mechanisms applied to these compounds.

1. Introduction

Quantum criticality is one of the most intriguing phenomena in solid state physics. Novel

quantum states such as unconventional superconductivity,1) non-Fermi liquid (NFL) behav-

ior,2) and exotic ordered states3,4) are often found near the border of magnetic order. In

the itinerant-electron ferromagnetic system, the ferromagnetic state can often be suppressed

by applying pressure. In many compounds, the ferromagnetic transition temperatureTC de-

creases with pressure and the transition changes from a continuous to a discontinuous (first-

order) one at a tricritical point (TCP). With further pressure application,TC becomes 0 K at

Pc, corresponding to the quantum phase transition point (QPTP). In addition, the magnetic

field (H) discontinuously induces a polarized (ferromagnetic) state, that is, a metamagnetic
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transition starts to appear above the pressure of the TCP (PTCP). The first-order metamagnetic

transition ends at a critical temperatureTcr and changes to a crossover aboveTcr.

This phase diagram is qualitatively explained by the theory considering the effect of spin

fluctuations.5,6) However, the nature of the quantum phase transition is still unclear. The self-

consistent renormalization (SCR) theory predicts characteristic temperature (T) dependences

in several physical quantities near the magnetic instability.7) However, some itinerant-electron

ferromagnetic compounds show a different temperature dependence. For example, the elec-

trical resistivities (ρ) of ZrZn2 and MnSi behave asρ ∝ T3/2 just abovePc, although the SCR

theory predictsρ ∝ T5/3 at the quantum critical point (QCP).8,9) This implies that the mag-

netic fluctuation in the vicinity of the QPTP is different from that at the QCP. To elucidate

the physical nature of the QPTP, it is important to explore more examples. However, most

examples need to apply high pressure to reach the QPTP,10) which severely limits the experi-

mental methods. Therefore, we focus on searching a substituted system that exhibits unusual

spin fluctuations.

UCoAl with the hexagonal ZrNiAl-type crystal structure (space groupP6̄2m, No. 189) is

one of the compounds exhibiting the above-mentionedT-H-P phase diagram.11,12) At ambi-

ent pressure, UCoAl shows a metamagnetic transition at≈ 0.6 T.13) Tcr is≈ 11 K and reaches

0 K under hydrostatic pressure. Although the ground state of UCoAl is paramagnetic, uniaxial

pressure along thec-axis14–16) or few percent of elemental substitution, such as Fe, Ru, and

Os for Co, induces ferromagnetism.17,18) Therefore, the QPTP can be reached by applying

uniaxial pressure or changing the concentrationx of the elemental substitution. Consider-

ing the relatively low metamagnetic transition field, UCoAl is considered to be close to the

QPTP, which is an experimental advantage on investigating the nature of the QPTP. Indeed,

the phase diagrams in the vicinity of the QPTP are revealed in U(Co0.990Ru0.010)Al and an

isostructural compound URhAl by applying pressure.19–21) The electrical resistivity is inves-

tigated for these compounds. In this paper, we focus on the recently composed U(Co1−xOsx)Al

system22) and report a detailedT-H-x phase diagram and electrical resistivity at low temper-

atures down to 20 mK.

2. Experimental Procedure

Single crystals with the nominal composition U(Co1−xOsx)Al ( x =

0, 0.002, 0.005, 0.010, and 0.020) were grown by the Czochralski pulling method in a

tetra-arc furnace. Except forx = 0, we obtained the samples from the same rods grown in a

previous study.22) The detailed procedure of the crystal growth of the Os-substituted samples

2/16



J. Phys. Soc. Jpn.

(a) (b) (c)

(d) (e)

Fig. 1. (Color online) Magnetization curves of U(Co1−xOsx)Al.

is given in the literature. The obtained ingots were cut into rectangular shapes. The typical

dimensions of the samples were approximately 1.0 (a-axis) × 3.0 (a∗-axis) × 1.0 (c-axis)

mm3 (about 30 mg mass). For UCoAl, the residual resistivity and its ratio were 16.4µΩcm

and 10, respectively, when the currentI was applied along the hexagonala∗-axis.

Static magnetization was measured using a Magnetic Property Measurement System

(Quantum Design Inc.). The resistivity measurement down to 20 mK (I//a∗) was performed

by a conventional four-probe method in a4He cryostat and a dilution refrigerator. AC suscep-

tibility measurement was performed by a conventional mutual inductance method. A modu-

lating field was superimposed on the static magnetic field. The frequencyf and the amplitude

h0 of the modulating field were 23 Hz and 2 Oe in the sample forx = 0.005 and 23 Hz and

0.98 Oe in the others. A static magnetic field (H//c) was applied by a superconducting mag-

net. The effect of the remnant field of the superconducting magnet was corrected within an

accuracy of 0.005 T. The demagnetization effect was omitted in all measurements.

3. Results and Discussion

3.1 Magnetization

The magnetization curves of U(Co1−xOsx)Al are shown in Fig. 1. The results are in good

agreement with previous reports.12,18,22)The agreement suggests that the inhomogeneity of

the Os composition in the single-crystal rods is negligible. Forx = 0 and 0.002, the first-

order metamagnetic transition was observed at low temperatures [Figs. 1(a) and 1(b)]. The
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Fig. 2. (Color online) (a) Modified Arrott Plot and (b) determination of the critical indexδ for

U(Co0.980Os0.020)Al. The lines are guides for the eyes.

transition clearly shows a hysteresis. With increasing temperature, the hysteresis disappears

and the metamagnetic transition changes to a crossover. In general, it is difficult to determine

the first-order transition point precisely when hysteresis exists. Here, we defined the metam-

agnetic transition fieldHM
m as the midpoint of the peak fields indMup/dH anddMdown/dH,

whereMup andMdown are the magnetizations for increasing and decreasing the magnetic field,

respectively.HM
m (T) decreases with increasingx.

For x ≥ 0.005, spontaneous magnetization was observed at low temperatures [Figs. 1(c)–

1(e)]. Among these samples, the magnetization curves forx = 0.005 are different from a

conventional ferromagnetic behavior; an “S”-shaped increase, indicating a transition or a

crossover, exists in the temperature range of 8–18 K. Interestingly, the spontaneous magne-

tization and metamagnetic transition are successively observed at 8 and 10 K. At first sight,

this seems to be inconsistent with the expected phase diagram mentioned in the introduc-

tion. However, such a magnetization curve is possible when the ferromagnetic transition is

of the first order. The ferromagnetic phase coexists with the paramagnetic one in which the
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metamagnetic transition occurs with increasing magnetic field. Although the hysteresis at the

metamagnetic transition was not obvious in the DC magnetization curves, a finite energy loss

due to the magnetic hysteresis is observed in the AC susceptibility, as will be shown later

[Fig. 5(b)]. This hysteresis is evidence of the first-order nature of the ferromagnetic transi-

tion. The samples forx = 0.010 and 0.020 show a conventional ferromagnetic magnetization

curve without a metamagnetic behavior [Figs. 1(d) and 1(e)].

From the magnetization data, we tried to determineTC for the ferromagnetic samples (x ≥
0.005). However, theM2 vs H/M plot (Arrott plot) for each sample was not linear, indicating

that the mean-field approximation is not applicable to this system. Then, we applied the data

to the so-called modified Arrott plot,23) which can determine the critical indicesβ andγ in

addition toTC. The data forx = 0.020 exhibits a set of parallel lines in this plot, as seen in

Fig. 2(a).β = 0.33, γ = 1.0, andTC = 25.00± 0.02 K are obtained for this sample. We also

estimated the critical indexδ from the log-log plot ofM(H) at TC as shown in Fig. 2(b). The

obtainedδ = 4.18 satisfies the scaling relationδ = 1+ γ/β within experimental error. These

critical behaviors indicate that the ferromagnetic transition inx = 0.020 is not of the first

order but of the continuous one.

The obtained combination of the critical indices is quite different from the well-known

universality classes such as for the mean field model (β = 0.5, γ = 1, andδ = 3) and that at the

tricritical point (β = 0.25, γ = 1, andδ = 5),24) or for the 3D Ising model (β ≈ 0.33, γ ≈ 1.24,

andδ ≈ 4.79).25) γ in x = 0.020 corresponds to the mean field value, while those ofβ andδ

support the 3D Ising model. Considering the strong magnetic anisotropy in this system, the

3D Ising type is favorable. The difference inγ may indicate that unusual critical fluctuations

sensitively affect the magnetic susceptibilityχ ∼ (T − TC)−γ. It is interesting to note that

almost the same set of critical indices is obtained for UGe2, which is an itinerant-electron

ferromagnet (TC = 52 K) at ambient pressure and can reach the TCP and QPTP with pressure

application.26)

Unlike in the case ofx = 0.020, no combination of indices could make a set of parallel

lines in the modified Arrott plot forx = 0.005 and 0.010. As forx = 0.005, the metamagnetic

behavior of the magnetization is probably the main reason for the failure. A similar tendency,

but less obvious, might also exist atx = 0.010.

3.2 AC susceptibility

AC susceptibility is a useful tool for the determination of the CP.12) The real partχ′ in

a paramagnetic state gives the magnetic susceptibilitydM/dH, while the imaginary partχ′′
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measures the energy loss due to the hysteresis of magnetization.

The results of the AC susceptibility measurements forx ≥ 0.002 are shown in Figs. 3–5.

The behaviors ofχ′ andχ′′ for x = 0.002 were qualitatively the same as those for UCoAl.12)

We determined the metamagnetic CP using the same definition as Ref. 12: the point where

χ′′(T) vanishes andχ′(T) peaks. We obtained (Tcr,Hcr) = (9.8± 0.3 K, 0.57± 0.04 T) for

x = 0.002, which is indicated by white stars in Fig. 3.

The same definition of the critical point should be applicable to the ferromagnetic transi-

tion in principle. Forx = 0.020, the peak temperature ofχ′(T, 0 T) is in good agreement with

TC determined from the modified Arrott plot (Fig. 4). However,χ′′ does not disappear atTC

but remains at higher temperatures. The reason for the finite energy loss aboveTC is not clear.

For x = 0.010, since we could not determineTC from the DC magnetization, we definedTC as

the peak temperature ofχ′(T) and obtainedTC = 16.7± 0.4 K. The behaviors ofχ′ andχ′′ for

x = 0.010 are qualitatively the same as those forx = 0.020, suggesting that the ferromagnetic

transition is still continuous. Both samples show shoulder structures inχ′ andχ′′. Because

no anomaly was observed in the static magnetization at the corresponding temperature, this

may be a specific property reflecting a dynamical magnetic behavior of these compounds.

We note that a similar shoulder structure inχ′ is also seen in the U(Co1−xRux)Al system.27)

By applying a magnetic field,χ′ andχ′′ rapidly decrease as shown by the dashed lines in the

figure.

The contour maps of the AC susceptibility forx = 0.005 are shown in Fig. 5. The metam-

agnetic transition fieldHχm is also plotted. Here,Hχm is defined as the peak field ofχ′(H). Hχm

mostly corresponds toHM
m . Apparently,χ′ becomes maximum at a finite magnetic field and

χ′′ vanishes at the same point. These are signatures of a metamagnetic CP. We determined

the location of the CP to be (11.1± 0.7 K, 0.20± 0.05 T) by the same definition mentioned

above. The existence of the CP indicates that a first-order metamagnetic transition should

occur belowTcr. We estimated the metamagnetic transition line by fitting the data points of

Hχm by the equationHχm = a + bT2 (a, b : const.),28) as shown in Fig. 5. As the extrapolated

metamagnetic transition line crosses theT-axis, the ferromagnetic transition at 0 T should be

of the first order. In this case, we cannot useχ′ for the determination ofTC. This is because

the susceptibility does not diverge at the first-order ferromagnetic transition point owing to

the coexistence of ferromagnetic and paramagnetic components.29) We then definedTC as

the intersection of the metamagnetic transition line and theT-axis. The obtainedTC is 7.0

± 0.6 K, which is lower than the peak temperature ofχ′(T,0 T). A long tail ofχ′′(T,0 T) is

also seen above 10 K. The coexistence region seems to extend to higher temperatures. Such a
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H
m

M

Fig. 3. (Color online) Color plots of the real partχ′ and the imaginary partχ′′ of the AC susceptibility for

U(Co0.998Os0.002)Al. The plots are constructed by interpolating the results of temperature sweeps at static fields.

The white star indicates the metamagnetic critical point. The black dots representHM
m . The dashed lines are

guides for the eyes.

(a)

(b)

T
C

T
C
c’’

Fig. 4. (Color online) AC susceptibility of U(Co1−xOsx)Al ( x = 0.010 and 0.020) as a function of temperature.

TC is indicated by the arrows. Note that we cannot simply compare the amplitudes of the two Os concentrations

because of the different shapes of the samples.

coexistence is microscopically confirmed by the59Co-NQR measurement in a similar system

U(Co0.980Fe0.020)Al.30)

We constructed theT-H-x phase diagram shown in Fig. 6 from the DC magnetization and

AC susceptibility results. The obtained phase diagram is almost consistent with the schematic

one previously determined by the DC magnetization.22) In this study, we determined continu-

ous phase transition lines, indicated by the single lines in Fig. 6, more precisely owing to the
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H
m

c

Fig. 5. (Color online) Color plots of the real partχ′ and the imaginary partχ′′ of the AC susceptibility for

U(Co0.995Os0.005)Al. The plots are constructed by interpolating the results of temperature sweeps at static fields.

The white star indicates the metamagnetic critical point. The black dots representHχm. The dashed lines are fits

to Hχm (see text).

AC susceptibility measurement. Since the metamagnetic transition is observed forx = 0.005

and is absent forx = 0.010, the TCP should be located within 0.005< x < 0.010. We esti-

mated the location of TCP from the extrapolation of the critical fieldHcr(x) to the zero field

(inset of Fig. 6). The estimated concentrationxTCP is 0.0065 and the corresponding transition

temperatureTTCP is 11 K. The quantum phase transition pointxc, whereTC vanishes, locates

within 0.002< xc < 0.005. We estimatedxc ≈ 0.0035 from a smooth extrapolation ofTC(x).

3.3 Electrical resistivity

The temperature dependence of the electrical resistivityρ is shown in Fig. 7. Forx =

0.010 and 0.020, the resistivity shows a kink atTC. For x = 0.005, on the other hand, the

kink temperature≈ 11 K is higher thanTC ≈ 7 K determined from the DC magnetization.

It corresponds rather to the peak temperature ofχ′(T). This difference is again due to the

ambiguity ofTC of the first-order transition. Forx ≤ 0.002, no drastic change in the slopes

was observed down to the lowest temperature, suggesting the paramagnetic ground state of

these samples.

Figure 8 shows the resistivity plotted againstT2. For the samples with the ferromagnetic

ground state (x ≥ 0.005), a linear dependence onT2 is seen in a comparatively wide tempera-

ture range. In contrast, the linear region does not exist or is quite limited for the samples with

the paramagnetic ground state (x ≤ 0.002). By forcibly fitting the resistivities to theT2 law,
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Os concentration x

T (K) T (K)

0.020

0.010

0.0

TCP

T
c

U(Co
1-x

Os
x
)Al

QPTP

1.0

0.5

-0.5

-1.0

0.0

Fig. 6. (Color online)T-H-x phase diagram of U(Co1−xOsx)Al. The single and double black lines indicate

continuous and discontinuous transitions, respectively. The red (light gray) planes indicate the metamagnetic

transition planes.TCs for x = 0.020, 0.010, and 0.005, indicated by the closed circles, are determined from the

modified Arrott plot, the peak ofχ′(T), and the extrapolation ofHχm, respectively. The metamagnetic transition

fields indicated by the red (gray) squares are determined fromHχm for x = 0.005, and fromHM
m for x = 0 and

0.002. The black squares indicate the CP of the metamagnetic transition. The data inµ0H < 0 is mirrored from

that inµ0H > 0. (Inset)x dependence of the metamagnetic critical fieldHcr. The line is fit to the data.

ρ = ρ0 + AT2, whereρ0 andA are the residual resistivity andA coefficient, respectively, we

obtain theT2 region indicated asT∗ in theT-x phase diagram (Fig. 9).

The x dependence of theA coefficient is shown in the inset of Fig. 8. TheA coefficient

at 0 T is enhanced fromx = 0 towardsxc and abruptly decreases abovexc. A similar behav-

ior of A is also reported in the pressure dependence of an isostructural ferromagnet URhAl

and U(Co0.990Ru0.010)Al, whose magnetic order vanishes under pressure.19,21) The A coeffi-

cient in the polarized (ferromagnetic) state is smaller than that at 0 T, probably indicating

the difference in the density of states between the paramagnetic and induced ferromagnetic

states.31)

The behavior of the resistivity in the paramagnetic state (x < xc) suggests a breakdown

of the canonical Fermi liquid (FL) description in a wide temperature range. The non-T2 de-

pendence of the electrical resistivity is often observed near QCP, at which strong magnetic

fluctuations affect the interaction between conduction electrons. According to the SCR the-

ory, the exponentn in ρ − ρ0 ∝ Tn should be 5/3 rather than 2 in the presence of the 3D
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T
C

r

Fig. 7. (Color online) Electrical resistivity of U(Co1−xOsx)Al.

ferromagnetic fluctuation.7) Indeed,n ≈ 5/3 was previously reported for pure UCoAl.12,32)

However, as we have shown in Sect. 3.2,xc is not a QCP but a QPTP since the transition

at xc is of the first order. Therefore, we should analyze the temperature dependence of the

resistivity more carefully forx ≦ xc.

Figure 10(a) shows resistivity as a function ofT5/3 below≈ 6 K for x = 0 (pure UCoAl).

A good linearity is seen at temperatures down to 1.7 K (= 2.4 K5/3), which is consistent

with a previous report.32) However, the data at lower temperatures deviates from the line.

Alternatively, theT3/2 plot of the resistivity exhibits a better linearity than theT5/3 plot down

to the lowest temperature we measured, as shown in Fig. 10(b). The resistivity inx = 0.002

also behaves asρ ∝ T3/2 in a slightly wider temperature range than that in UCoAl [Fig.

10(d)]. TheT3/2 region is indicated byT∗∗ in theT-x phase diagram (Fig. 9).

4. Discussion

The T3/2 dependence of the resistivity, namely, the NFL behavior, near the border of

ferromagnetism is also observed in other materials, such as MnSi8) and ZrZn2,9) as mentioned

in the introduction. Ni3Al is also reported to show the same temperature dependence.33) In

MnSi, the partial ordering of the conduction electron is revealed in the NFL region.34) A T3/2-

law is theoretically introduced taking into account the possible columnar fluctuations of spin

textures with the partial order of them,35) and the relationship between the NFL behavior and

topologically nontrivial spin vortices, namely, skyrmion, as the most plausible spin texture,

is experimentally revealed.4) The skyrmion lattice generally requires chirality in the crystal

structure. However, the crystal structure of UCoAl is not chiral although it lacks an inversion

center. Therefore, the NFL in U(Co1−xOsx)Al cannot be explained by the same mechanism
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x = 0

x = 0.002x = 0.005

x = 0.020

  (+5)

x = 0.010

T *

Polarized (FM) state

Fig. 8. (Color online)T2 plots of the electrical resistivity in U(Co1−xOsx)Al. The dashed lines are fits to the

data at 20 mK–0.55 K forx = 0–0.005 and 1.5–3 K forx = 0.010 and 0.020. The data forx = 0.020 is shifted

upward by 5µΩcm. (Inset)x dependence ofA coefficient. The data for the induced ferromagnetic state were

taken at 3.0 T forx = 0.002 and 1.5 T for the others.

T
c

T **
T *

TCP

QPTP

T
c

r

T
c

c''

Fig. 9. (Color online)T-x phase diagram extracted from Fig. 6. The open circles indicate the kink temperature

in the resistivity and onset ofχ′′(T) (see Figs. 7 and 4, respectively). The deviation temperatures fromT2 and

T3/2 dependences in the resistivity (T∗ andT∗∗) are indicated by the closed triangles and inverted triangles (see

Figs. 8 and 10), respectively.
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(a) (b)

(c) (d)

T **

T **

Fig. 10. (Color online) Electrical resistivities ofx = 0 [(a) and (b)] and 0.002 [(c) and (d)] plotted against

T5/3 [(a) and (c)] andT3/2 [(b) and (d)]. The dashed lines are fits to the data in the temperature ranges of 7–10

K [(a)] and 1–2 K [(b) and (d)]. The fitted lines are slightly shifted vertically for clarity.

proposed in MnSi.

As for ZrZn2, the effect of antiferromagnetic fluctuation, which is theoretically predicted

to causeT3/2 dependence in the resistivity,7) is discussed. The existence of the short-range an-

tiferromagnetic ordering is deduced from the “negative” slope of the metamagnetic transition

line in theH-T phase diagram and the nested Fermi surfaces.36) However, in U(Co1−xOsx)Al,

no signature of antiferromagnetism has been found thus far. Searching for an antiferromag-

netic correlation might be interesting.

Recently, aT3/2 behavior of the resistivity has been theoretically derived for ferromag-

netic metals with weak disorder.37) This can be applied to a partial ordering state of ferro-

magnetism possibly realized near the first-order transition line of the ferromagnetic phase. In

such a state, the magnon-mediated scattering of electrons among exchange-split Fermi sur-

faces yields a peculiar temperature dependence of the scattering rate. To verify this scenario,

the partial order of the ferromagnetic phase should be observed. Comparison with the tem-

perature dependence away from the first-order transition line or the QPTP will also be useful.

An application of pressure for UCoAl will be appropriate for the comparison. Unfortunately,

however, the previous resistivity measurements of UCoAl under pressure11,12) were insuffi-

cient to derive the precise temperature dependence at low temperatures. This issue is left for
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further study.

A non-T2 dependence in the paramagnetic phase near the QPTP is also observed in

other isostructural compounds, e.g., UCo0.95Al 1.05 at ambient pressure and URhAl and

U(Co0.990Ru0.010)Al under pressure.19,21,38) URhAl showsn = 1.6–1.7, which is close to

5/3, while the other two compounds exhibitn ≈ 3/2. The NFL (n = 3/2) behavior

may be characteristic of the base compound UCoAl. Note that theT3/2 dependences for

U(Co0.990Ru0.010)Al under pressure (T∗∗ ≈ 10 K) are relatively wide in range compared with

those of U(Co0.998Os0.002)Al and UCoAl (T∗∗ ≈ 4 K). The electrical resistivity in the param-

agnetic state close to the QPTP may be sensitive to atomic composition or elemental substi-

tution. According to the above-mentioned theory,37) T∗∗, corresponding toT0 in the literature,

is associated with both band structure and magnon energy. The difference inT∗∗ may be

attributed to these properties.

As mentioned in Sect. 3.1, the critical indices of the ferromagneticx = 0.020 are close to

those of UGe2. This resemblance suggests that a similar type of spin fluctuation is dominant

at TC for both compounds. In UGe2, however, the FL behavior (ρ − ρ0 ∝ T2) with a strong

enhancement of theA coefficient is observed,39) which is in sharp contrast to the present

result. The quantum fluctuation in the U(Co1−xOsx)Al system may be different from that in

UGe2.

5. Summary

We revealed theT-H-x phase diagram of U(Co1−xOsx)Al by AC susceptibility and mag-

netization measurement. We also found a NFL behavior in the electrical resistivity near the

QPTP. The temperature dependence of the electrical resistivityρ well fits T3/2 rather than

T5/3, which cannot be explained by the conventional SCR theory. Further research is desired

in order to investigate the origin of the NFL behavior near the QPTP.
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