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ABSTRACT 

Effective conservation decision-making necessitates monitoring programs that are 

designed to collect unbiased and precise measurements of relevant attributes deemed to 

reduce structural uncertainty of the managed resource state. American alligators 

(Alligator mississippiensis; hereafter alligator) are a keystone species within the 

southeastern United States that have cascading effects on ecosystem structure and 

function, and are managed under consumptive use management programs throughout 

their range. Management of alligator populations in South Carolina is challenging due to 

pervasive uncertainties regarding the size class distribution, which is only partially 

observable using the primary monitoring tool (nightlight surveys), a lack of demographic 

parameter estimates, and identification of measurable attributes that could pose 

conservation threats (e.g., drought, contaminants). My objective was to develop 

analytical tools to reduce partial observability in alligator monitoring and identify 

potential drivers of alligator population dynamics to reduce structural uncertainty. I 

developed a Bayesian integrated population model (IPM) that produced among the first 

demographic parameter estimates for alligators in South Carolina and determined that 

survival probabilities increased greatly among immature size classes, but are relatively 

similar among adults (>0.90); a pattern that has been previously reported for American 

crocodiles (Crocodylus acutus). The IPM produced size-class specific abundance 

estimates for alligators from count data with prolific state uncertainty (>60% unknown 

size observations). In general, alligator abundance trends were uncertain and appeared to 
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vary spatially, though the mean population growth (λ) estimates for all sites, IPM 

versions, and the Lefkovtich matrix were <1, indicating a population decline. However, 

the 95% Bayesian credible intervals for λ at one survey site included 1, indicating some 

uncertainty. I then used the demographic parameter estimates to simulate virtual alligator 

populations under varying gradations of initial population density, harvest rate to 

determine an optimal level of spatiotemporal replication for a monitoring programs. To 

evaluate the need to obtain size class-specific abundance estimates, the simulated count 

data from the underlying virtual population was total individuals (of all size classes). 

Based on fundamental objectives to maximize financial effectiveness and minimize 

management and ecological uncertainty, all of the harvest and density scenarios (except 

low density and maximum harvest) selected a monitoring program with six temporal 

replicates (the maximum) and 320 spatial replicates (1 spatial replicate = 0.5 km river 

segment). In general, data reliability (precision and accuracy) was more sensitive to 

increasing temporal, compared to spatial, replication, which has been previously reported 

in other simulation based studies in which detection probabilities are low (p< 0.10). 

Moreover, all scenarios and monitoring programs induced changes in alligator size class 

structure, though the effects were minimized with reduced harvest rate, increase survey 

effort and population density. In synthesis, the demographic parameter estimates 

produced by the IPM can and are being used to improve monitoring methodology for 

alligators in South Carolina, and provide a mechanism to increase the demographic 

resolution of monitoring data, inform optimal monitoring decisions, and explore further 

uncertainties associate with harvest decisions. Finally, to better elucidate potential drivers 
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of alligator population status, I evaluated total mercury (THg) concentrations in adult 

alligator whole blood from a longitudinal mark-recapture study. I determined that THg in 

whole blood was best described by an interactive effect of sex and predicted age, as 

calculated by predicted age at first capture using a recently developed growth model for 

alligators in South Carolina. THg concentrations averaged 0.16 ± 0.05 mg kg-1 ww and 

were slightly higher in males than female, though the overall average is significantly 

lower than other estimates reported in the Florida Everglades and the Savannah River 

Site in South Carolina. The quadratic effect of THg with predicted age, in which older 

individuals had lower levels than younger individuals is novel, and contrasts with 

previous assumptions that THg bioaccumulates with age (i.e., does not decrease). We 

posit that determinate (asymptotic) growth, which could accompany age-related changes 

in foraging patters and metabolism, could potentially explain the lower THg we detected 

in the oldest individuals. The results from our study could highlight the need for long-

term longitudinal monitoring of sentinel species to further evaluate our hypotheses. 
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CHAPTER ONE 

SUMMARY OF DISSERTATION CONTENT 

American alligators (Alligator mississippiensis, hereafter alligator) are a species of 

ecological, cultural, and economic importance in the southeastern United States. The 

fundamental objective of this dissertation is to develop tools to reduce the uncertainty in 

the outcomes of management decisions for alligators in South Carolina, USA and to 

identify important measureable attributes for effective monitoring programs. 

Chapter 2 synthesizes multiple alligator demographic datasets within an integrated 

population model framework to produce size class-specific abundance and survival 

probability estimates. Chapter 3 uses the demographic parameter estimates produced in 

Chapter 2 to simulate a virtual alligator population that is subject to differing gradations 

of initial population density, harvest rate, and monitoring program designs. The realized 

outcomes of the simulation were then placed in a decision analytic framework to identify 

the optimal monitoring plan based on fundamental objectives that maximize financial 

efficiency and minimize management and ecological uncertainty. Chapter 4 evaluated 

total mercury concentrations in whole blood of American alligators and related them to 

individual and ecological variables. 
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CHAPTER TWO 

HIDDEN IN PLAIN SIGHT: INTEGRATED POPULATION MODELS AS A TOOL 

TO DESCRIBE PARTIALLY OBSERVABLE LATENT DEMOGRAPHIC 

STRUCTURE 

 

Abstract 

State uncertainty of individuals within sampled populations is a ubiquitous problem 

in applied conservation, and it is particularly problematic for stage- or size-structured 

species subject to consumptive use. We constructed a Bayesian integrated population 

model (IPM) for American alligators (Alligator mississippiensis) in Georgetown County, 

South Carolina, USA using a combination of mark-recapture records (1979–2017), 

harvest data and nightlight survey counts (2011–2016), and auxiliary information on 

fecundity, sex ratio, and growth from other studies. We created a multistate mark-

recapture model with six size classes (states) to estimate survival probability, and we 

linked it to a state-space count model to derive estimates of size class-specific detection 

probability and abundance. Because we worked from a count dataset in which 60% of the 

original observations were of unknown size, we treated size class as a latent property and 

developed a novel observation model to make use of information where size could be 

partly observed. Detection probability was negatively associated with alligator size and 

water level, and positively influenced by water temperature. Survival probability was 

positively associated with size among the three immature size classes but was relatively 

similar among the three adult size classes. We detected mixed evidence for a population 
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decline based on the population growth rates derived from a Lefkovitch matrix 

constructed from estimated survival and fecundity parameters, and the two site-specific 

abundance estimates. Here we illustrate the use of IPMs to produce high demographic 

resolution output of latent population structure that is partially observed during the 

monitoring process. 

 

Introduction 

In wildlife populations, demographic variation in reproductive output, predation 

risk, or harvest pressure is frequently reflected in sex, age, or size-specific abundances 

and vital rates. Decision making for conservation often relies on monitoring data, which 

can be limited in predictive power by the demographic resolution of the data— the scale 

at which individuals can be assigned to a demographic group. Demographic data with 

high resolution may contain sex- and/or age-specificity (e.g., two-year-old females), 

whereas low resolution data collapse multiple demographic groups (e.g., total 

individuals). The potential consequences of low resolution data are particularly acute for 

long-lived species in which demographic responses to disturbance may be lagged 

(Fryxell et al., 2010; Krauss et al., 2010; Menéndez et al., 2006), or for species with 

complex life history strategies that exhibit wide variation in vital rates among multiple 

age or size classes (Aubry et al., 2010; Radchuk et al., 2013). 

While intensive forms of monitoring (e.g., mark-recapture studies) are likely to 

produce high-resolution demographic data in which the state of interest (e.g., sex, size) 

can be perfectly observed, such options may be too costly or time-intensive to implement 
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on broad spatiotemporal scales. Mark-recapture studies may be particularly difficult to 

justify for species with high annual hunting mortality (Gauthier et al., 2001; Langvatn 

and Loison, 1999), wide-ranging species with a low likelihood of recapture (e.g., pelagic 

fish), or for small or declining populations in which adverse marking or handling effects 

may outweigh increased demographic resolution (Gibson et al., 2013; Lomba et al., 

2010). Alternatively, survey-based monitoring methods (e.g., counts, occupancy) offer 

the potential for lower expense and increased spatial coverage, but may come at the cost 

of added uncertainty for some or all states of observed individuals. A common 

manifestation of state uncertainty is partial observability, in which the demographic state 

(e.g., sex, age, reproductive status) cannot be determined to the desired level of resolution 

for all observed individuals (Conn and Cooch, 2009). Managers of monitoring programs 

with extensive partial observability may resort to reducing the data’s demographic 

resolution to avoid extensive censoring or to reduce bias in population projections 

(Caswell, 2001), which may ultimately limit the demographic resolution of management 

actions (e.g., size-structured vs. total individual harvest quotas) and increase the level of 

uncertainty in their outcomes. 

Using data with a relatively low resolution to identify latent demographic structure 

within populations is a growing area of interest, as it has the potential to produce high 

resolution results (e.g., age-specific demographic parameters) for a lower cost. For 

example, Link et al. (2003) developed a model to derive age-structured abundance and 

survival estimates from a 64-year census of endangered whooping cranes (Grus 

americana) using aggregated, low resolution data that distinguished only two classes of 
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birds: first-year individuals, and adults. In an extension of the N-mixture model 

framework (Royle, 2004), Zipkin et al. (2014a) incorporated a classification probability 

term into the detection process to account for state uncertainty when assigning 

individuals to one of two demographic groups (e.g., adult/juvenile, male/female) during 

sampling. Though each approach offers a different mechanism to enhance low resolution 

data, both require relatively large sample sizes of low resolution datasets (e.g., study 

duration, replicate visits; Link et al., 2003; Zipkin et al., 2014a) that may not be feasible 

for many monitoring programs. 

Integrated population models (hereafter IPMs) offer a flexible, efficient tool to 

jointly analyze multiple data streams, thus increasing the precision of parameter estimates 

and providing a standardized error structure to reduce uncertainty (Besbeas et al., 2002; 

Schaub and Abadi, 2011). In their general form, IPMs connect an abundance analysis of 

count data (e.g., N-mixture, state-space) with the estimation of survival parameters from a 

capture-recapture model using marked individuals. Incorporating additional data streams 

(e.g., productivity, harvest) enables the IPM to account for all demographic processes that 

influence changes in population growth rate (birth/death, immigration/emigration). A 

comprehensive demographic model allows the estimation of additional parameters, both 

ecological (e.g., emigration) and observational (e.g., classification rate), that would be 

inestimable for any of the individual model components in isolation (Arnold et al., 2018; 

Schaub and Abadi, 2011; Zipkin and Saunders, 2018). Therefore, IPMs present an 

opportunity to synthesize multiple datasets, often of dissimilar demographic resolutions, 

in a common framework to identify latent population structure. 
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The American alligator (Alligator mississippiensis) is a species of ecological and 

economic importance in the southeastern United States (Mazzotti and Brandt, 1994). 

Throughout their lifespan, alligators undergo a five-fold increase in body size that is 

paired with ontogenetic shifts in diet and habitat use (Nifong et al., 2015; Subalusky et 

al., 2009), allowing the species to fill different ecological roles (e.g., prey vs. predator) as 

they grow (Rootes and Chabreck, 1993; Somaweera et al., 2013). Alligators require over 

a decade to reach sexual maturity and continue to reproduce throughout their lifespan, 

which likely exceeds 65 years (Wilkinson et al., 2016). Following two decades of 

protection by the Endangered Species Act, alligators are currently managed under 

consumptive use programs throughout most of their range (Rhodes, 2002). The alligator’s 

complex life history, delayed maturity, and long lifespan all underscore the importance of 

delineating population structure and vital rates at a high resolution to reduce uncertainty 

in the outcome of consumptive use policy decisions. 

We developed an IPM for an alligator population on the middle coast of South 

Carolina, USA (Fig. 2.1), which is approximately the northern limit at which high 

alligator densities occur. Specifically, we synthesized data from a long-term, mark-

recapture study (1979–2017) and from low-resolution nightlight surveys (count data: 

2011–2016) with prolific uncertainty about the size state condition. Our goal was to 

provide a “proof of concept” for reducing state uncertainty in census data by using a 

high-resolution dataset to produce abundance estimates that were specific for size classes 

that spanned the entire size range. We also sought to obtain survival estimates specific to 

each size class to characterize life history patterns, evaluate environmental variables that 



7 
 

influence detection probability, and investigate the influence of length of the data time 

series to reduce parametric uncertainty. 

 

Methods 

Study area 

We studied a coastal population of alligators in Georgetown County, South 

Carolina, USA (Fig. 2.1; 2681 km2). The city of Georgetown receives 78–184 cm of 

annual precipitation; the dry season occurs October–March, and the wet season is June–

September. Mean temperatures during the alligator’s active season (April–October) range 

17–27°C and 8–14°C during brumation (November–March). Georgetown County 

(hereafter GXN) is comprised of extensive and diverse alligator habitat that includes 

coastal marsh, wooded wetlands, impounded (diked) wetlands on a mixture of private and 

public lands. For our analysis, we synthesized alligator public harvest data, nightlight 

survey counts from multiple coastal rivers, and mark-recapture-recovery data from the 

Tom Yawkey Wildlife Center (6033 ha; YWC; 33.217°N, -79.236°W), all within GXN. 

Tom Yawkey Wildlife Center — We captured alligators on South and Cat Islands 

within the state-operated YWC which has been closed to alligator hunting since the early 

1900s. YWC is part of the headland that separates two river deltas in GXN and is 

surrounded by marine (>26 salinity parts per thousand; ppt) and brackish water habitats 

(5–25 ppt) (Fig. 2.1), where mean tidal range is 116 cm. Our sampling area included tidal 

marsh (2,524 ha) comprised of smooth cordgrass (Spartina alterniflora) and black needle 

rush (Juncus roemerianus) and managed impounded wetlands (hereafter impoundments; 
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1,012 ha) which contained both emergent vegetation (e.g., smooth cordgrass, tall 

cordgrass (S. cynosuroides), and saltmarsh bulrush (Scirpus robustus)) and submerged 

vegetation (e.g., widgeon grass, Ruppia maritima). Impoundment water levels were 

typically maintained at 60 cm, except for a spring draw-down (approx. 5–6 weeks) that 

promoted seed propagation. Salinity of impounded waters ranged 0–35 ppt and was 

influenced by management practices and rainfall. 

Coastal Rivers — We conducted nightlight surveys (Bayliss, 1987) along two 

routes: (1) a combination of the Great Pee Dee and Waccamaw Rivers and (2) the South 

Santee River (Fig. 2.1). The Great Pee Dee and Waccamaw route (GPD; 38.4 km) began 

at the Samworth Wildlife Management Area boat ramp (33.475°N, -79.186°W) and 

formed an oval circuit that included sections from each river, as well as two excavated 

channels that connected each river. The South Santee River route (SAN) started at the 

Santee Coastal Reserve Wildlife Management Area boat ramp (33.154°N, -79.354°W) 

and extended 12.8 km upstream.  

 

Field Methods 

Mark-recapture study — We captured alligators of all age and size classes to evaluate 

demographics as part of a long-term (1979–2017) mark-recapture study on YWC. 

Alligators were captured intermittently using a combination of modified baited trip-

snares (Murphy et al., 1983), walk-through snares placed on trails or nest sites 

(Wilkinson, 1994), camera traps placed at nest sites (for recaptures), snare poles, snatch 

hooks (Cherkiss et al., 2004), and hand captures (for small alligators only). Annual 
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capture effort (i.e., duration, intensity) and techniques varied to accommodate different 

research foci over the 39-year time span, which required targeting different demographic 

groups or individuals (description in Wilkinson et al., 2016). Except for carcass 

discoveries or off-site harvest returns of marked individuals, no data were collected 

during 1983–1992, 1994–2004, and 2008. 

Captured individuals were uniquely marked using toe clips (1979–1993) 

(Wilkinson, 1983), scute notching (1979–2017) (Chabreck, 1963; Wilkinson, 1983), toe 

tags (Conservation Tags 1005-1 [1979–1982] and 1005-681 [2009–2017], National Band 

& Tag Company) (Jennings et al., 1991), and passive integrated transponder (PIT) tags 

(2009–2017) (GPT12, Biomark, Boise, ID) (Eversole et al., 2014). For individuals >120 

cm total length (TL), we determined the sex through cloacal examination (Chabreck, 

1963) and recorded three standard morphometric measurements (± 0.5 cm): TL, snout-

vent length (SVL), and tail girth (TG). Hatchlings captured at a nest were marked with 

individually identifiable web tags and a scute notching and toe clipping combination that 

reflected their hatch year (tail scute) and nest number (toe); whereas non-hatchling 

alligators >30 cm TL were assigned individually identifiable scute notching and toe 

clipping patterns. For any individual <120 cm TL, we recorded TL and released 

individuals without determining sex, as cloacal examination is fairly difficult without 

extensive training for these sizes (P.M. Wilkinson, pers. comm.) and not advised for 

individuals <50 cm TL (Chabreck, 1963; Joanen and Mcnease, 1978). Following marking 

and measurements all alligators were released at their capture sites. We acquired all 

necessary alligator sample collection permits from the South Carolina Department of 
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Natural Resources (SCDNR), and the study was approved by the Institutional Animal 

Care and Use Committees at Clemson University (Permit nos. 2015007, 2016059) and 

the Medical University of South Carolina (Permit no. 3069). 

Nightlight Survey Counts — We conducted nightlight surveys on the two survey 

routes from 2011–2016, excluding 2012, using flat-bottomed boats equipped with a 60–

115 horsepower outboard motor. Surveys were initiated ≥ 30 min after sunset and 

completed ≥ 90 min before sunrise. We did not conduct surveys within ± 1 day of a full 

moon, during extreme water level events, or during heavy rain or wind (>15 km h-1). We 

generally restricted surveys to weekdays to avoid increased recreational boat traffic on 

weekends. Within each year, we conducted 2–8 replicate surveys for each route from 

early May to mid-August, prior to the onset of alligator nest hatch. At the beginning and 

end of each survey, we recorded the date, time, personnel present and their designated 

roles, and environmental conditions. We recorded air temperature (± 0.1º C) and wind 

speed (± 0.1 km h-1) using a Kestrel 4000 weather meter, and we measured water 

temperature (± 0.1º C) and salinity (± 0.01 parts per thousand, ppt) at approximately 3.2-

km intervals using a YSI EcoSense 300A with a 1-m probe. While conducting each 

survey, we recorded waypoints for our start and end locations, water measurements, 

alligator locations, and route deviations using a GPS unit (Garmin GPSMap 62). 

During each survey, the boat traveled 5–24 km h-1 along the river centerline as two 

personnel (observers) shined spotlights (Brinkman Q-Beam Max Million III 

Rechargeable Spotlight, 3x106 CP) into the adjacent water to detect alligator eyeshine 

(Bayliss, 1987), which reflects a distinct red-orange color. When safe and logistically 



11 
 

feasible, we approached observed alligators (≥10 m distance) to assign individuals into 

one of six size classes (Table 2.1) based on TL: (1) Hatchling: ≤30 cm; (2) Juvenile: 30–

121 cm; (3) Subadult: 122–182 cm; (4) Small Adult: 183–243 cm; (5) Large Adult: 244–

304 cm; or (6) Bull: ≥305 cm. When a classification could not be confidently made, the 

individual was classified as either one of two general age classes that approximately 

distinguish reproductively mature from immature animals; i.e., “unknown adult” (≥183 

cm TL), or “unknown juvenile” (<183 cm TL). Because of their correspondence with 

age, we refer to these groupings as age classes for ease of presentation. If the alligator 

could not be confidently placed into any size or age category, we classified the alligator 

as “unknown” (eyes only). Size classes were based on an allometric relationship of TL 

(Chabreck, 1966), where 2.54 cm snout length equates to 30 cm (1 ft) TL. 

Each survey used ≥2 observers to detect eyeshine. The primary observer determined 

the size class of all detected alligators. In general, primary observers were individuals 

with at least two years of experience conducting nightlight surveys, or individuals that 

had intensive training with a primary observer for 3–4 weeks. Secondary observers were 

eligible to serve as primary observers when their size classifications of detected alligators 

agreed with that of the primary observer ≥95% of the time. The means by which we 

treated size-class data collected by a secondary observer that was not confirmed by a 

primary observer depended upon the secondary observer’s level of experience. If the 

secondary observer had served as a primary observer previously, then such observations 

were treated as if they were confirmed by the primary observer. If the secondary observer 

had prior experience conducting alligator surveys, then the detections by the secondary 
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observer were recorded, but not the size class assignment. Lastly, if the secondary 

observer had no prior experience conducting alligator surveys, any detections that were 

not confirmed by the primary observer, or other experienced personnel who were present 

(e.g., data recorder, boat operator), were not recorded. If only two personnel were 

present, data recording and boat operation were handled by the primary and secondary 

observers, respectively, whereas those duties were covered by additional personnel, when 

available. 

South Carolina Alligator Management — The SCDNR has administered an 

alligator harvest (hunting) program for public waterways since 2008 (SCDNR, 2017). 

Each year, the hunting season extends from the second Saturday in September to the 

second Saturday in October. The alligator’s distribution in South Carolina is divided into 

four “Alligator Management Units” (AMUs; Fig. 2.1), set along county lines, which are 

allocated an equal number of tags each year, in which one tag permits the harvest of a 

single alligator >120 cm TL. From 2008–2009, and then again from 2014–2016, 250 tags 

were allocated to each of the four AMUs. SCDNR increased the number of available tags 

to 300 from 2010–2013 based on expert opinion and hunter participation rates. SCDNR 

requires that all hunters who have purchased a tag complete a harvest permit report that 

includes the date and location of the alligator harvest, take method, and TL. For model 

building, we used SCDNR public harvest data from GXN for 2011–2016 only, to overlap 

with the time range of nightlight survey data. Summary statistics and sample sizes for the 

mark-recapture, nightlight survey, and harvest datasets are provided in Appendix A1. 

Additionally, SCDNR administers nuisance removal (by euthanasia) and private lands 
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harvest programs; however, annual amounts of take by these programs are either not 

quantified or not publicly available for GXN. 

Auxiliary Data — We used breeding and nesting productivity data from multiple 

studies conducted in coastal South Carolina from 1980–1982 (Wilkinson, 1983), as well 

as sex ratio information (female proportion; FP) derived from previous studies (Rhodes 

and Lang, 1996; Woodward, 1996) or expert opinion (A.J. Lawson, unpubl. data.) to 

parameterize our models. An expanded methodological description and auxiliary data 

summary are available in Appendix A2.  

 

Integrated Population Model 

Multistate Model Framework— We used a multistate mark-recapture dead-recovery 

model (Lebreton et al., 2009, 1999) to estimate demographic parameters that were size 

class-specific within a Bayesian integrated population modeling framework. Multistate 

models enable state-specific estimation of apparent survival (φ), detection probability 

(p.m), recovery probability (r), and the probability of transitioning among states (ψ) 

conditioned on survival. Our model included six live states (size classes) and two dead 

states (Fig. 2.2). 

We constructed capture histories for all marked individuals from the YWC study 

population and assigned each individual to one of the six size classes used in the 

classification of nightlight survey counts. However, we defined the multistate size classes 

by SVL (Table 2.1), rather than TL, as alligators often lose portions of their tail as they 

age; classification by SVL thus prevented the illusion of size shrinkage of animals in 
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subsequent captures. Because the allometric relationship between SVL and TL (among 

individuals with intact tails) differed by sex in our study population (Females: SVL = 

0.517*TL; Males: SVL = 0.520*TL; Wilkinson et al. 2016), we created a series of SVL-

based (cm) size class thresholds for each sex: (1) Hatchling: ≤15.510 (Females), ≤15.600 

(Males); (2) Juvenile: 15.511–63.031 (F), 15.601–63.397 (M); (3) Subadult: 63.032–

94.547 (F), 63.398–95.097 (M); (4) Small Adult: 94.548–126.064 (F), 95.098–126.796 

(M); (5) Large Adult: 126.065–157.581 (F), 126.797–158.495 (M); or (6) Bull: ≥157.582 

(F), ≥158.496 (M); (Table 2.1). For capture events at which SVL was not measured, we 

predicted SVL based on allometric relationships with other measurements taken (e.g., TL 

minus tail length; as described in Wilkinson et al., 2016) or based on estimated growth 

from a previous capture (Wilkinson et al., 2016). 

Captures of alligators at a size at which sex could not be determined through cloacal 

examination (Chabreck, 1963) were treated in one of three ways. If the alligator was later 

captured or found dead at a size at which sex could be determined, the final sex 

assignment was back-propagated to all previous captures. If the alligator was never 

reencountered at a size at which sex could be determined and if size class assignment at 

time of capture was ambiguous without knowledge of the animal’s sex (e.g., the size 

class assignment of an animal measuring 15.55 cm SVL is sex-dependent; Table 2.1), 

then the alligator was excluded from analysis. However, if size class assignment was 

unambiguous without knowledge of the animal’s sex, then sex was randomly assigned to 

all captures of the alligator by drawing a value from a Bernoulli distribution in which the 
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success parameter represented the proportion of females for each size class from the 

literature (Hatchlings: 0.72, Rhodes and Lang, 1996; Juveniles: 0.37, Woodward, 1996). 

Mortality observations (e.g., harvest returns, carcass discoveries) were assigned to 

an observable, “recently dead” state in the year that they were detected, which allowed 

for correct accounting of the fact that the animal had lived up to that point. Finally, 

animals either probabilistically (not observable) or deterministically (observed dead 

recoveries) transitioned to an absorbing “dead” state that persisted for all subsequent 

occasions in the animal’s capture history. 

Alligator growth patterns differ between sexes (Wilkinson et al., 2016; Wilkinson 

and Rhodes, 1997); therefore we parameterized transition (i.e., growth) probabilities from 

each size class (j) according to sex )( Sex

j . However, we captured relatively few 

hatchlings or juveniles for which we could eventually determine sex (based on a later 

recapture), leading us to assume that sex-specific transition probabilities for smaller size 

classes would be poorly estimated if derived solely within the multistate model. 

Therefore, in a separate analysis, we estimated sex-specific size class transition 

probabilities by fitting a body growth model to mark-recapture data and simulating 

growth of individual alligators. Values from this model then served as fixed values of 

Sex

j  in the multistate model. 

We simulated alligator growth using data from Wilkinson et al. (2016), which 

included a subset of the data used in this study (recaptured individuals of known-sex, 

1979–2015) and additional mark-recapture data of juveniles from coastal South Carolina 

(M. Bara, unpubl. data, 1971–1981; see Wilkinson et al. (2016) for a detailed description 
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of capture, measurement, and marking techniques and differences between the two 

datasets). We implemented Markov chain Monte Carlo (MCMC) simulations to estimate 

sex-specific parameters of the mark-recapture form (Baker et al., 1991) of the Schnute 

(1981) growth equation: 
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in which Ym and Yr denote the size at marking (first capture) and recapture, respectively, 

and Δt is the number of whole years between marking and recapture. The τ1 and τ2 terms 

are fixed values that indicate the minimum and maximum ages observed in a population 

(both sexes: 0–45), whereas y1 (both sexes: 12.5 cm) and y2 (females: 135.0 cm, males: 

182.8 cm) denote the SVL at ages τ1 and τ2, respectively. The growth rate parameter a, 

the dimensionless shape parameter b, and the standard deviation of the error process σ are 

estimated quantities under the model. Though Wilkinson et al. (2016) estimated these 

parameters previously in a maximum likelihood framework, we re-estimated them in the 

Bayesian framework so that we could incorporate parametric uncertainty in size growth 

simulations. By taking samples of a, b, and σ from the MCMC chains, we applied the 

growth model over a 100-year time span to a hypothetical individual of each sex just 

entering the juvenile size class (Female: 15.5 cm SVL; Male: 15.6 cm SVL). For each 

sex, we tabulated the frequency of how often an individual in size class j transitioned to 

size class j+1 for size classes j = 1,…, 5, conditioned on the number of years an 

individual has been in size class j (i.e., their time-in-residence; TIR) )( ,

Sex

TIRj . Next, we 

calculated an average of 
Sex

TIRj,  by size class j, weighted by the number of simulations in 
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which the individual in size class j reached a given TIR, to reflect the expected Sex

j  

without respect to TIR (Table 2.1). We ran three chains for 105,000 iterations and 

discarded the first 5,000 as burn-in with a thinning rate of one. We used non-informative 

wide priors for all parameters and checked for convergence by visually inspecting the 

trace plots and confirming that the Gelman-Rubin diagnostic statistic (𝑅̂; Gelman et al., 

2004) satisfied our accepted convergence threshold (𝑅̂ < 1.15). 

The state process component of our multistate framework represented a typical life 

cycle model in which individuals could initially be encountered in one of j = 1,…,6 size 

classes (Fig. 2.2). From time t to t+1 the state process allowed for four possibilities, in 

which an individual alive in size class j could survive with probability φj and either (1) 

remain in the same size class with probability (1- Sex

j ) or (2) transition to the j+1 size 

class with probability Sex

j . Alternatively, an individual could not survive (1-φj) and 

either (3) transition into the recently dead state (j=7) in which they were recovered 

through a carcass discovery or harvest return with probability rj, or (4) transition to the 

absorbing dead state (j=8) in which they were not recovered (1-rj). The probability of 

remaining within the bull size class (j=6), conditioned on survival, was fixed to 1.0, as 

were transitions from hatchling to juvenile size class, the recently dead state to the 

absorbing dead state, and the probability of remaining in the absorbing dead state. The 

structure of our model rendered some transitions impossible, including “skipping” a size 

class (i.e., non-consecutive growth transitions), “shrinking” (i.e., moving from larger to 



18 
 

smaller size classes), or “resurrection” (i.e., moving from a dead state to one of the live 

states). 

Similarly, for the observation process component of our multistate model, an 

individual alive in size class j could either be detected with probability p.mj or not 

detected with probability 1-p.mj. We placed additional constraints on both the process 

and state components to improve parameter estimation and model convergence. We fixed 

r1, r2, p.m1, and p.m2 to zero because the variation in capture effort for the smallest 

immature size classes (j≤2) over our study precluded us from recapturing tagged 

alligators in the hatchling or juvenile state in subsequent occasions, and we did not 

observe any dead recoveries of these size classes. We encountered relatively few dead 

alligators in the larger size classes (j ≥3; Table A1.1); therefore, we constrained the rj for 

those size classes to a single recovery parameter r. Finally, because the data were sparse, 

we did not consider temporal or individual-level (beyond size class) variation in the 

parameters of the state process. In the development of the integrated population model, 

we considered a covariate which allowed temporal as well as size class specificity of 

detection probability. 

To estimate parameters φj, p.mj, and r given ψj
Sex, we followed the state-space 

formulation of Kéry and Schaub (2012) in which a latent categorical state zi,t  {1, 2,…, 

8} for individual i at time t, conditional on zi,t-1, is modeled as a Markovian process. 

Given the alligator’s previous state zi,t-1, the alligator’s current state zi,t was drawn from a 

categorical distribution with component probabilities defined by functions involving φj, r, 

and ψj
Sex. Observational data on alligator i at time t, yi,t, were recorded in one of eight 
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states: detected in one of the 6 size classes (yi,t = 1,…, 6), recovered dead (yi,t = 7), or not 

seen (yi,t = 8). We linked observations yi,t to the true latent state zi,t through a categorical 

distribution with component probabilities defined by functions involving p.mj. 

Count observation model— We developed a state-space model to estimate size 

class-specific abundance (Nj,k,t) and detection probabilities (p.dj,k,t, p.aj, p.cj), in which the 

observation component incorporated the count data from nightlight surveys. Despite the 

availability of replicated survey data, for computational efficiency we only used counts 

from the single survey that had the highest number of total individuals recorded for the 

year. Nightlight surveys were comprised of three different observation types that 

represented an increasing level of demographic resolution: (1) Unknown includes 

individuals that were detected but could not be placed into any size or age class (unkk,t in 

Fig. 2.3); (2) Aged includes observations in which the individual was assigned to either 

the immature (size class j unknown but ≤3; age.imk,t in Fig. 2.3) or adult (j unknown but 

≥4; age.adk,t in Fig. 2.3) age class; and (3) Sized includes observations in which the 

individual was assigned to one of the six size classes (cj,k,t in Fig. 2.3). 

To estimate the Nj,k,t, we created a structure of three models in which numbers of 

alligators detected at increasingly finer demographic resolution were probabilistically 

linked to numbers (possibly latent) at coarser resolutions. The Detections level, the 

coarsest level of resolution, included all three observation types— Unknown, Aged, and 

Sized. We defined the latent quantity dj,k,t as the number of alligators detected at site k on 

occasion t that belonged to size class j. This quantity is generally unobservable because 

not all alligators detected that belong to size class j can be assigned to size class j. We 
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modeled dj,k,t as the outcome of a binomial process with success probability p.d,j,k,t and 

index parameter Nj,k,t., i.e., the abundance of alligators in size class j at site k at time t: 

dj,k,t ~ binomial(p.d,j,k,t, Nj,k,t)     (2.1) 

Thus, p.d,j,k,t is the overall detection probability for individuals of size class j, whether or 

not an individual of that class can be assigned as such. The Aggregate level, the next finer 

level of demographic resolution, considers the Aged and Sized observation types. We 

defined the latent quantity aj,k,t as the number of alligators assigned either to a size or age 

class that belonged to size class j. Again, aj,k,t is generally unobservable because it 

includes alligators belonging to size class j that cannot be determined as such. We 

modeled aj,k,t as the outcome of a binomial process with success probability p.a,j and 

index dj,k,t: 

aj,k,t ~ binomial(p.a,j, dj,k,t)     (2.2) 

Parameter p.a,j is the probability that an individual, conditional on its detection, can be 

placed into either an aggregated age class (age.imk,t, age.adk,t in Fig. 2.3) or a specific size 

class. Last, the Classified level, the finest level of demographic resolution, includes only 

the Sized observations. Here, the count of individuals for a particular size class, site, and 

occasion, cj,k,t, is a directly-observable quantity. We modeled cj,k,t as the outcome of a 

binomial process with success probability p.c,j and index aj,k,t: 

cj,k,t ~ binomial(p.c,j, aj,k,t)     (2.3) 

Parameter p.c,j is the probability that an individual, conditional on having been identified 

to at least an age class, can be placed into a specific size class. Thus, through the 

parametric linkages among models, all three observation types ultimately inform size 
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class-specific population abundance. We did not consider site-level differences or 

temporal variation for the count model detection probabilities for the Aggregate and 

Count levels; thus, these parameters lack both site (k) and time (t) indexing. 

We used a series of sum constraints within JAGS to link the raw observations to the 

quantities in Eq. 2.1–2.3 above (Plummer, 2013): 
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In Eq. 2.4, the number of Unknown observations (unkk,t) must equal the difference 

between number of Detection observations, which includes all three data categories 

(Unknown, Aged, Sized), and the number of Aggregate observations (Aged and Sized 

only). Eq. 2.5 states that the number of age.imk,t observations must equal the number of 

Aggregate juveniles (j≤3) minus Classified immatures. Similarly, in Eq. 2.6, the number 

of age.adk,t observations must equal the number of Aggregate adults (j≥4) minus 

Classified adults. 

Abundance State Process — For the state, or ecological, process component of our 

state-space model, we integrated the likelihoods for abundance (Nj,k,t) from the 

observation component of the state-space model and survival parameters (φj) from the 

multistate mark-recapture model. We completed the specification of the IPM by 

supplying fixed values of size class transition probability,
Sex

j , GXN public harvest data 
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from the prior year (hj,k,t-1 in Fig. 2.3), and auxiliary terms for fecundity and proportion of 

females in each size class. Within our life cycle model (Fig. 2.2), only females in size 

classes 4 and 5 could contribute to population growth. Though females (F) were allowed 

to enter size class 6 (i.e., 05 F ), we never documented a female with a measurement of 

SVL that would place it in stage class 6 (Table A1.1). Similarly, extremely few females 

throughout the alligator’s distribution have ever been verified to exceed 305 cm TL (P.M. 

Wilkinson, pers. comm.). As such, we defined annual fecundity (fk,t) for site k as: 

)()}(){( 5,,54,,4, CLNSBRFPNFPNf tktktk     (2.7) 

in which the number of individuals in size classes 4 and 5 is multiplied by the proportion 

of females for that respective size class (FPj; Woodward, 1996) to derive the number of 

females within the breeding size classes. The number of females is multiplied by the 

proportion of females believed to be breeding in a given year (BR) and by the apparent 

nest survival rate (NS) and average clutch size (CL) for the YWC population (Wilkinson, 

1983; Table A2.1). We modeled the number of young-of-the-year hatchlings (YOY; 

individuals hatched in the current year) on occasion t at site k as a Poisson outcome, with 

fecundity from the current year as the mean and variance term: 

YOYk,t ~ Poisson(fk,t) 

Because we completed all nightlight surveys before hatching in the current nesting 

season, we never encounter YOY hatchlings. Therefore, all hatchlings (j=1) encountered 

during nightlight surveys in year t were hatched in year t-1 and survived for 
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approximately six to nine months, and both f and YOY are modeled as functions of 

conditions in year t-1, not year t. The number of individuals in the hatchling size class 

(N1) observed during surveys in year t at site k is therefore binomially distributed as a 

function of the nine-month hatchling survival rate and YOY in year t-1 at site k: 

N1,t,k ~ binomial(
75.0

1 , YOYt-1,k) 

For size classes j≥2, the number of individuals in year t was the sum of the number of 

surviving individuals entering size class j from j-1 and the number of individuals that 

remained in j from the previous year, of both sexes. These quantities were stochastic 

outcomes of binomial draws using the combined survival and transition (growth) 

probability for individuals entering a new size class (sj-1,j) or remaining in the same size 

class (sj,j), respectively. 

))1(( 11111,1

M

jj

F

jjjjj FPFPs     

)}1()1()1({,

M

jj

F

jjjjj FPFPs    

Thus, the hatchling survival rate (φ1) is applied twice: (1) at a nine-month time-scale 

from nest hatch in t-1 to being observed as a hatchling in year t and (2) from being 

observed as a hatchling in year t to surviving to be observed as a juvenile at t+1. Given 

the sj,j’, prior year abundances Nj,k,t-1, and prior-year harvests hj,k,t-1, the number of 

individuals that entered a new size class (nj-1,j) or remained in the same size class (nj,j) 

was generated thus: 

nj-1,j,k,t ~ binomial(sj-1,j, Nj-1,k,t-1 - hj-1,k,t-1)  (2.8) 

nj,j,k,t ~ binomial(sj,j, Nj,k,t-1 - hj,k,t-1)   (2.9) 

Nj,k,t = nj-1,j,k,t + nj,j,k,t    (2.10) 
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Size classes in our study population were exposed to different levels of harvest pressure, 

as public harvest regulations for alligators in South Carolina prohibit the take of 

individuals <120 cm TL. Therefore, we assumed hj,k,t = 0 for j≤3 in Eq. 2.8 and j≤2 in E. 

2.9. We allocated public harvest deductions from GXN annually by size class to each site 

k in proportion to the site’s survey route length. As such, we deducted the t-1 harvest 

totals from the previous year’s population size for size class j, before applying the 

combined growth survival term sj,j’. The harvest-adjusted total for each size class at a 

given site and year represents the sum of individuals that entered a new size class (nj-1,j,k,t) 

and those that remained in the same size class (nj,j,k,t) (Eq. 2.10). Lastly, we were 

interested in describing site-specific population trends. Therefore, we derived TOT

tkN , the 

sum of all size classes (j=1,…,6) for site k at time t, and annual population growth rate 

(λk,t) by dividing the total number of individuals in the current year )( ,

TOT

tkN  by that in the 

previous year. 

2.3.4 Sensitivity Analysis — The IPM framework relied upon extensive auxiliary 

data from other studies (Fig. 2.3; Table A2.1) to estimate our demographic parameters 

and quantities of interest (e.g., Nj, φj). Specifically, we used productivity variables (clutch 

size, nest success, and female breeding probability) in the fecundity formulation (f; Eq. 

2.7) and proportion of females in each size class (FPj) for the abundance state process; 

hereafter extrinsic variables. To assess the sensitivity of our results to the mean values of 

the extrinsic variables (except clutch size), we conducted a perturbation analysis in which 

we compared outputs from a simplified IPM with the extrinsic variables fixed to their 

mean values (Table A2.1) to a set of models in which variables were perturbed ±1% one 
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at a time, in turn. Our sensitivity analysis confirmed that there was not systematic bias 

associated with any extrinsic variable, though some model parameter outputs were 

changed substantially (>5%; Table A2.2). Therefore, we elected to incorporate further 

parametric uncertainty by sampling each extrinsic variable (except clutch size) from a 

beta distribution in the main analysis. Appendix A2 contains an expanded description of 

the sensitivity analysis and results. 

Global model structure and covariate selection — Our global model incorporated 

the sampling distributions for auxiliary parameters and included the effects of three 

covariates. First, we created a covariate for the mark-recapture detection probability 

(p.mj,t) to account for temporal variation in capture effort (CE), which varied in both 

duration (i.e., number of capture days) and intensity (i.e., number of capture methods 

used or personnel). Unfortunately, traditional metrics of capture effort or trap days were 

not consistently recorded. Experiences by us and other principal investigators on the 

YWC study indicated that at least one alligator was captured each field day (P.M. 

Wilkinson and T.R. Rainwater, pers. comm.). Therefore, for each day that an alligator 

was captured, we assigned a “1” if only one capture technique was used, or a “2” if two 

or more techniques were used. We summed all of the capture day scores within each year 

and z-standardized (mean: 0.0, SD: 1.0) the scores across years. 

Both water level (WL) and temperature (WT) are known to influence detection 

probability of alligators in nightlight surveys (Fujisaki et al., 2011; Waddle et al., 2015); 

therefore, we modeled these effects for the count-based detection probability (p.dj,k,t). We 

used the average river gauge-height in feet (± 0.01) during the survey as a measure of 
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water level. Due to structural and hydrological differences between the two survey sites, 

we z-standardized water level within each river for a more generalizable interpretation of 

results. We used the YSI measurements recorded during each survey to determine the 

average water temperature (± 0.1º C), and we z-standardized across both routes. 

We used indicator variable selection to evaluate the potential influence of covariates 

on detection probabilities, p.mj,t and p.dj,k,t (Hooten and Hobbs, 2015). Indicator variable 

selection is useful for assessing the degree of support for each of a set of candidate 

predictors (Hooten and Hobbs, 2015). Using this approach, the covariate’s beta 

coefficient (βi) is defined as the product of a binary indicator variable (ωi) and a 

regression coefficient θi: 

βi = ωi * θi 

ωi ~ Bernoulli(p.wi) 

p.wi ~ uniform(0,1) 

θi ~ normal(0, σβ) 

In each MCMC iteration, the ith covariate enters the model as a predictor when ωi =1 and 

is excluded from the model when ωi = 0. Thus, the posterior mean of ωi roughly reflects 

the probability of the covariate’s inclusion in the model. 

All four detection probabilities (p.mj,t, p.dj,k,t, p.a,j, p.c,j) were modeled with a logit 

link, though they differed in the number of covariates and other terms: 

logit(p.mj,t) = βj + βCE * CEt 

βj ~ normal(0, 0.37) 
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where βj denotes the baseline mark-recapture detection probability for each size class, 

and βCE is the effect of the capture effort. We also forced into each model (i.e., not part of 

the variable selection procedure) a size class trend term for the three probabilities for 

count detection (p.dj,k,t, p.a,j, p.c,j): 

logit(p.dj,k,t) = βd + βd.T * j + βWL * WLt,k+ βWT * WTt,k 

logit(p.aj) = βa + βa.T * j 

logit(p.cj) = βc + βc.T * j 

βd, βa, βc, βd.T, βa.T, βc.T ~ normal(0, 0.37) 

where βd, βa, and βc reflect the baseline detection probabilities, βd.T, βa.T, and βc.T are the 

size class (j) trend terms, specific to each detection probability type, and βWL and βWT are 

the effects of water level and temperature, respectively. All terms in the detection models 

were given a Jeffreys prior, which is weakly informative on the logit scale. Lastly, we 

used an identity link to model time-invariant (i.e., constant) survival probability (φj,) for 

each specific size class and for recovery probability (r) for size classes 3–6, both of 

which used uninformative wide priors from a uniform distribution (0,1). 

Due to extensive computational demand, the global model (hereafter G93) was fit 

using only a subset of the YWC mark-recapture data (1993–2017), along with survey and 

harvest datasets (2011–2016). We evaluated potential improvements in parameter 

estimate precision by reducing structural uncertainty and by including additional data. 

Using the output from the global model, we created a “reduced” model structure that only 

retained the influential covariates— the indicator for the ith covariate (ωi) was fixed at 1 

if its mean value in the global model exceeded a threshold inclusion level of 0.75, or set 
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to 0 if below the threshold. Fixing the indicator variables to 1 or 0 in the reduced models 

reflects our acceptance of a certain level of risk (identified by our inclusion threshold 

value) of wrongly including or excluding a covariate in exchange for a realized benefit of 

improved parameter estimate precision associated with a reduction in structural 

uncertainty. We then ran two versions of the reduced model, one that included the same 

YWC mark-recapture subset as the global model (hereafter R93) whereas the other 

contained the entire dataset (hereafter R79; 1979–2017). All three models were run with 

three chains with a 5,000-iteration adaptive phase, followed by 200,000 iterations with 

the first 100,000 discarded as burn-in, and a thinning rate of 25. This yielded a combined 

chain of 12,000 MCMC samples from which we computed posterior distributions of 

parameters and derived quantities. 

Population Growth Assessment — We characterized alligator population trends 

within GXN using the population growth rates from the demographic parameter estimates 

and count data. From the linear population dynamics equations above involving the φj, 

Sex

j , and f terms, we constructed a six-stage Lefkovtich projection matrix (Caswell, 

2001), and we calculated the intrinsic population growth rate (λL) using the popbio 

package (Stubben et al., 2016). We computed a posterior distribution for λL by 

performing this calculation for every retained sample of the MCMC.  

To evaluate population growth rate from nightlight surveys sites (
N

k ), we simply 

divided the site-specific total abundance estimate of the final year by that of the first year 

from the ith MCMC iteration: 
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For both the population growth rates, λL and λN, we computed the mean, SD, 95% CRI, 

as well as the proportion of iterations in which the population was increasing (λ>1) for all 

three models. We conducted all simulations and parameter estimation described here, and 

throughout the manuscript, using the jagsUI and popbio packages (Kellner, 2015; 

Stubben et al., 2016) in programs R 3.5.1 (R Core Team, 2018) and JAGS 4.3.0 

(Plummer, 2013). 

 

Results 

Summary statistics for the mark-recapture, nightlight count, and harvest datasets are 

available in Appendix A1. Our parameter estimates are presented as the mean of the 

posterior distribution with their 95% credible intervals (CRI) from the G93 model output, 

unless otherwise stated. We chose to emphasize G93 model output because it 

incorporates the most parametric uncertainty; Table A3.1 in Appendix A3 contains a full 

comparison of output among all models and Table A4.1 in Appendix A4 shows the 

population growth post-hoc analysis output. 

 

Survival probability 

Survival probabilities of the three immature size classes increased with age from 

hatchlings through subadults (Fig. 2.4). In contrast, survival estimates among the three 

size classes of adults were relatively similar and also higher compared to immatures (Fig. 
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2.4). All three models showed a consistent pattern as estimates for survival probability 

became more precise as observations increased within size classes (i.e., small adults, 

large adults, and bulls; Fig. 2.4 and Table A3.1). Similarly, point and interval estimates of 

survival were virtually identical between G93 and R93 for the adult (i.e., data-rich) size 

classes (Table A1.1). There appeared to be no systematic difference between the survival 

estimates of ’93 models and R79 (e.g., consistently higher or lower than the other model) 

for the immature size classes, despite model R79 appearing to be more precise overall 

(Fig. 2.4). 

 

Covariates and detection probabilities 

The size class-specific mark-recapture detection probabilities (p.mj,t) at mean 

capture effort (CE) were highest for large adults (0.10; 0.07, 0.14), intermediate for bulls 

(0.08; 0.05, 0.13) and small adults (0.07; 0.05, 0.10), and lowest for subadults (0.03; 0.00, 

0.16). Covariate CE had a high probability of inclusion (ωCE = 0.99) and a positive effect 

on p.mj,t (β
CE= 0.36; 0.18, 0.54). 

For the three detection probabilities that were count-based, the trend across size 

classes was positive for both p.aj and p.cj, and negative for p.dj,k,t (Fig. 2.5). Both water 

level (WL) and temperature (WT) had a high probability of inclusion (ωWL= 0.81, ωWT = 

1.00). WL had a weak negative effect (βWL = -0.148; -0.29, 0.03) on p.dj,k,t (Fig. 2.6a), 

whereas WT was strongly positive (βWT = 0.41; 0.32, 0.50; Fig. 2.6b). 

 

Abundance trends 
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Total alligator abundance )( ,

TOT

tkN  at each site followed the same general temporal 

pattern, peaking in 2012 (GPD: 1556; 1219, 1955; SAN: 1877; 1496, 2422) and 

subsequently declining through 2016 (GPD: 983; 660, 1393; SAN: 1522; 1106, 2097) 

(Fig. 2.7). Both the average estimated density and total individuals (2011–2016) appeared 

higher across years for SAN (133 alligators km-1; 𝑁̅𝑇𝑂𝑇: 1697; 1312, 2249) compared to 

GPD (34 alligators km-1; 𝑁̅𝑇𝑂𝑇: 1343; 971, 1700), despite the latter site being longer 

(38.4 vs. 12.8 river km). Though reducing parametric uncertainty in R93 provided 

increased precision and slightly lower NTOT estimates compared to G93, the inclusion of 

additional mark-recapture data in R79 caused a large overall reduction in precision (Fig. 

2.7c, 2.7f).  

At a finer demographic resolution, temporal patterns for each size class were fairly 

similar between the two sites (Fig. 2.8). Hatchling abundance at both sites increased 

sharply from 2011 to 2012, then gradually declined (GPD 2011–2016 mean abundance: 

399; 225, 606; range of annual means: 174, 521; SAN: 546; 332, 793; range: 235, 652) 

(Fig. 2.8a, 2.8b). Subadult (GPD: 182; 118, 277; range: 96, 316; SAN: 211; 140, 319; 

range: 122, 350), small adult (GPD: 219; 150, 302; range: 156, 255; SAN: 295; 209, 414; 

range: 237, 326), and large adult (GPD: 208; 135, 310; range: 136, 295; SAN: 306; 215, 

461; range: 260, 356) size classes at both sites also exhibited a gradual decline 

throughout the study, whereas juveniles showed an initial decline from 2011–2012 and 

then stabilized (GPD:166; 76, 286; range: 138, 216; SAN: 217; 111, 367; range: 182, 

282) (Fig. 2.8). Temporal variation in abundance of bulls (size class 6) appeared to differ 

between sites. The abundance of bulls at GPD remained relatively stable (122; 53, 246; 
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range: 108, 133) (Fig. 2.8c) while at SAN abundance appeared to increase (122; 63, 226; 

range: 74, 159) (Fig. 2.8d). 

 

Population growth rates 

The Lefkovitch matrix-derived population growth rates (λL) had the same mean 

value (0.93 ± 0.02 SD) across all models, and none of the 95% CRIs overlapped zero, 

indicating a likely population decline. Similarly, only a single iteration within the R79 

samples produced a 
L

i >1 (Table A4.1, Fig. A4.1). In contrast, the abundance derived 

population growth rates (
N

k ) varied among sites and models (Table A4.1). G93 

consistently produced the highest and least precise 
N

k  for both sites (GPD: 0.71; 0.70, 

0.71; SAN: 0.94, 0.94, 0.95), and SAN had a greater proportion of iterations (0.30) that 

produced 
N

k >1 compared to GPD (0.01), indicating both spatial variation in population 

growth rates and uncertainty regarding the abundance for SAN (Table A4.1, Fig. A4.2).  

 

Discussion 

We constructed the first-ever IPM for crocodilians and are among the first to 

provide survival estimates, adjusted for imperfect detection, from one of the few multi-

decadal crocodilian mark-recapture studies in the world. Our study further elucidates the 

processes that influence detectability of both alligators (and other crocodilians) during 

nightlight surveys, including environmental, habitat, and demographic factors (Fujisaki et 

al., 2011; Shirley et al., 2012; Waddle et al., 2015). Due to their conditional structure, the 
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detection parameters in our observation model (p.d, p.a, p.c) are defined differently than 

those in N-mixture-based abundance models (Dail and Madsen, 2011; Royle, 2004; 

Zipkin et al., 2014b) that are increasingly used to analyze nightlight survey data (Fujisaki 

et al., 2011; Gardner et al., 2016; Waddle et al., 2015). However, both the p.d estimates 

(hereafter detection probability) and covariate effects reported here are comparable to 

other nightlight studies. The negative relationship between water level and detection 

probability is well-documented for nightlight monitoring of crocodilians (Fujisaki et al., 

2011; Waddle et al., 2015; Woodward and Marion, 1978); as water levels rise, alligators 

have more volume in which to submerge and evade detection. Similarly, alligator activity 

(i.e., visibility) is positively correlated with water temperature (Smith, 1975) which 

subseqently has a positive influence on detection (Gardner et al., 2016; Lutterschmidt and 

Wasko, 2006; Waddle et al., 2015; Woodward and Marion, 1978; but see Fujisaki et al., 

2011), though the relationship may differ among size classes due to metabolic 

requirements (Lang, 1987). 

Our detection probability estimates (range: 0.02–0.07) were similar to those from 

Florida from Waddle et al. (2015) for all size classes (0.11) and from Fujisaki et al. 

(2011) for small (0.03) and large alligators (0.09). In contrast, our estimates of detection 

probability were substantially lower than the estimate of 0.50 for all size classes reported 

by Gardner et al. (2016) in coastal North Carolina. The lower estimates of detection 

probability from our study and those in Florida compared to Gardner et al. (2016) could 

be attributed to study design. Gardner et al. (2016) conducted three temporally replicated 

surveys within one week to meet the assumption of geographic closure, whereas the two 
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temporal replicate surveys in both Waddle et al. (2015) and Fujisaki et al. (2011) were 

spaced at least two weeks apart to ensure sampling independence (Woodward and Moore, 

1990) and likely sampled from an open superpopulation (sensu this study). While both 

approaches are valid, the choice in survey design likely depends on management 

objectives and habitat structure. For example, replicating surveys frequently and closely 

in time to produce an estimate for a closed population (sensu Gardner et al., 2016) may 

be more appropriate for isolated systems (e.g., lakes) or low-density habitats (e.g., North 

Carolina; O’Brien and Doerr, 1986) in which the geographic closure assumption is more 

likely to be met. While frequently replicated surveys may provide realistic estimates of 

population size for alligator habitats that are densely populated and highly connected 

(e.g., Florida Everglades, this study), the spatiotemporal dimensions to which such 

estimates would apply are highly uncertain, as alligator movement and habitat use 

patterns are often seasonally variable (Nifong and Silliman, 2017; Rosenblatt et al., 

2013). Therefore, a “superpopulation” approach with replicates that are widely spaced in 

time may be more relevant for drawing inference over broader spatiotemporal scales. 

Alligator wariness may also be a contributing factor to the size-related alligator 

detectability patterns we observed and our overall low size classification rate (35%; Table 

A1.3). Our nightlight survey sites were conducted on areas open to hunting for the South 

Carolina public harvest program, whereas comparison studies were conducted in areas 

with no harvest program yet established. While our estimates were similar to those by 

Fujisaki et al. (2011) and Waddle et al. (2015), it is notable that both studies were able to 

size-classify >90% of detected alligators. Multiple studies focused on surveying and 
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monitoring crocodilians have reported a wariness effect that is positively related to body 

size (Bourquin and Leslie, 2012; Ron et al., 1998; Webb and Messel, 1979). Therefore, if 

hunting elicits a similar wariness response, such behavior could explain why we detected 

a negative trend in detection across size classes that contrasts with Fujisaki et al. (2011), 

especially if alligator hunters tend to target larger individuals. 

Wariness could also explain the contrasting patterns we observed between 

increasing population trends in bulls (Fig. 2.8c–d) and the 34% decline in bulls as a 

proportion of overall public harvest (2008–2016; Table A1.4). However, the apparent 

increase in bulls that we detected also may be an artifact of our model structure. For 

example, the annual harvest deductions in our model we included were derived from self-

reported TL by hunters, with no indicator for the tail status (intact or not). Therefore, our 

harvest deductions may have been biased towards smaller size classes, assuming two 

alligators with identical SVL but different TL have (roughly) the same survival 

probability and biological function. Additionally, our abundance estimates are reflective 

of an open superpopulation which includes all individuals that could potentially be 

encountered by the nightlight surveys (Royle, 2004). Therefore, the apparent increase in 

bull abundance could reflect temporal variation in movement patterns, rather than a 

biological increase. However, both the effects of population-density on alligator growth 

and intra- or inter-annual movement patterns, particularly in response to harvest pressure, 

remain relatively unexamined (Lawson et al., 2018). Population trend uncertainty aside, 

bulls were the least numerous size class by far (Fig. 2.8), which is consistent with 
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previous studies (Nichols et al., 1976) and somewhat expected, given that the size class is 

likely all male, and the ca. 24 years required to reach 3.05 m TL (Wilkinson et al., 2016). 

In contrast, hatchlings were, on average, the most numerous size class throughout 

the study, which was largely reflected in the temporal variation of the total population 

(Fig. 2.7). Here, we present two possible explanations for the initial pattern we observed: 

an initial spike in hatchling abundance and subsequent steep decline (Fig. 2.8). First, 

though female alligators are capable of reproduction at 1.8 m TL (Joanen and McNease, 

1980), few females begin breeding until at least 2.3 m TL (Wilkinson, 1983). Though the 

mechanisms behind this phenomenon are not well-understood, one could be that 

dominant females suppress nesting in smaller, reproductively mature females (P.M. 

Wilkinson pers. comm.). Thus, the higher removal of larger individuals (including 

reproductively active females) from the population during the earlier years of the South 

Carolina public harvest (Table A1.4) could have therefore enabled a density-dependent 

“release” of numerous, smaller reproductively mature females into breeding activity, 

leading to an increase in hatchling abundance. However, the lack of monitoring data prior 

to 2011 precludes an evaluation of this hypothesis. 

An alternative, but not mutually exclusive hypothesis, is that the steep increase may 

reflect a statistical artifact of the model. Abundance for the initial year of the study 

(2011) was sampled from uninformative priors, whereas abundances in later years were 

functionally related to prior-year abundances, along with other variables (e.g., Eqs. 8, 9). 

Both the potential influence of priors and missing data in the following year (2012) 

introduce some uncertainty regarding the observed steep increase. Therefore, future 
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versions of this model should evaluate the sensitivity of initial abundance observations to 

the population trajectory. Additionally, newly-hatched alligators typically remain with 

their mother for 1–2 years following hatch (McIlhenny, 1935). Alligator hatchlings are 

often encountered in groups during nightlight surveys, which violates the assumption of 

independent detections required of binomial mixture models (Royle and Dorazio, 2008), 

as used here. While our nightlight surveys were designed not to encounter young-of-the-

year hatchlings in which non-independent detections may be expected, future iterations of 

this model could use the beta-binomial mixture model for hatchling abundance, which 

reduces potential bias in abundance estimates if correlated behavior is present (Martin et 

al., 2011). Similarly, it is also notable that the credible intervals around the overall 

population trend increased with the additional survival data in R79 (Fig. 2.7), especially 

given that the G93 and R79 survival estimates were fairly similar and not systematically 

lower or higher than one another (Fig. 2.4). Future iterations of the model should explore 

if incorporating beta distirubtions for the abundance terms or temporal variation in 

survival would affect the abundance precision and dataset length relationship. 

Our data demonstrated that both of our study sites had a similar pattern in the 

composition of size classes and that both sites exhibited a population decline, though the 

presence of a decline was less clear for SAN (Fig. A4.2). The public harvest program for 

alligators in South Carolina may be a contributing factor to the decline, though we cannot 

rule out other potential environmental or anthropogenic mechanisms (e.g., drought, 

private harvest). The premise of the public harvest program was that the take of 1,000 

alligators distributed among the four AMUs (Fig. 2.1) would amount to a 1% harvest, 
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based on an expert-elicited population estimate of 100,000 non-hatchling alligators (Bara, 

1975, P.M. Wilkinson, pers. comm.), an estimate which has not been revised since the 

private harvest program initiation in 1995 (Rhodes, 2002; South Carolina Department of 

Natural Resources, 2017). Given the population decline we detected, a fixed harvest 

quota of 1,000 tags (raised to 1,200 from 2010–2013; Table A1.3) would become an 

increasing proportion of the overall population each year, thus, accelerating the rate of 

population decrease. Incorporating additional information (e.g., private harvest, nuisance 

removals) may produce survival estimates that are more reflective of biotic factors (e.g., 

environmental variation) that could subsequently be incorporated into the IPM. In the 

Florida Everglades, for example, dry years are associated with reduced abundances of 

alligators (Waddle et al., 2015), water depth during autumn and water year range 

(maximum – minimum water depth) are positively related to body condition (Brandt et 

al., 2016), while cold spells do not appear to increase apparent mortality of alligators 

(Mazzotti et al., 2016). Finally, an assumption of IPMs is that the separate datasets that 

are incoporated to build the IPM are independent such that individuals do not appear in 

both datasets, but that the datasets are subject to the same demographic processes and 

drivers (Abadi et al., 2010; Schaub and Abadi, 2011) though other studies indicate this 

assumption can be relaxed (Zipkin and Saunders, 2018). In our study the mark-recapture 

data with extrinsic productivity variables was collected from a protected area while 

nightlight surveys were conducted at sites exposed to harvest. Nonetheless, we contend 

that the assumptions of the IPM were still met. Since 2014, five marked individuals from 

the YWC population have been recovered by the public harvest (Table A1.1), suggesting 
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that coastsal South Carolina is highly connected and subsequently that impacts of 

management policies are likely to extend beyond their immediate boundaries. 

Despite uncertainty regarding specific drivers of the population declines predicted 

by our model, the fine-scale demographic resolution survival estimates produced by the 

IPM offer some, albeit limited, opportunity to compare vital rates among other 

populations or species, given the dearth of demographic studies in crocodilians. The 

general pattern of increasing survival rates among immature size (or age) classes and of a 

leveling off in survival rates among adult size classes has been observed in both 

American crocodiles (Crocodylus acutus) in southern Florida (Briggs-Gonzalez et al., 

2017) and Nile crocodiles (C. niloticus) in the Okavango Delta (Bourquin and Leslie, 

2012). Our estimates of hatchling survival were markedly lower than those reported from 

a mark-recapture study of alligators at an inland freshwater lake in central Florida (0.41 ± 

0.06 SE; Woodward et al., 1987). The difference in hatchling survival could be attributed 

to salinity regimes in the two systems. Salinity, which is higher at YWC due to its coastal 

location, adversely affects the physiology of immature alligators and therefore may 

reduce survival in this age class (Faulkner et al., 2018; Laurén, 1985). In a 

comprehensive demographic assessment of known-age American crocodiles, a protected 

species, Briggs-Gonzalez et al. (2017) reported survival estimates of 0.82 ± 0.02 SE for 

subadults (3–12 year-olds) and 0.88 ± 0.03 for adults (>12 year-olds), both substantially 

lower compared to our study. 

Assessing the survival estimates in aggregate from a life history perspective allows 

us to better understand which vital rates, or size classes, if altered, are most likely to 
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affect the population growth rate. Our results, however, are consistent with other studies 

that suggest alligators, like other crocodilians and long-lived reptiles (Briggs-Gonzalez et 

al., 2017; Salguero-Gómez et al., 2016 and references therein), can be thought of as a 

hybrid in the context of life history strategies (Stearns, 1992). The high rates of adult 

survival we report and delayed age at first reproduction are indicative of a “slow” life 

history strategy. In contrast, the  relatively large clutch size, low survival of the immature 

size class, and absence of reproductive senescence in alligators (this study, Wilkinson, 

1983; Wilkinson et al., 2016) are characteristic of a “fast” life history strategy (Stearns, 

1992). Though life history theory predicts that long-lived species are most sensitive to 

changes in survival (Stearns, 1992), multiple studies in crocodilians and other long-lived 

reptile species indicate that immature (between ages 1 to first breeding) survival rates 

may have relatively high elasticity (Briggs-Gonzalez et al., 2017; Salguero-Gómez et al., 

2016). Interestingly, in a novel use of IPMs, Koons et al., (2017) demonstrated that 

changes in vital rates predicted by life history theory to be less sensitive were responsible 

for long-term, continent-wide declines in Lesser Scaup (Aythya affinis) populations. 

Therefore, future iterations of this IPM that incorporate temporal structure into survival 

estimates could potentially identify if demographic drivers of realized population growth 

rates are similar to those identified by prospective analyses that assume asymptotic 

growth. 

Our analysis shows the potential utility of IPMs to identify latent, partially 

observable, population structure and trends, which can subsequently be used to further 

refine both harvest policy and the efficiency of monitoring programs. For example, 
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abundance estimates specific to size classes could enable the use of a proportional harvest 

policy, in which size classes are harvested in proportion to their occurrence. Similarly, 

the relationship between water level and temperature on detectability during nightlight 

surveys could be used to adjust scheduling of monitoring programs to optimize 

detectability. Lastly, though our finding of little variation in survival rates among adult 

size classes could be taken as evidence that classification of individuals ≥180 cm TL into 

specific size classes during nightlight surveys is unecessary, we caution that demographic 

“coarsening” of monitoring data that may reduce the ability to set objectives specific to 

size classes (e.g., conserve sensitive size classes) and monitor for other undesirable 

patterns, such as artificial selection. Alligators and other crocodilians exhibit determinate 

growth patterns in which individuals reach a terminal size in middle age, rather than 

growing throughout their lifespan (i.e., indeterminate growth) as previously assumed 

(Campos et al., 2014; Taylor et al., 2016; Tucker et al., 2006; Wilkinson et al., 2016). 

Therefore, hunted populations of crocodilians may also be subject to artificial selection 

on body size (total length), if recreational harvest targets the largest individuals for 

removal. 

Our IPM addresses a widespread, critical challenge in the conservation of species 

that are difficult to directly observe (e.g. crocodilians, marine mammals) and that also 

have complex life-history patterns. In many cases the data produced by the preferred 

monitoring methodology are of a lower demographic resolution than what is needed to 

both make effective conservation decisions and reduce systemic uncertainty (Link et al., 

2003). Worse still, this resolution “mismatch” could further propagate existing structural 
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uncertainty and partial observability, and ultimately limit conservation actions or 

management interventions that could otherwise benefit the affected species. Though 

some monitoring programs could be restructured to obtain the necessary level of 

resolution, or stopped entirely in favor of promising alternative methodologies (e.g., 

unmanned aerial vehicles; Ezat et al., 2018), such options severely restrict the use of 

existing, long-term datasets. Despite their potential low resolution, some long-term 

datasets may have inherent value for slow-growing or long-lived species in which the 

effects of management or conservation decisions may operate at a lagged timescale. 

Similarly, in our multi-model comparison we demonstrated that inclusion of longer-term 

datasets can sometimes improve estimate precision for multiple parameter types (Fig. 

2.4). The IPM described here provides a promising, flexible approach to merge high-

resolution demographic data (e.g., mark-recapture) with low-resolution, but less costly, 

monitoring data to describe and quantify latent demographic structure and population 

trends. The flexible nature of IPMs offers the ability to synthesize multiple datastreams to 

produce more precise demographic parameter estimates that can be used in other contexts 

to guide not only conservation decisions, but also improvements to the design of the 

monitoring program. Hence, IPMs are a valuable tool in conservation because they 

provide a means to both increase the resolution and precision of existing data, and 

potentially improve upon how monitoring data are collected for managed species. 
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Table 2.1. Summary information for American alligators (Alligator mississippiensis) by size class based on snout-vent length 

(SVL) ranges, which reflect the minimum and maximum predicted distances in cm from the snout tip to the vent posterior. 

Predicted total length (TL) range is the predicted distance from snout tip to tail tip in cm, based on established allometric 

relationships between SVL and TL among individuals with intact tails (Wilkinson et al., 2016). TL range was used to classify 

detected alligators during nightlight surveys conducted in coastal South Carolina, USA (2011–2016), whereas SVL range was 

used for assignment of size class in a mark-recapture recovery study at the Tom Yawkey Wildlife Center (Fig. 2.1; 1979–

2017). Growth probability reflects the sex-specific probability of an individual in size class j at time t transitioning to j+1 at 

t+1, conditioned on survival. 

        

Size 

class 

(j) 

Name SVL range (cm) 

Predicted 

TL range 

(cm) 

Proportion 

female 

(PFj ± SD) 

Growth 

prob. (ψj) 

Repro. 

status 

1 Hatchlings 
F: ≤15.510 

≤30 0.72 ± 0.02 
1.00 

Im
m

at
u
re

 M: ≤15.600 1.00 

2 Juveniles 
F: 15.511–63.031 

31–121 0.37 ± 0.02 
0.16 

M: 15.601–63.397 0.17 

3 Subadults 
F: 63.032–94.547 

122–182 0.47 ± 0.02 
0.19 

M: 63.398–95.097 0.26 

4 
Small 

Adults 

F: 94.548–126.064 
183–243 0.47 ± 0.07 

0.09 

M
at

u
re

 

M: 95.098–126.796 0.19 

5 
Large 

Adults 

F: 
126.065–

157.581 
244–304 0.35 ± 0.10 

0.01 

M: 
126.797–

158.495 
0.12 

6 Bulls 
F: ≥157.582 

≥305 0.00 
0.00 

M: ≥158.496 0.00 
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aGrowth probabilities for j=2,…,5 were estimated though MCMC simulation, whereas all others were fixed values.
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Figure 2.1. Map depicting the location of an American alligator capture-mark recovery 

study (1979–2017) at the Tom Yawkey Wildlife Center (YWC; indicated by the dashed 

border), and two nightlight survey routes (thick black lines) on the Great Pee Dee and 

Waccamaw Rivers, and the South Santee River (2011–2016), all within Georgetown 

County (GXN), South Carolina, USA. The black squares represent boat launches (BL) or 

stream gauges (SG) that recorded water levels and water temperature for each survey 

route. The inset shows the four alligator management units in South Carolina subject to a 

public harvest program: 1. Southern Coastal; 2. Middle Coast, 3. Midlands, and 4. Pee 

Dee (GXN shaded dark gray). 
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Figure 2.2. An American alligator life cycle diagram. Each circle consists of a single state (j). States 1–6 represent live states 

as defined by different size classes (Table 2.1), in which the dashed circles (j≤3) represent immature (non-breeding) size 

classes and the solid circles (j≥4) reflect adult (breeding) size classes: 1= hatchlings; 2=juveniles; 3=subadults; 4= small adults; 

5=small adults, and 6= bulls. The closed, gray circles reflect a recently dead state (j=7) and an absorbing, terminal, dead state 

(j=8). The bolded ψj terms reflect growth probabilities that were fixed to one. Each year, surviving individuals (φj) could 

remain in the same size class (1- ψj
Sex; self-looping arrows) or graduate to the next sequential size class (ψj

Sex; straight right-

pointing arrows). Individuals that did not survive (1-φj; lower arcs) could either enter the recently dead state if their carcass 

was recovered (e.g. harvest return of a tagged individual) with probability r, with compulsorily transition to the absorbing state 

in the following year, or directly enter the absorbing state if their carcass was not encountered (1-r). The upper arc arrows 

show the reproductive contributions of females in size classes 4 and 5. Fecundity(fk,t) is the product of size class-specific 

abundance (Nj,k,t), female proportion in the size class (FPj), proportion of breeding females (BR; Wilkinson, 1983); nest 

survival (NS), and the average clutch size (CL=45), summed for each reproductive size class. 
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Figure 2.3. Directed acyclic graph of an integrated population model (IPM) for American 

alligators in Georgetown County, South Carolina, USA. Parameters for which we 

computed posterior distributions are represented by circles whereas observed data, 

covariates, and extrinsic variables (non-updated) are represented by squares; with 

indexing for size class (j), site (survey route; k), and year (t). The growth formula 

represents an alligator growth dataset (g; Wilkinson et al., 2016) that was used to derive 

transition probabilities for sex-specific growth (ψj
Sex) outside of the IPM framework. The 

large dashed box represents the multistate mark-recapture model that used a mark-

recapture dataset (m), ψj
Sex, and a capture effort covariate (CEj,t) to estimate probabilities 

of recovery (r), detection (p.mj,t), and apparent survival (φj)— a shared parameter within 

the integrated likelihood for the state-space abundance model. Input to the fecundity 

formula included the proportion of females in each size class (FPj; Rhodes and Lang, 

1996; Woodward, 1996), the proportion of breeding females (BP; Wilkinson, 1983), and 

average clutch size (CL) and nest success (NS) at the Tom Yawkey Wildlife Center 

(Wilkinson, 1983). The bottom row of boxes within the state-space model reflect 

different types of nightlight survey data: Sized (cj,k,t), Aged (immatures: age.imk,t, adults: 

age.adk,t); or Unknown age (unkk,t). These data were used to estimate two latent quantities 

specific to size class, the number of detected and aggregated individuals (dj,k,t) and (aj,k,t), 

respectively, and their associated detection probabilities (p.dj,k,t) and (p.aj), whereas p.cj 

was conditioned on the size-classified counts. We modeled the effects of water level 

(WLk,t) and temperature (WTk,t) as survey-level covariates on p.dj,k,t. The true number of 

individuals in each size class (Nj,k,t) was estimated in the process component of the state 

space model by fecundity (fk,t), ψj
Sex, and φj, as well as the previous year’s true number of 

individuals (Nj,k,t-1) and GXN harvest (hj,k,t-1). 
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Figure 2.4. American alligator (Alligator mississippiensis) apparent survival estimates 

(±95% Bayesian credible intervals; CRI) for six size classes in coastal South Carolina, 

USA, produced from three different integrated population models (IPM). The G93 model 

(black circles) included alligator mark recapture records from the Tom Yawkey Wildlife 

Center (YWC) from 1993–2017, nightlight survey count and public harvest data from 

Georgetown County (Fig. 2.1) from 2011–2016, and indicator variable selection terms 

(Hooten and Hobbs, 2015) for three covariates. The R93 model (gray triangles) contained 

the same data as G93, but it included the covariates as certain components of the model 

structure (by removal of the indicator variable terms). The R79 model (light gray squares) 

included the full YWC mark-recapture dataset (1979–2017) but was otherwise identical 

to R93 in data and model structure. 

  



  

60 
 

Figure 2.5. Estimated size class-specific American alligator (Alligator mississippiensis) 

detection probabilities during nightlight surveys in coastal South Carolina from 2011–

2017. Each color reflects a specific size class. Probability of detection (p.d; left columns) 

is the probability of detecting an alligator. Probability of aggregation (p.a; center 

columns) is the probability of being able to determine an alligator’s age or specific size 

class, conditioned on its detection. Probability of classification (p.c) is the probability of 

assigning an alligator to a specific size class, conditioned on successful aggregation. All 

estimates are from the G93 population model. 
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Figure 2.6. Effects of (a.) relative water level and (b.) water temperature on size class-specific detection probability (p.dj,k,t) of 

American alligators (Alligator mississippiensis) observed during nightlight surveys in coastal South Carolina, USA (2011–

2016). We used water level data (± 0.01 ft) recorded by a stream gauge every 15 minutes during all nightlight surveys, and we 

z-standardized data values within each survey route. Therefore, relative water level on the x-axis in (a.) reflects the z-

standardized values of the maximum range in water levels observed on a single river during May 1st–August 21st across all 

years of the study at mean temperature (28.6°C). 
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Figure 2.7. Total American alligator (Alligator mississippiensis) abundance (all size classes) on the Great Pee Dee and 

Waccamaw River (top panels) and South Santee River (bottom panels) surveys from 2011–2016. Abundance estimates were 

produced under three integrated population models: (1) G93 (left column); (2) R93 (center); and (3) R79 (right). The dark gray 

shaded area represents the 95% Bayesian credible interval (CRI). 
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Figure 2.8. Size class-specific American alligator (Alligator mississippiensis) abundance 

estimates from nightlight survey counts on the Great Pee Dee and Waccamaw Rivers (left 

panels) and the South Santee River (right panels) from 2011–2016 in coastal South 

Carolina, USA. The top panels (a, b) show abundance estimates for immature size classes 

(closed points; 1–3) and the bottom show adult size classes (open points; 4–6). The error 

bars represent 95% Bayesian credible intervals. All size class estimates were produced by 

the G93 integrated population model. 
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CHAPTER THREE 

OPTIMIZATION OF SURVEY DESIGN FOR A CRYPTIC APEX PREDATOR TO 

REDUCE UNCERTAINTY IN CONSERVATION DECISION-MAKING 

 

Abstract 

Robust monitoring programs are the backbone of effective decision-making in 

wildlife population management. Reliability of monitoring data is heavily influenced by 

study design components including spatiotemporal replication of surveys, population 

characteristics (e.g., density, harvest pressure), and detection probabilities. Following 50 

years of closure, the state of South Carolina, USA, re-opened populations of American 

alligator (Alligator mississippiensis; hereafter alligator) to harvest on public lands in 

2008. Substantial uncertainties existed as to how local factors may influence the 

reliability of abundance estimates intended to inform harvest quotas. We simulated 

alligator population dynamics under nine scenarios across a range of population density 

and harvest rates. We generated count data based on expected detection probabilities 

specific to South Carolina, from nine different survey designs that differed in spatial and 

temporal replication. The count data were analyzed in an N-mixture model and used to 

identify an annual harvest quota. Our goal was to evaluate tradeoffs in temporal and 

spatial replication, given initial population density and harvest rate, and to identify an 

optimal monitoring design based on two fundamental objectives: maximizing financial 

effectiveness and minimizing ecological and management uncertainty. We quantified 

these objectives with multiple criteria including survey effort, changes to stage class 
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proportions, and abundance estimate bias and precision. In general, the reliability of 

abundance estimates was more sensitive to temporal replication, rather than spatial, and 

the N-mixture models routinely overestimated abundance; both of which could be 

attributed to the inherently low detection probability. Population declines induced by 

overestimating abundance were mostly reflective of a substantial reduction in two of the 

three adult stage classes. Our analysis illustrates the power of simulation-based 

approaches to evaluate tradeoffs in survey designs and how survey designs may interact 

with intrinsic factors (population density, management actions) in stage-structured 

populations. 

 

Introduction 

Monitoring the state of a population, community, or ecosystem is of fundamental 

interest to ecologists and conservation practitioners (Yoccoz et al. 2001). Monitoring data 

can be used to identify long term trends (Mosnier et al. 2015, Sedinger et al. 2017), 

generate hypotheses to test ecological theory (Cremer et al. 2018), and inform 

conservation or management decisions (Link et al. 2003, Lindenmayer et al. 2012). The 

ability of a management decision or action to achieve a desired outcome can be limited 

due to partial observability of the system which, in turn, determines the ability of the 

monitoring data to produce unbiased and precise (i.e., reliable) estimates of latent 

quantities (Kendall and Moore 2012). The reliability of monitoring data is ultimately 

determined by the design of the monitoring program itself which may consider aspects 

such as temporal and spatial replication, inter-observer variability, or detectability 
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(Williams et al. 2002, Moore and Kendall 2004, Shirley et al. 2012). Assessing whether a 

monitoring program is designed to provide sufficiently unbiased and precise estimates of 

latent quantities (e.g., abundance) to achieve the desired level of certainty associated with 

a decision or management outcome should occur prior to monitoring, though it often is 

evaluated after implementation (Martin et al. 2007). 

One of the primary issues affecting the reliability of monitoring data is the 

assessment of detectability during sampling (Moore and Kendall 2004, Guillera-arroita et 

al. 2010). Index-based approaches that assume constant detectability are poorly situated 

to inform management decisions because their assumptions are rarely validated, and 

factors that affect the state (i.e., ecological) and detection processes may be confounded 

(Nichols et al. 2000, Anderson 2001, Yoccoz et al. 2001). However, monitoring programs 

designed for use in abundance estimation frameworks that adjust for imperfect detection 

(e.g., N-mixture models; Royle 2004) are not immune to producing unreliable inference. 

For example, insufficient spatiotemporal replication of surveys can generate positive 

relative-bias (i.e., overestimation) in abundance estimates, particularly if the target being 

monitored has low detectability (Williams et al. 2002). Similarly, extensions of 

abundance estimators that incorporate additional complexities such as open populations 

(Dail and Madsen 2011), stage-structure (Zipkin et al. 2014b), or imperfect state-

assignment (Zipkin et al. 2014a) typically require additional spatiotemporal replication 

for unbiased estimation. The necessary level of demographic resolution (e.g., stage-

specific abundance vs. total individuals) in the data and model complexity, however, is 

ultimately determined by the management objectives (Nichols and Williams 2006). 
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Data simulation is a powerful tool to evaluate how tradeoffs in the design and 

implementation of monitoring programs, including spatiotemporal replication, 

demographic resolution, and the models used to analyze monitoring data may influence 

the effectiveness of management decision-making, by reducing partial observability, 

structural uncertainty, or both (Zurell et al. 2010, Kendall and Moore 2012, Kéry and 

Royle 2016). By simulating data, the true values of the latent quantities can be generated 

from probability distributions with known parameters. The “true” latent quantities are 

simulated from an underlying ecological model, and are then virtually surveyed by a 

specified monitoring program design. The virtual monitoring data (e.g., counts) are then 

fed into a statistical model to produce estimates that are compared against the underlying 

virtual population (i.e., truth) to assess quantities such as relative bias and variance of the 

parameter estimates. Data simulation may be particularly beneficial for decision-making 

about rare or cryptic species that are difficult to sample, occur at low densities, or have 

low detectability (“Using Multiple Methods to Assess Detection Probabilities of Forest-

Floor Wildlife” 2011, Mcintyre et al. 2012, Couturier et al. 2013). Similarly, in stage-

structured populations, both detectability and vital rates may vary substantially among 

life stages (Unger et al. 2013, Crouse et al. 2016, Lawson 2019), and in such cases data 

simulation also can be an effective tool to assess monitoring strategies. 

We implemented a simulation approach to evaluate potential tradeoffs in the design 

of a monitoring program for American alligators (Alligator mississippiensis; hereafter 

alligator). Specifically, we considered the interaction of the spatiotemporal replication of 

the monitoring program with an ecological attribute, initial population density, and a 
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management-focused attribute, harvest rate. Modified vital rates for alligators were used 

to simulate stage-structured dynamics under varying initial population densities, harvest 

rates, and survey designs. We virtually sampled the population by generating count data 

based on the specified true abundance of the underlying population and expected 

detection probabilities, then used an N-mixture model framework (Royle 2004) to 

analyze the simulated counts. We simulated annual harvest over a twenty-year period by 

setting a harvest quota based on the abundance estimate output from the model, and we 

distributed the quota across stage classes of the simulated population.  

We then used a decision analytic framework to quantify the model output for each 

survey design and for every initial population density and harvest scenario. We did so 

based on objective criteria to maximize financial effectiveness of conducting surveys and 

to minimize ecological and management uncertainty, given that a monitoring plan met an 

eligibility criterion of low extinction risk. Specifically, we quantified a suite of biological 

parameters, including population growth, extinction probability, and changes in stage 

(stage class) proportions. We also quantified the effect of the survey design on the bias 

and precision of the estimates, and an index of survey effort (i.e., cost). 

 

Methods 

Case Study 

Our study is focused on the population of alligators occupying coastal South 

Carolina, USA. The range for alligators in coastal South Carolina is comprised of diverse 

aquatic habitats including artificial (diked) wetlands, coastal marsh, wooded swamp, 
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rivers, and ponds. South Carolina is the approximate northern limit at which alligator 

densities are comparable to those in Florida and Louisiana, regions regarded as having 

highly productive alligator habitat (Woodward and Moore 1990, Lawson 2019). 

Alligators in South Carolina are managed under nuisance removal (by euthanasia) and 

harvest programs on private (initiated 1995) and public (2008) lands. Annual take by the 

nuisance removal and harvest programs on private lands are either not quantified or not 

publicly available. Since its inception, the South Carolina Department of Natural 

Resources (SCDNR) public harvest program has administered a fixed annual statewide 

quota of 1,000–1,200 alligator tags, in which one tag permits the harvest of a single 

alligator ≥122 cm total length (TL; distance from snout to tail tip) (SCDNR 2017). Given 

the fixed nature of SCDNR’s harvest quota system, maximizng the number of alligators 

in the population serves as a proxy for maximizing the number of harvested 

alligators.The initial quota was assumed to represent 1% of the total statewide population, 

based on a consensus-estimate among local alligator biologists in the 1970s of 100,000 

non-hatchling alligators (Bara 1975, P.M. Wilkinson, pers. comm.) that is still in use 

despite extensive changes to consumptive use policies (Rhodes, 2002; SCDNR, 2017). 

However, in recent years the popularity of the alligator harvest has exceeded the available 

tags (SCDNR 2017); in which only hunters drawn by the lottery (limit: 1 lottery ticket 

per hunter) may purchase one tag. Furthermore, the funding structure for the SCDNR 

public harvest program is relatively unique—revenue generated through the sale of 

lottery tickets, hunting licenses and tags directly supports alligator research and 

monitoring within the state (e.g., Lawson 2019), as well as administration of the harvest 
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programs. Thus the ability of the funding structure to support monitoring programs of 

high intensity (i.e., high spatiotemporal coverage) positively scales with the size of the 

harvest, which itself, if under a fixed rate of harvest, increases with overall abundance of 

alligators available for harvest 

In 2011, SCDNR initiated a standardized monitoring protocol for boat-based 

nightlight surveys on rivers and lakes (description in Chapter 2). From early May to mid-

August each year (prior to most hatchling emergence and the harvest season), temporally 

replicated surveys were conducted on each route (water body), though the number and 

duration between replicates varied depending on the year and survey route. Though the 

annual harvest quota has been held constant since 2014, SCDNR intends for survey data 

to be used to produce estimates of annual abundance needed to inform time-varying 

management decisions (e.g., harvest quotas). However, uncertainties exist regarding how 

to optimize the design of the monitoring program to reduce the uncertainty in the 

outcome of harvest decisions, given the expected detection probabilities for the survey 

protocol and alligator densities observed in South Carolina. 

To evaluate potential tradeoffs in the design of nightlight surveys, we simulated 

growth, abundance assessment, and harvest of a theoretical alligator population. We 

conducted simulations across 81 scenarios that differed in gradation of four main 

attributes (Table 3.1). One attribute, initial population density, reflected a biological state 

that potentially affected performance of alternative sampling designs. From a fixed 

starting density, the simulated population was projected through time, and its density was 

estimated annually based on simulated count data arising from a given survey design. 
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Thus, annual population density was measured imperfectly in the simulations. Initial 

population densities (number of alligators per replicate survey unit) were based on 

observed densities in South Carolina (Chapter 2). The second attribute, harvest rate 

(fraction of the total population removed by harvest), was controlled by managers, but its 

degree of control in simulations was affected by measurement error of population 

density, resulting in disagreement between apparent harvest rate (fraction of estimated 

abundance harvested) and realized harvest rate. Harvest rates were set as ± 0.5% of the 

current putative rate of 1% (i.e., 0.5%, 1%, and 1.5%) (SCDNR 2017, Lawson 2019). 

The last two attributes, number of sites (spatial replicates) and number of temporal 

replicates (visits), were perfectly controlled by managers and constituted the alternative 

survey design variables. For this analysis we defined “site” as a 0.5-km segment within a 

river-based survey route. This distance represents an estimate of maximum daily 

movement and was also used in previously published N-mixture analyses for alligators 

(Fujisaki et al. 2011, Waddle et al. 2015). For the current SCDNR monitoring program, 

each river survey route (n=10) is approximately 16 km in length (16.5 ± 3.3 SD, range: 

10.3–19.4 km), resulting in 32 sites per route. As such, the intermediate number of sites 

(Table 3.1) is approximately equivalent to 10 river survey routes and represents 

SCDNR’s current spatial coverage. To provide a geographic context for number of sites 

(i.e., sampling frame), we determined that the intermediate number of sites represents 

approximately 4% of the available habitat in rivers and large creeks (8,000 sites total) in 

South Carolina based on the flowline layer in the U.S. National Hydrography Dataset. 

Finally, the number of temporal replicates (i.e., the number of times a route is surveyed 
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within a year) was chosen based on assessing effort from previous studies, which range 

from two (Fujisaki et al. 2011, Waddle et al. 2015) to three (Gardner et al. 2016), and 

from monitoring efforts in South Carolina, which range from two to eight (Chapter 2). 

Though the values used to parameterize our simulation scenarios were chosen from 

empirical data and management practices specific to alligator populations in South 

Carolina, the framework we used is generalizable to other crocodilian populations or to 

other size or age-structured species. All statistical analyses were performed in the R 

statistical program (R Core Development Team 2017). 

 

Population Simulation 

Projection matrix construction.— We constructed a size-structured (six size stages), 

Lefkovitch matrix (Caswell 2001) to project alligator population dynamics for both sexes 

over an annual time step. The model structure reflects a hypothetical post-breeding/pre-

harvest census, which contrasts with the timing of the pre-breeding census currently used 

in South Carolina. The existing pre-breeding census conducted by SCDNR is timed to 

minimize violations of demographic closure by completing the final replicate surveys 

before hatchling emergence (late August) and initiation of the private- and public-harvest 

seasons (mid-September). In contrast, the monitoring design in our simulation reflects an 

idealized scenario in which the number of individuals to be immediately exposed to 

harvest in the current year can be estimated and used to determine the current year’s 

harvest quota. 
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Alligators exhibit substantial inter-individual variation in growth patterns 

(Wilkinson et al. 2016), and reproductive maturity is dependent on body length, rather 

than age (Joanen and McNease 1980, Wilkinson 1983). Therefore, each stage class (j) 

was defined by TL as follows: (1) Hatchling: ≤ 30 cm; (2) Juvenile: 31–121 cm; (3) 

Subadult: 122–182 cm; (4) Small Adult: 183–243 cm; (5) Large Adult: 244–304 cm; or 

(6) Bull: ≥ 305 cm (Table 3.2). Any surviving individual entering the time step may 

remain in the same stage class or transition (grow) to the next sequential stage class 

during each time step. Thus, growth rate (Gj) represents the combined probability of both 

surviving and transitioning to the next stage class, whereas retention rate (Pj) is the 

combined probability of surviving and remaining in a stage class. We defined the Gj and 

Pj elements of the projection matrix as follows: 

Pj = φj * (1-ψj)      (3.1) 

Gj = φj * ψj      (3.2) 

From t to t+1, φj is the probability of an individual in stage j surviving, and ψj is the 

probability of an individual transitioning (i.e., growing) from stage j to j+1. We 

parameterized the stage-specific Gj and Pj rates using apparent survival (φj) and growth 

transition (ψj) probabilities from an integrated population model for alligators in South 

Carolina that used an identical stage class structure (Chapter 2). Because our projection 

model lacked sex-specificity, we calculated the weighted means for each ψj based on the 

proportion of each sex (Table 3.2) in the departure stage (i.e., the stage an individual is in 

at the beginning of an interval). 
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In our model, hatchling production was determined by number of females from 

small adult and large adult stage classes only, as females are not capable of breeding until 

they reach 183 cm TL and rarely exceed 305 cm TL (bulls) (Joanen and McNease 1980). 

We defined fecundity as: 

Fj= BP * CL * NS * FPj     (3.3) 

in which BP is average female breeding probability, CL is average clutch size, NS is 

average probability that at least one egg in a nest hatches, and FPj is average proportion 

of females in stage class j (Table 3.2). Components BP, CL, NS, and FP1 (average 

proportion of hatchlings that were female) of Fj were estimated from alligator nesting 

studies in South Carolina (Wilkinson 1983, Rhodes and Lang 1996), and female 

proportions for non-hatchling stage classes were estimated from an experimental harvest 

study in Florida (Woodward 1996). See Appendix A2 for expanded field methodology 

descriptions and sample sizes for each variable. 

Perfect information simulation.— We conducted simulations of a statewide 

population subject to harvest under perfect monitoring information (PI; detection 

probability = 1.0) of abundance to provide a theoretical maximum of alligators that could 

be produced. This maximum served as a standard for comparison against alternative 

conditions of imperfect detection, reflected across the 81 simulation scenarios. As an 

initial step, we required that the projection matrix produce an increasing population in the 

absence of harvest; i.e., we required a value >1 for the dominant eigenvalue, λ, of the 

matrix. We chose to focus on the linkage between monitoring program designs and 
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management actions (i.e., harvest) which would be absent from a no-harvest scenario, 

therefore, the imperfect detection simulations did not include a 0% harvest rate. 

The projection matrix we initially parameterized (using values in Table 3.2) yielded 

a declining population under absence of harvest (0.98). In an earlier iteration of our 

simulation framework, before the survival probabilities in Lawson (2019) were available, 

we used five-stage alligator population projection matrices described in Dunham et al. 

(2014) to determine the minimum  value (≈1.015) needed to sustain a population under 

any of the three harvest rates (Table 3.1) under PI. Though the survival probabilities in 

Lawson (2019) accounted for the effects of the public harvest, they did not account for 

the private harvest and for the nuisance removals and thus may have been lower than 

expected under non-harvest conditions. To account for this potential bias and ensure that 

the projection matrix met the minimum  threshold for harvest sustainability, we 

conducted an elasticity analysis to identify which elements of the projection matrix would 

produce the largest proportional change in λ (i.e., the most elastic). Retention rate P4 was 

the most elastic element followed by P5 and P3 (Table B1.1); we then incrementally 

increased φj within the Pj and Gj terms for stages 3–5 (bold values in Table 3.2) until the 

projection matrix produced a λ ≥ 1.015. We used the popbio package (Stubben et al. 

2016) to conduct an elasticity analysis and estimate λ. 

We conducted 12 PI simulations for combinations of three initial population 

densities and four harvest rates (including a no harvest scenario), as well as 81 imperfect 

detection simulations for the three initial population densities, harvest rates (0% harvest 

not considered), temporal replicates, and spatial replicates (Table 3.1). For all population 
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simulations, we initialized (at time t = 1) each simulated alligator population density (d) 

at a stable stage distribution (the corresponding eigenvector of the dominant eigenvalue 

of the projection matrix; Table 3.2). We selected initial abundance in each stage class, 

nj,d,1, so that the sum of all stage class abundances divided by the full sampling frame of 

8,000 sites equaled the specified population density per site: 

000,8

6

1

1,,



j

djn

d      (3.4) 

in which d is equal to the simulated density level (10, 30, or 60 alligators per site; Table 

3.1) at t=1. For the no-harvest PI scenario the vector of stage-specific abundances at each 

time step t was then multiplied by the projection matrix (L) to produce abundances at the 

next time step:  
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For the simulations that incorporated a harvest rate, we then determined the annual 

harvest quota (Hd,r,t): 


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
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j

tdjtrd rnH      (3.6) 

in which Hd,r,t in Eq. 3.6 is the total number of individuals to be harvested for a given 

initial density, harvest rate, and year. Note that the harvest quota includes the sum of 

individuals from all stage classes, whereas SCDNR harvest regulations only permit the 
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take of alligators ≥122 cm TL (j ≥3). To accommodate the harvest of only legal stage 

classes, the harvest rates (r) in our model reflects the proportion of individuals from all 

stage classes (j: 1–6) that is equivalent to a desired harvest rate of harvestable stage 

classes (j ≥3) at a stable stage distribution. For example, 0.5% of the individuals in 

harvestable stage classes is equivalent to 0.14% of the total population based on the 

stable stage distribution of L (Table 3.1). For ease in reporting, when referencing harvest 

rates in the text explicitly we will use the values that are in relation to the harvestable 

stage classes (e.g., 0.5%, 1.0%, 1.5%) rather than the total population (Table 3.1), though 

the latter quantity is what was used in the model. Note that translation of harvest rates to 

the total population at each time step (both PI and imperfect detection) relied on use of 

this invariant stable stage distribution despite change in the underlying stage distribution 

over the course of the simulation. Therefore, PI represents a theoretical situation in which 

abundance can be perfectly observed, but the size-class specific abundances are unknown 

for the purposes of implementing harvest, though those quantities are available in the 

simulation for heuristic purposes. Our decision to treat the stage distribution as a latent 

quantity in PI was based on an expert consensus that adjustments to a monitoring 

program were unlikely to produce meaningful improvements in ability to assign 

individuals to stage classes due to extreme alligator wariness and habitat structure, but 

that the total individual estimates could be improved upon (A. Lawson, umpubl. data). 

In order to ensure that the annual harvest quota (Hd,r,t ) was only applied to 

harvestable stage classes, we created the vector, hsp, to specify the proportion of the 

harvest quota that would be applied to each stage class: 
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hsp



























26.0

40.0

30.0

04.0

00.0

00.0

 

in which the first two elements of hsp ensure that 0% of the total number of individuals 

to be harvested will come from j ≤2. Additionally, either because of selectivity by 

hunters, availability to hunters, or both, alligators are not harvested in proportion to their 

abundance among stage classes. Therefore, the remainder of hsp reflects the average 

proportion of alligators harvested from stage classes j ≥3 based on SCDNR public harvest 

records from Georgetown County, South Carolina (2008–2017), the focal county of the 

Lawson (2019) integrated population model. Next, to determine the number of 

individuals to be harvested from each stage class (hj,d,t), hsp is multiplied by the annual 

harvest quota: 
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In the final step, the hj,d,r,t vector is subtracted from the nj,d,r,t vector and then multiplied 

by the projection matrix L: 
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Imperfect detection simulations.— The dynamics described in Eqs. 4–8 represent a 

PI scenario in which the total number of individuals to harvest each year (Hd,r,t) to 

achieve a target harvest rate is determined without error because the population is 

perfectly observed (i.e., the count is a true census). In practice, detection probability (p) is 

typically < 1, and hence abundance is imperfectly observed during a survey. 

Consequently, Hd,r,t  must be calculated from an abundance estimate rather than a true or 

known value. A major advantage of data simulation is that true abundance (N) is known 

and can be compared to abundance estimates (N′) produced from a model that uses count 

data simulated under different survey designs or values for p. 

We used the simNmix function in the AHMbook package (Kéry and Royle 2016) to 

simulate non stage-specific count data for each of the 81 scenarios. Data were based on 

the number of sites, number of temporal replicates, mean p (Chapter 2), and N (density in 

Table 3.1; Chapter 2). The p estimates reported by (Chapter 2) were negatively 

influenced by stage class and water level, and positively influenced by water temperature. 

To match the lack of stage class-specificity of the simulated count data produced from 

simNmix, we collapsed the detection probability estimates from Lawson (2019) by 

calculating the weighted mean of the size-specific detection probabilities (range: 0.02–

0.07 at mean water level and temperature), using the stable stage class distribution of L 
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as weights. The weighted mean p was not updated throughout the simulation based on the 

relative proportions of each stage class. However, to add stochasticity to our simulations 

reflecting variability in detection during nightlight surveys due to temporally varying 

stage class composition and environmental conditions, and we used the weighted mean 

and weighted standard deviation*1.15 to derive beta distribution parameters a and b. For 

every time step, p was then sampled from a beta distribution and subsequently used 

within the simNmix function. 

The simulated count data produced by simNmix were then fed into an N-mixture 

model (Royle 2004) using the pcount function in the unmarked package (Fiske and 

Chandler 2011). N-mixture models use spatiotemporally replicated count data to estimate 

the mean number of individuals per site s in year t, N′s,t, and detection probability (p′): 

cs,k,t ~ binomial( N
~

s,t, p′k,t)     (3.9) 

tsN ,

~
~ Poisson(N′s,t)      (3.10) 

such that cs,k,t in Eq. 3.9 is the number of individuals counted (detected) at site s during 

visit (temporal replicate) k in year t, and tsN ,

~
 is true abundance as realized under the 

estimation model. In Eq. 3.10, true abundance at site s in year t is Poisson distributed 

with the mean-variance parameter, N′s,t. We imposed no model structure (i.e., no survey 

or site covariates) on the p′k,t and N′s,t terms, and set the upper integration parameter for 

the likelihood function (K) to 1000, which represents a maximum mean site abundance 

(density) value. 
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To fully evaluate the effects of the design of a monitoring program on population 

viability, we linked the outcome of the N-mixture model estimates to the underlying 

virtual population (i.e., true abundance) through the following equation:  

rNH tlmrdtlmrd  )000,8( ,,,,,,,,      (3.11) 

in which tlmrdN ,,,,
  is the estimate of Ns,t (mean abundance in year t for site s), from a 

survey design with m temporal and l spatial replicates, in a population with r harvest rate 

and d initial density. Note that in Eq. 3.11 r reflects the apparent harvest rate, and we 

have removed the site (s) indexing because our N-mixture model did not incorporate site 

effects, and site-level abundance is extrapolated to a statewide estimate by multiplying by 

the total number of sites. The annual harvest quota, Hd,r,m,l,t, and the harvest taken from 

each stage class, hj,d,r,m,l,t, are calculated exactly as outlined in Eq. 3.6–3.7, except that the 

quantities are based on estimated abundance (N′) rather than true abundance (N). 

Similarly, as in Eq. 3.8, the harvests hj,d,r,m,l,t are deducted from the true number of 

individuals in each stage class nj,d,r,m,l,t, and the associated vectors are multiplied by the 

projection matrix L to produce the true number of individuals for each stage class in year 

t+1. Therefore, the realized harvest rate )ˆ(r  for a scenario is obtained by dividing the 

sum of hj,d,r,m,l,t by the sum of nj,d,r,m,l,t in Eq. 3.8. The process just described is then 

repeated beginning with Eq. 3.4 which is used to update the true mean abundance per site 

(density) and is then fed into the pcount function to simulate survey data for year t+1. For 

each of the imperfect detection scenarios, we conducted 100 simulations over 20 years. 

 

Monitoring program design decision analysis 
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The selection of an optimal monitoring program design ultimately depends on the 

management objectives. For each initial population density and harvest rate scenario 

(n=27), we implemented a multi-step process to evaluate each of the nine potential 

designs for the monitoring program (3 temporal replicate levels x 3 site levels). First, we 

imposed constraints that the monitoring program had to have an associated extinction 

percentage ≤ 5% and λ ≥ 0.98 to be considered. These constraints were meant to 

eliminate monitoring plans that could put the alligator population at a relatively higher 

risk of a steep population decline and perhaps spurring intensive and expensive 

management interventions for recovery (e.g., harvest closure, reintroduction). Given that 

a plan was able to meet these constraints, we identified two fundamental objectives on 

which to evaluate the remaining potential monitoring program designs: (1) maximize 

financial effectiveness, and (2) minimize ecological and management uncertainty. We 

selected these two broad fundamental objectives because they reflect a common tradeoff 

that management agencies are often faced with: developing a management strategy that 

reduces partial controllability— the inability to achieve a desired management 

outcome— given limited financial resources. 

The first fundamental objective, maximizing financial effectiveness, is the 

“efficiency” of a monitoring plan, based on minimizing costs (survey effort) and 

maximizing revenue (maximizing abundance and subsequent harvest potential). The 

second fundamental objective is comprised of two components, ecological and 

management, and is a measure of the plan’s ability to reduce the uncertainty of 

management outcomes. We defined the ecological component as minimizing changes to 
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stage class proportions over 20 years. Alligators have highly complex, size-structured 

social systems (Lang 1987, J. Zajdel unpubl. data), and it is unknown how populations 

may respond to perturbations, such as harvest or artificial selection, that would cause 

changes to the size distribution. The management component of the second fundamental 

objective is a measure of a plan’s ability to limit relative bias and improve precision of 

abundance estimates. We parameterized each fundamental objective with a series of 

means objectives— mechanisms by which the fundamental objective can be 

accomplished. We describe the constraints and means objectives, in turn: 

Constraints.— To estimate extinction probability (EP), we summed the number of 

simulations in which total abundance (of all stage classes) had reached zero by the final 

year of the simulation. Because we conducted 100 simulations per scenario, the scenario-

specific number of extinctions is reported here as a percentage. To parameterize our 

second constraint, we estimated λ based on the true total of individuals (all stage classes) 

in year 21 divided by total individuals in year 1. If the monitoring program within the 

density x harvest scenario had ≤ 5 simulations in which the population went extinct and λ 

≥ 0.98, it was eligible for consideration. For the latter constraint, we allowed plans that 

produced a slight negative growth rate to be considered in case there was a desire to 

reduce alligator densities (e.g., reducing human-alligator-conflict). 

1a. Minimize survey effort.— We created an index of survey effort (EF), which is 

reflective of financial cost, for each potential monitoring program design (n=9) by 

multiplying the number of temporal replicates (m) by the number of spatial replicates (l): 

EF = m x l 
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in which smaller values of EFm,l reflect lower effort (i.e., less expensive) whereas larger 

values reflect higher effort (i.e., more expensive). Note that this index assumes that 

increasing the number of temporal or spatial replicates incurs the same financial cost. 

1b. Maximize abundance.— The PI simulations represented a theoretical maximum 

for the size of alligator populations that could be produced for a given initial population 

density and harvest rate. Therefore, we evaluated the performance of each monitoring 

program based on the proportion of total individuals (all stage classes) remaining in year 

21 (the outcome of the 20th harvest) relative to total individuals in year 21 under the PI 

scenario for the same population density and harvest rate: 
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We included the MA means objective within the financial effectiveness fundamental 

objective (FO1) because revenue generated by the private and public alligator harvest 

programs is applied directly to the SCDNR alligator research and monitoring. 

Maximizing abundance is a proxy for the number of harvested alligators (for a set r), 

therefore maximizing both the total population size and the number of harvested 

alligators can increase available funds for monitoring. 

2a. Minimize changes to stage class proportions.— We calculated the mean number 

of individuals in each stage class for each year across simulations for a given scenario 

and divided mean stage class-specific abundance by the total to obtain the proportion of 

individuals in each stage class (spj). Next, we computed the absolute value of the percent 
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change in each spj from t=1 (i.e., the stable stage distribution) to t=21. We then obtained 

the weighted mean of the percent change of absolute values using the stable stage 

distribution (i.e., relative proportions of each stage in year 1) for the weights. This 

produced a single estimate of changes in stage class structure (SCd,r,m,l) for a given 

scenario: 
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We acknowledge that our measure of changes in stage class proportions, SCd,r,m,l , reflects 

both changes in sp that would occur under the PId,r counterpart as well as those attributed 

to the specific monitoring design (m, l). 

2b. Minimize relative bias.— For t = 1–20 (t=21 only contained true values) of 

every simulation i, we computed the relative bias between the estimated mean abundance 

per site )( ,,,,, itlmrdN   from the N-mixture model (Royle 2004) and the true value )( ,,,,, itlmrdN

: 
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     (3.14)  

We then averaged across simulations, and then across years to produce a scenario-

specific mean relative bias )( ,,, lmrdRB . All of the RB values we calculated were > 0.00 

(i.e., overestimation), therefore we opted to use the raw relative bias scores rather than 

the absolute value. 

2c. Minimize uncertainty.— We computed the standard deviation of the estimated 

mean abundance per site across simulations for every time step, and then computed the 
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overall mean of the standard deviations across years for each scenario as a measure of 

uncertainty (UCd,r,m,l). 

Objective weighting.— Within each of the nine initial density x harvest scenarios, 

we scaled each of the k means objective values from 0 to 1, in which 0 was the least 

optimal value observed, and 1 was the most optimal value observed. We used a different 

scaling formula, depending on whether the kth means objective was minimized or 

maximized: 
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Eq. 3.15 was used for means objectives to be minimized (EF, SC, RB, UC), where each 

value i for means objective k within initial density d and harvest rate r was subtracted 

from the maximum means objective value within the d x r scenario and the difference 

divided by the difference between the maximum and minimum values for that objective. 

Eq. 3.16 was used for MA only, as it was the only means objective that was maximized. 

Here, the numerator is the difference between the objective value and the minimum value 

observed, whereas the denominator is the same as in Eq. 3.15. 

Within each initial population density and harvest scenario, plans that met the 

eligibility criteria were scored based on two weighted-sum formulas for each 

fundamental objective: 

)5.0()5.0( ,,,1 rdrd AMFEFO      (3.17) 



   

87 
 

)25.0()25.0()50.0( ,,,,,2 rdrdrdrd CUBRCSFO     (3.18) 

For each fundamental objective within an initial density and harvest scenario, each scaled 

means objective value (MO′k,d,r,i) was multiplied by an objective weight (sum of weights 

= 1) and summed together to derive the fundamental objective value (FOk). The FO1 

means objectives, EF and MA, were weighted equally (Eq. 3.17), whereas half of the FO2 

weight was assigned to the “ecological uncertainty” means objective (SC) and the other 

half was distributed evenly between the two “management uncertainty” means objectives, 

RB and UC (Eq. 3.18). Lastly, we summed FO1 and FO2 within each initial density (d) 

and harvest (r) scenario (i.e., they were given equal weights). Therefore, for each harvest 

and initial density combination, the eligible monitoring plan with the highest OPd,r (Eq. 

3.17) reflects the optimal plan: 

rdrdrd FOFOOP ,,2,,1,        (3.19) 

 

Results 

The λ of the original projection matrix (L′) we constructed from the Lawson (2019) vital 

rates was 0.98; which was most elastic to retention of small adults (P4; 0.317), large 

adults (P5; 0.169), and subadults (P3; 0.153). We increased the survival term within the 

growth and retention elements for each of these stages (Eqs. 1, 2) by 4% to produce the 

final projection matrix (L) that was used in the simulations (Table 3.2). Matrix L 

projected positive growth under absence of harvest (λ = 1.018), and it reflected the same 

elasticity order of elements as L′. Full output from the elasticity analyses and both stable 

stage distributions are provided in Appendix S1. As  we required in our preliminary 
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modeling of L′, under the perfect information simulation, the projection matrix (L) 

produced positive population growth rates for the three harvest rates (Fig. 3.1) and 

harvest closure (0%) 

In general, abundance trends appeared to be more sensitive to increases in temporal 

replication than site replication when harvest was based on imperfect observation of the 

population (Figs. 3.1, 3.2). All initial density x harvest (high/intermediate/low density x 

0.5/1.0/1.5% hereafter) scenarios had at least one monitoring program design that met the 

eligibility criteria (Table 3.3). Both the number of eligible plans and λ varied negatively 

with harvest rate for a given initial population density, and both varied positively with 

initial population density for a given harvest rate (Table 3.3, Fig. 3.2b). High initial 

density x 0.5% yielded the most eligible plans (n=8) of the nine possible (Table 3.3c), 

whereas both low and medium initial density x 1.5% only had one eligible plan. The 

maximum λ we observed was 1.31 for high initial density x 0.5% at maximum survey 

effort (Table 3.3c) whereas the lowest (0.00) was for low initial density x 1.5% at 

minimal survey effort (Table 3.3a). 

The raw (un-scaled) means objective values (EF, MA, RB, SC, UC) all showed 

slightly different relationships regarding variation with harvest rate (for a given initial 

population density) and initial population density (for a constant harvest rate; not 

explicitly stated hereafter) (Table 3.3, Fig. 3.2). Note that contrasting patterns among 

means objectives are expected, as the optimal values for MA are maximized, whereas the 

remainder (EF, SC, RB, UC) are minimized Increasing harvest rate resulted in increasing 

EP, whereas increased initial population density reduced EP (Fig. 3.2a), and the opposite 
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relationships were observed for λ. The highest EP we observed was 99 for low initial 

density x 1.5% with minimal survey effort, followed by 93 at 1.0% harvest rate at the 

same initial density and survey effort (Table 3.3a). However, all initial population density 

x harvest rate scenarios had at least two survey designs associated with an EP of zero 

(Table 3.3). As such, at high initial densities, the maximum EP observed was 2 for 1.5% 

harvest and minimal survey effort (Table 3.3c). All optimal plans (those having greatest 

value of OP among eligible plans within scenario; bold rows in Table 3.3) had an EP of 

zero. 

Maximizing total alligator abundance (MA) as a proportion of the theoretical 

maximum under PI varied negatively with harvest rate and positively with initial density 

(Fig. 3.2c). Among optimal plans, MA averaged 0.91 ± 0.04 SD and ranged from 0.87 for 

low density x 1.0% harvest and 0.97 for high density x 0.5% harvest. When combined 

(Eq. 3.17) with the minimize effort (EF) means objective, which did not vary by harvest 

rate or initial density, FO1 averaged 0.72 ± 0.09 and varied from 0.5 (low density x 1.5%) 

to 0.77 (intermediate density x all harvest) across optimal plans (Table 3.3). 

Relative bias (RB) negatively varied with initial population density and positively 

varied with harvest rate (Fig. 3.2d) though the latter relationship was particularly weak 

for middle and high initial densities. Among optimal plans, RB averaged 0.64 ± 0.38 and 

varied from 0.33 (high initial density x 0.5%) to 1.54 (low initial density x 0.5%), in 

which lower values are more optimal. Across all initial density x harvest scenarios, RB 

ranged from 0.17 (high x 0.5/1.0% at maximum effort) to 92.77 (low x 1.5% at minimal 

effort), indicating that the models consistently overestimated abundance for all scenarios. 
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Weighted mean percent change in stage classes (SC) varied positively with harvest and 

negatively with initial density (Fig. 3.2e). Among optimal plans, SC averaged 0.02 ± 0.01 

and varied from 0.01 (high/intermediate initial density x 0.5%) to 0.03 (all initial 

densities x 1.5%) (Table 3.3), in which lower values are more optimal. Abundance 

estimate uncertainty (UC) varied positively with initial density, and did not vary with 

harvest rate (Fig. 3.2f). Among optimal plans, UC averaged 80.83 ± 22.69 and varied 

from 37.82 (low density x 1.5%) to 105.15 (high density x 1.5%) in which lower values 

are more optimal. After combining the scaled means objective values (Eq. 3.18, FO2 

averaged 0.97 ± 0.03 and varied from 0.94 (high initial density x all harvest; low x 0.5%) 

to 1.0 (low/intermediate density x 1.5%) across optimal plans (Table 3.3). Finally, all 

nine optimal monitoring plans contained six replicate surveys and 320 sites (Table 3.3), 

with the exception of the low initial density x 1.5%, which selected six replicate surveys 

and 640 sites. 

 

Discussion 

Effective conservation decision-making necessitates a thorough assessment of how 

ecological, management, and survey-level attributes interact to influence the precision 

and accuracy (i.e., reliability) of monitoring data used to predict the outcomes of said 

decisions (Bunnefeld et al. 2011, Kendall and Moore 2012). We focused on how the 

reliability of alligator abundance estimates (N′) used to set annual harvest quotas were 

influenced by survey effort (number of temporal replicates and sites), for varying 

gradations of initial population density and harvest. Increasing both temporal and spatial 
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replication improved the reliability of N′ across all initial density and harvest scenarios 

(RB, UC in Table 3.3); though temporal replicates had a stronger influence than the 

number of sites (Figs. 3.1, 3.2). In contrast, Yamaura et al. (2016) reported that 

increasing the number of sites, rather than temporal replicates, improved the reliability of 

abundance and species richness parameters in community N-mixture models using 

simulated data. Multiple occupancy simulation studies indicate, however, that when 

detection probability is low (as in our study), increasing temporal replication will have a 

greater improvement on occupancy probability estimate precision and bias than 

increasing the number of sites (Tyre et al. 2003, Guillera-arroita et al. 2010, McKann et 

al. 2013, Sanderlin et al. 2014). 

The greater sensitivity of N′ reliability to temporal replication at low detection 

probabilities likely explains the uniform selection for maximum temporal replication 

across all optimal survey designs (Table 3.3). The mean detection probability estimate 

(0.05 ± 0.02 SD) we used to parameterize the beta distribution (to produce random values 

for each time step of a simulation) is from unreplicated within-year counts (Chapter 2), 

but is similar to other nightlight survey studies in which temporally replicated surveys 

were spaced at least two weeks apart (Fujisaki et al. 2011, Waddle et al. 2015). In 

contrast, Gardner et al. (2016) reported a 0.50 detection probability based on three 

replicate surveys conducted within one week. As such, detection probability of alligators 

appears to be negatively correlated with the interval between replicate surveys— more 

individuals are likely to enter or exit the survey unit as the duration between replicates 

increases which violates the geographic closure assumption and lowers the probability of 
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encountering a given individual (Chapter 2). The tradeoff between temporal and spatial 

replication appears to be a function of detection probability (Tyre et al. 2003, McKann et 

al. 2013); detection probability is, in turn, influenced by the time interval between 

replicate surveys, which is ultimately constrained by the duration of the primary occasion 

(i.e., the time period in which replicate surveys are conducted). For example, if the 

primary occasion duration is relatively long (e.g., months), additional temporal replicates 

beyond the maximum of six that we examined could continue to improve the precision 

and accuracy of abundance estimates. In contrast, a shorter primary occasion duration 

(e.g., one week) would necessitate a shorter time interval between replicate surveys and 

ultimately limit the number of replicate surveys that could be conducted. However if the 

shorter interval produced a higher detection probability, the reliability of N′ could 

become more sensitive to the number of sites, rather than temporal replicates (Tyre et al. 

2003, Royle et al. 2016). 

The primary occasion sampling duration issue is an important caveat for the real-

world application of our results. We simulated a post-breeding pre-harvest survey 

structure which is not currently feasible in South Carolina because the hatchling 

emergence period (mid-August through September) overlaps with harvest (mid-

September to mid-October). In contrast, the detection probabilities and initial densities 

used to parameterize our simulation were derived from the single replicate survey with 

the highest number of detected alligators, of 2–8 replicate surveys conducted within the 

May—mid-August (pre-breeding) primary occasion sampling period each year (Chapter 

2). As discussed, the detection probability estimates we used were consistent with other 
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studies that used a study design with a large duration between surveys (≥ two weeks) 

(Fujisaki et al. 2011, Waddle et al. 2015). That said, implementing any of the optimal 

survey designs, all of which selected six replicate surveys (Table 3.3), is highly 

unrealistic using the post-breeding pre-harvest structure that we simulated, regardless of 

the duration between replicate surveys. Though most nests have hatched by the end of 

September, alligators begin to reducing their daily movements and enter brumation 

approximately mid-October (A. Lawson, unpubl. data), further reducing their 

detectability during surveys due to increased usage of their winter dens, and likely 

reducing their availability for harvest. We acknowledge that the phenological limitations 

of a post-breeding pre-harvest survey structure represent a major limitation for 

application of our results. 

We acknowledge two additional caveats associated with the post-breeding pre-

harvest sampling structure used in our simulation. First, the temporal scale at which the 

count data were applied to inform harvest decisions is not a realistic representation of 

how monitoring data would likely be used by SCDNR. Specifically, the post-breeding 

pre-harvest surveys we simulated could not be used to set harvest quotas in the current 

year (as done in the simulations), as the harvest tag lottery opens on May 1 (SCDNR 

2017), meaning that a dynamic harvest quota would need to be determined in advance, 

based on estimated abundance in the previous calendar year. Second, given the 

established effects of water level (negative) and temperature (positive) on detection 

probability (Chapter 2), our simulation assumed that these variables showed similar 

patterns in variation during pre-breeding pre-harvest surveys conducted in May through 
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mid-July (i.e., the period used to parameterize the simulation) and post-breeding pre-

harvest surveys conducted in late-September through October (i.e., the period in which 

our simulated surveys would occur). In South Carolina, both water temperatures and 

levels are generally lower in spring and increase throughout the summer into fall (A. 

Lawson, unpubl. data). Therefore, given the counteractive effects of water level and 

temperature on detection probability, we posit that this assumption was generally met, 

though future iterations of this model should formally test this assumption. 

Detection probability was a stochastic element in our simulation, as a new value 

was drawn from a beta distribution at each time step of each simulation. We inflated the 

variance around the mean ( 15.102.005.0  SD) to reflect variable environmental 

conditions (water temperature and level) that would affect detectability during each 

survey. We used the weighted mean of the stage class-specific detection probabilities in 

Chapter 2— which negatively varied according to size (stage) class— based on the 

relative proportions of each stage class within the stable stage distribution of L (Table 

3.1) to derive the mean detection probability to parameterize the beta distribution. 

However, detection probability was not updated to reflect the changing relative 

proportions of each stage class (Figs. 3.3, 3.4) at each time step. In general, the changes 

in stage class distribution followed a similar pattern— a decrease in the proportion of 

large adults and bulls that was compensated by an increase in subadults and small adults 

(Fig. 3.3). The combination of negative variation in detection probability across stage 

classes (Chapter 2) and smaller stage classes comprising a greater proportion of the 

population (Fig. 3.4) would create an overall increase in detection probability over time. 
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The magnitude of the change in detection probability would be driven by the change in 

SC, meaning that change in detection probability was negatively influenced by initial 

population density (e.g. Fig. 3.3a vs. 3.3c) and positively influenced by harvest rate (Fig. 

3.2e). Therefore, the mean value of detection probability used in simulations was likely 

biased low and further explains the selection for temporal replication for the optimal 

survey design. Despite the potential issue in our approach, we note that the overall range 

in mean detection probability from bulls to hatchling reported in Lawson (2019) was 

relatively small (0.02–0.07), and the inflated variation we added to detection may have 

buffered our results from this potential bias to some extent. 

Relative stage class proportions shifted over time for all imperfect detection (Figs. 

3.3, 3.4) and perfect information scenarios (except no-harvest PI), indicating that 

imperfect detection was not the driving force of the changes. A more likely cause is that 

the adult stage classes (j≥4) were not harvested in proportion to their availability in the 

population (i.e., hsdj > spj ; Table 3.2). Thus, it is important to emphasize that the virtual 

managers in both the PI and imperfect detection scenarios were not positioned to observe 

the changes in stage class proportions through the simulated monitoring data. Though the 

underlying, “true” alligator population contained stage-specific abundances for the entire 

statewide population, the simulated monitoring data reflected the mean number of 

alligators (of all stage classes) per site. We chose to simulate total individuals for the 

count data, as opposed to stage class specific abundances, as it was more reflective of 

SCDNR’s monitoring efforts, in which 60% of the alligator observations are of unknown 

stage class (Chapter 2). Total number of individuals is also reflective of monitoring data 
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collected in Mississippi and North Carolina (Gardner et al. 2016, Strickland et al. 2018). 

That said, the annual harvest quota (H) was calculated based on the product of the 

apparent harvest rate (r) applied at the population level (Table 3.1), not just the 

harvestable stage classes, and the total population size (Eq. 3.6). This becomes 

problematic if changes to the relative stage class proportions occur, because proportion of 

harvestable stage classes (j≥3) within the total population becomes a fluctuating, latent 

quantity that is unobservable to managers, given the monitoring data structure. Put into 

context, at stable stage distribution, in which the relative stage class proportions are 

constant, a 1% apparent harvest rate of harvestable stage classes is equivalent to a 

0.0028% harvest rate of the total population. If the proportion of harvestable stage classes 

within the population declines, the manager would be unable to detect the change, due to 

the lack of stage class-specific abundance estimates in the monitoring data. Therefore, 

continuing to implement a 0.0028% apparent harvest rate of the total population would 

result in a realized harvest rate that exceeds the apparent harvest rate of 1% of the 

harvestable stage classes (Fig. 3.5). 

Both the true abundance of the total population (N; all stage classes) and the stage 

class proportions are treated as latent quantities within the imperfect detection scenarios. 

For the PI scenarios, N was perfectly observed (i.e., no need for estimation of N′), but we 

decided to treat the stage class distribution as a latent quantity for the purposes of setting 

a harvest quota. Therefore, a virtual manager within a PI scenario would know the true 

number of individuals within the population but would not be able to detect changes in 

the stage class portions. Despite extensive experimentation and modifications to 
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nightlight survey monitoring protocols, decreasing the number of unknown size 

observations below ~55% does not appear to be feasible in South Carolina riverine 

habitats (A- Lawson, personal communication). Therefore, we believed modeling N as a 

perfectly observed quantity and stage class proportions as a latent quantity under PI was 

reasonable and a more useful comparison to the imperfect detection scenarios. 

The changes to stage class proportions, particularly the reduction of larger stage 

classes, highlights another potential weakness in our simulation. We used extinction 

probability (EP) for the total population as a constraint for selecting the optimal survey 

design, though this quantity may have been underestimated. In a post-hoc analysis, we 

computed the average extinction percentage for bulls for each population density and 

compared it to the extinction probability for the total population. Overall, the average EP 

for bulls was substantially higher compared to the EP for the total population at each 

initial population density (Bulls: 28 (L), 8 (I), 1.7 (H); Total: 22.1, 2.6, 0.1). Though 

increasing the initial population density reduced the overall EP for both groups, it 

increased the magnitude of the difference between them. This result is problematic 

because the harvest proportions (hsp) were not re-allocated following the extinction of a 

particular stage class. Consequently, under a simulation in which bulls went extinct, their 

absence was not compensated for by increasing the harvest proportion in the remaining 

stage classes. This implies that EP was likely underestimated— as increasing the 

proportional harvest in the remaining stage classes would have accelerated the population 

decline and increased EP. The extent of the impact of this scenario may be ameliorated, 

however, because our model assumed that hunter participation and hunter success were 
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both 100%. In practice, participation and success typically averages 86.3% and 65%, 

respectively (SCDNR 2017), meaning that we may have overestimated EP for the total 

population, potentially counter-acting the issue of not reallocating the harvest. Similarly, 

our decision to begin the simulation at the stable stage distribution of L also likely 

underestimated EP relative to current conditions within the alligator population of South 

Carolina, which has been subject to size-selective harvest for over a decade. Future 

improvements of this simulation could be improved by incorporating a dynamic rather 

than static harvest distribution step and potentially incorporating stochastic variables 

(sampled from a distribution) that reflect hunter participation and success. 

Simulation-based approaches can provide a mechanistic understanding of why the 

outcomes of management actions, informed by imperfect monitoring data, do not match 

the expected trends under PI (Martin et al. 2011, Kendall and Moore 2012). Though the 

PI simulations indicated population growth was possible under all harvest rates, many of 

the underlying (true) population trajectories resulted in declines, particularly for 

relatively low survey effort (Fig. 3.1). The relative bias (RB) values indicated that the N-

mixture models uniformly overestimated abundance (positive bias; Table 3.3). Even in 

the most ideal scenario (high density x 0.5% harvest), the optimal design had a 

substantial relative bias (0.33 in Table 3c). Both RB and UC increased with harvest rate 

and declined with population density and harvest rate. As an example in Fig. 3.6, under 

high initial population density at 1% harvest, the differences between N′ and N under PI 

are greatly reduced at maximum survey effort. As such, the implications of both 

pervasive positive bias and estimate imprecision (uncertainty) in the abundance estimates 
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(relative to truth) provide a mechanistic explanation as to why the population trajectory in 

every scenario was lower than the PI equivalent. 

The decision framework we constructed (Fig. 3.7) is flexible and can therefore 

address specific needs of management agencies or specific aspects of harvest programs. 

Our two constraint criteria, EP and λ, were in strong agreement with one another, as there 

were no instances in which EP > 0.05 also had λ ≥ 0.98, or vice-versa. Thus, including 

both constraints as quantities was likely redundant. Financial cost is frequently evaluated 

within the context of decision analysis for monitoring wildlife populations. Though our 

decision model incorporated financial considerations for the selection of an optimal 

survey design, we suggest there is an opportunity to improve upon its inclusion. For 

example, revenue for monitoring and research in South Carolina is directly tied to the 

amount of harvest (lottery ticket and permit sales), which is unique among all other states 

in the alligator’s distribution (T. Gancos Crawford, unpubl. data). Therefore, a modeling 

approach that considered the quantity of permit or lottery ticket sales needed to cover the 

cost of each temporal replicate survey could better evaluate potential abundance 

thresholds needed to justify the addition of increasing survey effort to produce additional 

revenue. Decision-makers could evaluate if the cost of adding a temporal replicate to 

improve abundance estimates (relative to perfect information) and increase the harvest 

quota, exceeds the potential revenue gained from the increased sales of alligator harvest 

lottery tickets, licenses, and tags, afforded from the increased quota. Similarly, an 

improved understanding of how hunter participation and interest (i.e., revenue 
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generation) relates to abundance and densities, including specific stage classes would 

enable a more realistic simulation. 

Finally, we note that our second fundamental objective, minimizing management 

and ecological uncertainty deviates from typical decision-analytic frameworks for 

harvested populations (Robinson et al. 2016). However, in alligator populations, 

substantial uncertainty exists regarding how alligator populations may respond if stage 

class proportions are perturbed or potentially extirpated (e.g., bulls). For example, 

Wilkinson et al. (2016) recently reported that growth in alligators is determinate, rather 

than indeterminate as previously assumed, and the mechanisms controlling terminal size 

(e.g., genetics) remain uncertain. Similarly, a recent study examining alligator genetics 

and long-term nesting data in South Carolina determined that the largest males (i.e., 

bulls) are the sires associated with the majority of nests (J. Zajdel, pers. comm.). It 

remains uncertain if smaller males that may not be capable of attaining bull size could 

potentially fulfill the reproductive role of bulls should that stage class become locally 

extirpated due to disproportionate harvest patterns. Therefore, given the substantial 

ecological uncertainties in how alligator populations may respond to harvest policies, we 

decided to combine ecological and management uncertainty into a single fundamental 

objective. However, many of the attributes that we measured (e.g., MA, EP, λ) could be 

easily restructured into different fundamental objectives in other species or ecosystems. 

Our study highlights the utility of simulation-based approaches to identify complex 

relationships and tradeoffs in the design of monitoring plans for stage-structured species. 

Specifically, we determined that increasing temporal rather than spatial replication was 
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more likely to reduce uncertainty and bias associated with abundance estimates, though 

initial population density and harvest rate affect the magnitude of uncertainty within the 

temporal and spatial framework. All of the optimal plans, derived from our simulations 

for a given population density x harvest rate scenario, selected for the maximum number 

of temporal replicates and the intermediate number of sites, with the exception of the low 

density x 1.5% harvest scenario, which selected for maximum survey effort. However, 

our analysis also indicated that even under the most optimal conditions to reduce bias 

(high initial population density and 0.5% harvest), the relative bias rates remained 

relatively high (> 0.17), leading to an overestimate of abundance and harvest quotas 

which subsequently resulted in a population decline. This finding is particularly 

problematic, as abundance reported by other studies with comparable detection 

probability estimates derived from two temporal replicates (Fujisaki et al. 2011, Waddle 

et al. 2015) could have been overestimated as well. Future studies should evaluate how 

changes to survey structure, such as the interval between replicate surveys, or selectively 

surveying under conditions (e.g., low water level and high temperatures; Lawson 2019) 

could potentially shift the spatiotemporal replication tradeoff we described.  

Evaluating patterns at the stage class-level through a life history lens is also 

particularly valuable as it enables an understanding of how populations are likely to 

respond to unsustainable harvest of specific demographic groups. This understanding can 

provide the opportunity for earlier intervention if reliable monitoring data enable earlier 

detection of problematic demographic trends. Combining a population simulation within 

a decision-analytic framework is an informative way to discern how populations respond 
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to management actions (e.g. monitoring, harvest quotas) and to evaluate the effectiveness 

of said actions within near universal-constraints faced by conservation practitioners: 

effective conservation in the face of uncertainty and limited resources. 
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Table 3.1. Conditions for the simulation of an American alligator (Alligator 

mississippiensis) population, contrasting initial alligator population densities, harvest 

rates, temporal replication, and spatial replication. For each of the 81 possible 

combinations of conditions (scenarios), we projected growth of the population over 

twenty years. The harvest rate columns reflect the proportion of the population that was 

removed relative to harvestable stage classes (j ≥ 3; left) and the total population (j ≥ 1). 

Though we applied the total population harvest rate in the model, the number of 

individuals harvested within each stage class was determined by the harvest proportion 

vector (hsp; Table 3.2) to reflect selective harvest of different stage classes and ensure no 

individuals in j < 3 were removed. 

  Harvest rate   

  
Initial alligator 

density (#/site) 
Harvestable 

sizes (j ≥ 3) 

Total 

population 

(j ≥ 1) 

Temporal 

replicates 

Spatial 

replicates 

(Sites) 

Low 10 0.5% 0.0014% 2 160 

Intermediate 30 1.0% 0.0028% 4 320 

High 60 1.5% 0.0042% 6 640 
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Table 3.2. Stage class life table summary for American alligators (Alligator mississippiensis) in South Carolina, USA. We 

constructed a six-stage Lefkovitch population projection matrix, using parameters from the primary literature, and performed 

additional calculations when necessary. All values contained in the table were used in the simulation with the exception of 

survival probabilities in parentheses, which were increased by 4% to the bolded terms, to attain a positive population growth 

rate for simulation. Harvest proportion is the stage class distribution of harvested alligators (hsp vector). Sources are from 

South Carolina unless otherwise stated, and are reported in the footnotes. 

         

Stage 

class 

(j) 

Name 
Total length 

range (cm) 

Female 

proportion 

FPj± SDa 

Survival 

prob. 

φj ± SDb 

Transition 

prob. 

ψj,j+1 ± SDc 

Fecundity 

Stable 

stage 

dist. (L) 

Harvest 

proportion  

1 Hatchlings ≤30 0.72 ± 0.02 0.16 ± 0.04 1.00  0.54 0.00 

2 Juveniles 31–121 0.37 ± 0.02 0.61 ± 0.11 0.17 ± 0.01  0.18 0.00 

3 Subadults 122–182 0.47 ± 0.02 
0.93 

(0.89 ± 0.06) 
0.22 ± 0.04 

 
0.06 0.04 

4 Small Adults 183–243 0.47 ± 0.07 
0.99 

(0.96 ± 0.02) 
0.15 ± 0.05 4.07 0.08 0.30 

5 Large Adults 244–304 0.35 ± 0.10 
0.97 

(0.93 ± 0.02) 
0.08 ± 0.05 3.03 0.08 0.40 

6 Bulls ≥305 0.00 0.92 ± 0.03 0.00  0.06 0.26 

Productivity Termsd: NS = 0.70 BP = 0.275 CL = 45  
 

  
 

         
aHatchlings: Rhodes and Lang 1996; Juveniles–Large Adults: Woodward 1996 (Florida) 
bLawson 2019 
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cCalculated weighted mean of sex-specific growth probabilities in Lawson (2019) for each transition using the female 

proportion. Sex-specific growth probability estimates originally derived from Wilkinson et al. (2016) 
dCalculated from public alligator harvest records for Georgetown County, South Carolina 2008–2017 (SCDNR 2017) 
fNest success (NS), breeding probability (BP), and clutch size (CL) from Wilkinson (1983), multiplied by FPj (Woodward 

1996) for stage-specific fecundity
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Table 3.3. Summary of decision objectives for an American alligator (Alligator mississippiensis) population simulation to 

identify an optimal monitoring program design based on population density and harvest rate. We evaluated nine potential 

monitoring programs that differed based on the number of sites (160, 320, or 640 spatial replicates), and temporal replicates (2, 

4, or 6). The nine potential monitoring program designs were evaluated within nine different initial population density (a. high, 

b. intermediate, or c. low) and harvest rate (0.5, 1.0, or 1.5% of the perceived number of harvestable alligators) scenarios. For a 

monitoring plan to be eligible for consideration, we used two constraints: (1) population growth rate (λ) ≥ 0.98 and an 

extinction probability (EP) ≤ 0.05. We used two fundamental objectives (FO) to evaluate the eligible monitoring program 

designs: (1) maximize financial effectiveness and (2) maximize population persistence. FO1 included two means objectives: 

(1) minimize effort (EF) and (2) maximize abundance (MA; Eq. 3.12). FO2 included three means objectives: (1) minimize 

changes in stage class structure (SC; Eq. 3.13); (2) minimize relative bias (RB; Eq. 3.14); and (3) minimize uncertainty (SD) of 

abundance estimates (UC). Each means objective was assigned a weight and used to create a weighted sum associated with 

each FO (Eqs. 3.17–18). The FO scores for each monitoring plan design were added together within each of the nine density x 

harvest scenarios to produce a final optimization (OP) score (Eq. 3.19). The bolded rows represent the optimal monitoring 

design within each density x harvest scenario, conditioned on eligibility. 

a. Low Density Constraints Max. Financial Effect. Min. Ecol. & Mang. Uncertainty     

Harvest 
Temp. 

Reps. 
Sites λ EP Eligible EF MA FO1 SC RB UC FO2   OP 

0.5 2 160 0.13 0.50 No 320 0.10 0.50 0.20 53.41 285.61 0.00  0.50 

0.5 2 320 0.25 0.31 No 640 0.19 0.51 0.15 35.56 276.36 0.21  0.72 

0.5 2 640 0.61 0.01 No 1280 0.46 0.57 0.07 11.71 213.10 0.61  1.18 

0.5 4 160 0.59 0.06 No 640 0.45 0.66 0.06 14.36 223.91 0.63  1.28 

0.5 4 320 0.89 0.00 No 1280 0.67 0.70 0.03 6.20 166.86 0.79  1.48 

0.5 4 640 1.22 0.00 Yes 2560 0.91 0.66 0.01 1.09 67.38 0.96  1.62 

0.5 6 160 1.02 0.00 Yes 960 0.77 0.80 0.02 3.22 129.57 0.86  1.66 

0.5 6 320 1.17 0.00 Yes 1920 0.88 0.73 0.02 1.54 88.51 0.94  1.66 

0.5 6 640 1.27 0.00 Yes 3840 0.96 0.50 0.01 0.53 42.80 1.00  1.50 

               

1 2 160 0.03 0.93 No 320 0.02 0.50 0.15 77.61 261.03 0.05  0.55 
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1 2 320 0.09 0.63 No 640 0.08 0.49 0.17 43.50 242.53 0.13  0.62 

1 2 640 0.31 0.30 No 1280 0.26 0.50 0.10 20.49 196.20 0.48  0.98 

1 4 160 0.35 0.25 No 640 0.29 0.60 0.10 18.91 202.05 0.49  1.10 

1 4 320 0.45 0.06 No 1280 0.37 0.56 0.12 11.00 184.08 0.48  1.04 

1 4 640 0.98 0.00 Yes 2560 0.80 0.62 0.03 1.59 78.44 0.93  1.55 

1 6 160 0.71 0.03 No 960 0.58 0.72 0.06 5.72 139.92 0.73  1.45 

1 6 320 1.07 0.00 Yes 1920 0.87 0.75 0.02 0.91 50.79 0.99  1.74 

1 6 640 1.12 0.00 Yes 3840 0.91 0.50 0.02 0.61 45.41 1.00  1.50 

               

1.5 2 160 0.00 0.99 No 320 0.00 0.50 0.33 92.77 271.23 0.00  0.50 

1.5 2 320 0.05 0.77 No 640 0.05 0.48 0.29 48.98 238.61 0.22  0.70 

1.5 2 640 0.17 0.49 No 1280 0.15 0.45 0.15 23.61 195.25 0.56  1.01 

1.5 4 160 0.21 0.46 No 640 0.18 0.56 0.14 30.65 213.08 0.54  1.10 

1.5 4 320 0.40 0.15 No 1280 0.35 0.56 0.09 12.57 171.38 0.72  1.28 

1.5 4 640 0.79 0.01 No 2560 0.70 0.57 0.05 2.35 94.77 0.90  1.47 

1.5 6 160 0.64 0.04 No 960 0.57 0.73 0.06 4.80 123.37 0.84  1.56 

1.5 6 320 0.81 0.00 No 1920 0.71 0.67 0.05 2.28 89.09 0.90  1.58 

1.5 6 640 1.01 0.00 Yes 3840 0.89 0.50 0.03 0.51 37.82 1.00  1.50 
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b. Intermediate Density Constraints Max. Financial Effect. Min. Ecol. & Mang. Uncertainty     

Harvest 
Temp. 

Reps. 
Sites λ EP Eligible EF MA FO1 SC RB UC FO2   OP 

0.5 2 160 0.58 0.00 No 320 0.44 0.50 0.09 11.06 355.95 0.00  0.50 

0.5 2 320 0.82 0.00 No 640 0.61 0.62 0.05 6.28 311.89 0.40  1.03 

0.5 2 640 0.95 0.00 No 1280 0.72 0.63 0.03 4.08 258.16 0.62  1.26 

0.5 4 160 0.97 0.00 No 640 0.73 0.73 0.03 4.05 264.79 0.63  1.36 

0.5 4 320 1.15 0.00 Yes 1280 0.86 0.77 0.02 1.83 182.37 0.83  1.61 

0.5 4 640 1.27 0.00 Yes 2560 0.95 0.67 0.01 0.62 90.99 0.99  1.66 

0.5 6 160 1.16 0.00 Yes 960 0.87 0.83 0.02 1.67 174.51 0.83  1.66 

0.5 6 320 1.28 0.00 Yes 1920 0.96 0.77 0.01 0.51 82.12 0.99  1.77 

0.5 6 640 1.27 0.00 Yes 3840 0.96 0.50 0.01 0.52 90.81 0.98  1.48 

               

1 2 160 0.21 0.09 No 320 0.17 0.50 0.21 21.64 327.24 0.00  0.50 

1 2 320 0.39 0.03 No 640 0.32 0.55 0.13 11.32 296.95 0.36  0.92 

1 2 640 0.54 0.00 No 1280 0.44 0.55 0.10 5.38 262.72 0.56  1.11 

1 4 160 0.68 0.00 No 640 0.55 0.72 0.06 5.21 242.83 0.68  1.40 

1 4 320 0.89 0.00 No 1280 0.73 0.74 0.04 2.16 180.71 0.84  1.58 

1 4 640 1.10 0.00 Yes 2560 0.90 0.68 0.02 0.64 96.32 1.00  1.68 

1 6 160 0.94 0.00 No 960 0.76 0.82 0.04 1.69 164.69 0.87  1.68 

1 6 320 1.10 0.00 Yes 1920 0.90 0.77 0.02 0.65 99.36 0.99  1.76 

1 6 640 1.09 0.00 Yes 3840 0.89 0.49 0.02 0.74 108.36 0.99  1.48 

               

1.5 2 160 0.06 0.43 No 320 0.05 0.50 0.35 38.09 312.36 0.00  0.50 

1.5 2 320 0.25 0.11 No 640 0.22 0.56 0.17 18.03 276.63 0.44  1.00 

1.5 2 640 0.33 0.04 No 1280 0.29 0.51 0.14 8.56 246.36 0.59  1.10 

1.5 4 160 0.46 0.00 No 640 0.41 0.67 0.11 5.12 230.17 0.68  1.35 
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1.5 4 320 0.69 0.00 No 1280 0.61 0.70 0.08 2.31 170.06 0.81  1.51 

1.5 4 640 0.95 0.00 No 2560 0.84 0.65 0.03 0.71 97.16 0.97  1.63 

1.5 6 160 0.77 0.00 No 960 0.69 0.79 0.05 1.69 152.91 0.88  1.66 

1.5 6 320 1.01 0.00 Yes 1920 0.89 0.77 0.03 0.48 75.87 1.00  1.77 

1.5 6 640 0.94 0.00 No 3840 0.83 0.46 0.03 0.78 107.61 0.96  1.43 
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c. High Density Constraints Max. Financial Effect. Min. Ecol. & Mang. Uncertainty     

Harvest 
Temp. 

Reps. 
Sites λ EP Eligible EF MA FO1 SC RB UC FO2   OP 

0.5 2 160 0.94 0.00 No 320 0.71 0.50 0.03 4.30 341.25 0.00  0.50 

0.5 2 320 1.04 0.00 Yes 640 0.78 0.60 0.02 2.98 320.01 0.28  0.88 

0.5 2 640 1.10 0.00 Yes 1280 0.83 0.59 0.02 2.27 260.52 0.42  1.01 

0.5 4 160 1.16 0.00 Yes 640 0.87 0.75 0.02 1.69 251.19 0.55  1.30 

0.5 4 320 1.22 0.00 Yes 1280 0.92 0.75 0.01 1.00 191.93 0.72  1.46 

0.5 4 640 1.28 0.00 Yes 2560 0.96 0.64 0.01 0.49 128.12 0.87  1.51 

0.5 6 160 1.22 0.00 Yes 960 0.92 0.78 0.01 1.07 193.32 0.73  1.51 

0.5 6 320 1.29 0.00 Yes 1920 0.97 0.75 0.01 0.33 92.87 0.94  1.69 

0.5 6 640 1.31 0.00 Yes 3840 0.99 0.50 0.01 0.17 60.63 1.00  1.50 

               

1 2 160 0.51 0.00 No 320 0.42 0.50 0.11 6.13 347.23 0.00  0.50 

1 2 320 0.70 0.00 No 640 0.57 0.59 0.07 3.54 314.66 0.34  0.93 

1 2 640 0.78 0.00 No 1280 0.64 0.56 0.05 2.82 264.35 0.49  1.05 

1 4 160 0.90 0.00 No 640 0.73 0.74 0.04 1.91 251.81 0.63  1.37 

1 4 320 1.03 0.00 Yes 1280 0.84 0.75 0.03 1.05 186.10 0.79  1.54 

1 4 640 1.13 0.00 Yes 2560 0.92 0.64 0.02 0.50 122.42 0.92  1.55 

1 6 160 1.05 0.00 Yes 960 0.85 0.80 0.02 0.98 177.40 0.82  1.62 

1 6 320 1.15 0.00 Yes 1920 0.94 0.74 0.02 0.37 94.97 0.94  1.68 

1 6 640 1.19 0.00 Yes 3840 0.97 0.50 0.02 0.17 59.30 1.00  1.50 

               

1.5 2 160 0.23 0.02 No 320 0.21 0.50 0.20 10.74 342.12 0.00  0.50 

1.5 2 320 0.42 0.00 No 640 0.37 0.57 0.13 4.92 314.36 0.36  0.93 

1.5 2 640 0.51 0.00 No 1280 0.45 0.53 0.10 3.55 270.41 0.52  1.05 
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1.5 4 160 0.69 0.00 No 640 0.61 0.73 0.06 2.10 245.07 0.67  1.40 

1.5 4 320 0.88 0.00 No 1280 0.78 0.74 0.04 1.06 181.25 0.82  1.57 

1.5 4 640 1.00 0.00 Yes 2560 0.88 0.63 0.03 0.50 120.99 0.92  1.56 

1.5 6 160 0.84 0.00 No 960 0.74 0.77 0.05 1.24 189.52 0.80  1.57 

1.5 6 320 1.01 0.00 Yes 1920 0.90 0.73 0.03 0.44 105.15 0.94  1.67 

1.5 6 640 1.08 0.00 Yes 3840 0.95 0.50 0.02 0.19 59.38 1.00  1.50 
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Figure 3.1. Comparison of abundance patterns over 20 years for a simulated population 

of American alligators (Alligator mississippiensis) of all stage classes at a low initial 

density (10 alligators site-1). True realized abundance of all stage classes is shown for 

imperfect detection (solid lines) and perfect information (dashed lines), as a function of 

the harvest rate (colors) for harvestable stage classes (j≥3). The gray paneling in in each 

cell describes survey design attributes: the number of sites (160/320/640; rows), and the 

number of temporal replicates (2/4/6; columns). The perfect information lines for 

intermediate and high initial densities (Table 3.1) show the same trajectory as the low 

density scenario shown here, but with a different y-intercept. 
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Figure 3.2. Variability in constraint and means objective values as a function of harvest 

rate and initial population density for population simulations of American alligators 

(Alligator mississippiensis). The mean value ± SD bars for all nine possible survey 

designs (Table 3.1) associated with each initial population density and harvest rate are 

shown in each panel. (a) Extinction percentage (EP) is the number of simulations out of 

100 total in which the total population declined to zero; (b) lambda (λ) is the population 

growth rate; (c) maximum abundance (MA) is the population size in the final year of the 

imperfect detection simulation divided by the population size under the perfect 

information counterpart; (d) relative bias (RB) indicates deviation of the estimated 

density under imperfect detection compared to the true value (Eq. 3.14); (e) percent 

change in stage distribution (SC) is the absolute value of mean percent change in each 

stage class, weighted by the stable stage distribution of L (Eq. 3.13); (f) uncertainty (UC) 

is the standard deviation of estimated mean abundance across simulations at each time 

step, averaged across years. 
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Figure 3.3. Changes in stage class distributions of American alligator (Alligator 

mississippiensis) simulated under imperfect detection over years as a function of survey 

attributes and harvest rate (Table 3.1). Percent change (y-axis) is the absolute value of 

mean percent change (between first and last years of simulation) in each stage class, 

weighted by the stable stage distribution of L (Eq. 3.13) and is shown for the three 

different harvest rates of stages j≥3 (colored bars) for (a) low, (b) intermediate, and (c) 

high initial population densities within each panel. The gray paneling in in each cell 

describes survey design attributes: the number of sites (160/320/640; rows), and the 

number of temporal replicates (2/4/6; columns). Note that y-axis differs among panels a–

c. 

a.
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Figure 3b
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Figure 3c. 
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Figure 3.4. Changes in the proportion of American alligator (Alligator mississippiensis) 

harvestable stage classes (j≥3) surveyed at maximum effort (Table 3.1) over 20 years. 

The solid lines show the true underlying proportion of each stage class (color) relative to 

their initial proportion under the stable stage distribution of L (dot-dash lines). The gray 

paneling in in each cell describes the initial population density (Low/Intermediate/High; 

rows), and the apparent harvest rate of stage classes j≥3 (0.5/1/1.5%; columns). 
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Figure 3.5. Comparison of apparent and realized harvest rate of American alligator 

(Alligator mississippiensis) populations over 20 years simulated under imperfect 

detection with maximal temporal replication (six visits). The y-axis reflects the harvest 

rate as applied to the total population (j: 1–6) whereas the line colors in the legend refer 

to the apparent harvest rate as a function of harvestable stage classes only (j≥3). The 

dashed lines reflect the apparent (i.e. intended) harvest rate, whereas the solid lines reflect 

the realized (i.e., actual) rate. The gray paneling in in each cell describes the number of 

survey sites (160/320/640; rows), and the initial population density (10/30/60; columns). 
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Figure 3.6. Comparison of density patterns over 20 years for a simulated population of 

American alligators (Alligator mississippiensis) of all stage classes at a high initial 

population density (60 alligators site-1) subject to 1% harvest for j≥3 (Table 3.2). The 

dashed line shows the estimated population density produced by the N-mixture model 

with ± SD in the shaded area. The solid line shows the true realized density under 

imperfect detection, whereas the dotted line shows the same under perfect information. 

The gray paneling in in each cell describes survey design attributes: the number of sites 

(160/320/640; rows), and the number of temporal replicates (2/4/6; columns). 
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Figure 7. Representation of potential survey designs for American alligators (Alligator 

mississippiensis) as quantified by fundamental objectives (axes). The x-axis reflects FO1 

(maximize financial effectiveness; Eq. 3.17) whereas FO2 (minimize ecological and 

management uncertainty; Eq. 3.18) is on the y-axis, in which higher values for both FOs 

represent a more optimal value. The red points indicate survey designs that have 

declining population growth rate (λ<1.0) whereas the blue reflects a stable or increasing 

population (λ≥1.0). The triangles represent eligible plans that met both of the constraints 

(λ≥0.98, EP≤5%), whereas the circles represent plans in which at least one of the criteria 

was not met. The gray paneling within each section (a–c) lists the apparent harvest rate 

for stage classes j≥3 (0.5%/1.0%/1.5%; columns). The data point that represents the most 

optimal plan (OP in Eq. 3.19 is maximized) for each initial population density (a. low, b. 

intermediate, and c. high) and harvest rate combination is circled.
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CHAPTER FOUR 

NON-LINEAR PATTERNS IN MERCURY BIOACCUMULATION IN AMERICAN 

ALLIGATORS AS A FUNCTION OF PREDICTED AGE 

 

Abstract 

Mercury is a widespread environmental contaminant that readily biomagnifies in 

wetlands with sulfate-reducing bacteria. Species that feed at the top trophic level within 

wetlands are predicted to have higher mercury loads compared to species feeding at 

lower trophic levels and are therefore often used for mercury biomonitoring. However, 

mechanisms for mercury bioaccumulation in sentinel species are often poorly understood, 

due to a lack of long-term studies or an inability to differentiate between potentially 

confounding variables. We examined accumulation patterns of mercury in the whole 

blood of American alligators (Alligator mississippiensis) from a long-term, mark-

recapture study (1979–2017) in South Carolina, USA. Using recently-developed growth 

models and auxiliary information on predicted age at first capture, we were able to 

differentiate between age- and size-related variation in mercury bioaccumulation, which 

was previously confounded due to long-held assumptions of indeterminate growth 

patterns in the species. Contrary to predictions that the oldest or largest individuals are 

likely to have the highest mercury levels, our best-supported model included interactions 

between sex and both predicted age and predicted age2. We found that mercury levels 

peaked at 30–40 years of age (depending on the sex), and then slowly declined in older 

individuals. To evaluate the robustness of our findings, we repeated the analysis using 
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data from a previously published study of mercury in alligators sampled at Merritt Island 

National Wildlife Refuge in Florida. In contrast to the South Carolina data, the data from 

Florida contained minimal auxiliary information regarding age. Similarly, the best 

supported model indicated a quadratic relationship between mercury and body size, a 

less-precise indicator of age, rather than a linear relationship. These findings highlight 

how long-term monitoring could be used to differentiate between confounding variables 

(e.g., age and size) to better elucidate complex relationships between contaminant 

exposure and demographic factors in sentinel species. Given the rise in popularity of 

alligator recreational harvest and meat consumption, the use of alligators as a sentinel 

species has relevant and important applications for both ecosystem- and human-health. 

 

Introduction 

Elemental mercury (Hg) is a ubiquitous contaminant that enters the environment 

through natural atmospheric deposition and as a pollutant from anthropogenic activities 

(e.g., gold mining, waste incineration, coal-burning power plants) (Hower et al., 2010; 

Pirrone et al., 2009; Selin, 2010). Following deposition, sulfate-reducing bacteria 

commonly found in wetland sediments can readily convert Hg to its bioavailable form, 

methylmercury, a potent neurotoxin that accounts for >95% of the Hg detected in biota 

(Bank et al., 2005; Compeau, G.C.; Bartha, 1985; Wagemann et al., 1998). Adverse 

effects of Hg exposure are well-documented in humans and wildlife and include reduced 

neurological function and immunocompetence, increased embryonic deformities or 

mortality, and impaired reproductive output (Becker et al., 2017; Bergeron et al., 2011; 
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Evers et al., 2008; Frederick and Jayasena, 2011; Grippo and Heath, 2003; Wolfe et al., 

1998). Methylmercury readily increases in concentration from lower to upper trophic 

levels (i.e., biomagnification); therefore, apex predators or scavengers are often at 

increased risk of Hg exposure (Chumchal et al., 2011; Marzio et al., 2018; Snodgrass et 

al., 2000) and may serve as effective sentinel species for biomonitoring (Sergio et al., 

2008). Often, predators have multiple demographic or behavioral traits (e.g., long 

lifespan, extended parental care, low densities, site fidelity) that make them both sensitive 

to disturbances (e.g., contaminants) (Benson et al., 2016; Duffy, 2002; Weaver et al., 

1996) and amenable to long-term longitudinal monitoring for Hg exposure. 

In the context of Hg bioaccumulation in sentinel species, monitoring plans are most 

effective when designed to identify and differentiate between potentially confounding 

sources of variation in Hg levels. For example, studies that are limited in temporal scope 

(<1 year) may be poorly-suited to reduce the uncertainty associated with a chronic 

environmental stressor such as Hg, particularly in geographic areas with annually-

variable or long-term trends in deposition. In the absence of longitudinal sampling of 

individuals, potentially biologically meaningful relationships between Hg and age or 

growth rates, as documented in several fish species (Lavigne et al., 2010; Sandheinrich 

and Drevnick, 2016), cannot be established for species that lack reliable age indicators 

(e.g., otoliths, plumage patterns). In turn, a limited understanding of growth patterns 

could also lead to spurious conclusions regarding mercury bioaccumulation as a function 

of putative or estimated age. 
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In the southeastern United States, American alligators (Alligator mississippiensis; 

hereafter alligator) are keystone predators that exhibit strong top-down effects on prey 

community structure and function, and create habitat for other wetland species through 

the creation of “alligator holes” (Bondavalli and Ulanowicz, 1999; Mazzotti and Brandt, 

1994; Nifong and Silliman, 2013). Alligators are an effective sentinel species for Hg 

biomonitoring because they frequently occupy the top position within wetland food webs 

(Nifong and Silliman, 2013; Rosenblatt and Heithaus, 2011), are long-lived (Wilkinson et 

al., 2016), and appear to exhibit long-term site fidelity (A.J. Lawson, P.M. Wilkinson, 

unpublished data). This suite of traits makes them amenable to long-term longitudinal 

sampling that is reflective of Hg in the surrounding environment (Milnes and Guillette, 

2008). Recently, recreational harvest of alligator populations has been implemented 

throughout most of their range (inset, Fig. 4.1), prompting concerns for human exposure 

to Hg through the consumption of alligator meat. Therefore, the use of alligators as a 

sentinel species is relevant for both ecosystem and human health. 

Despite the potential utility of alligators for biomonitoring, many studies have 

reported inconsistent findings with respect to Hg levels as they relate to demographic 

factors, such as sex or body size (Campbell et al., 2010; Heaton-Jones et al., 1997; Nilsen 

et al., 2016, 2017b; Rumbold et al., 2002; Yanochko et al., 1997). Recent studies suggest 

that alligators and other crocodilians exhibit determinate (i.e., asymptotic) rather than 

indeterminate growth, and continue to reproduce for many years following growth 

cessation in middle age (Campos et al., 2014; Taylor et al., 2016; Tucker et al., 2006; 

Wilkinson et al., 2016). For species with determinate growth, age and body size are 
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confounded in individuals who are near or beyond the average size at growth cessation, 

in the absence of auxiliary mark-recapture data. In this context, an incorrect presumption 

of asymptotic (determinate) growth, in which age could be inferred from body size alone, 

may obscure fine-scale relationships between age and Hg or other interacting variables 

(e.g., sex, metabolic requirements). 

We investigated total mercury (THg) patterns in whole blood of adult and subadult 

alligators from a population in South Carolina, USA, which supports one of the longest-

running crocodilian mark-recapture studies in the world (1979–present). Our objectives 

were to investigate demographic, individual, and temporal variation in THg 

bioaccumulation patterns, including previously-unexplored non-linear effects. Whole 

blood collection is a non-destructive technique that enables longitudinal sampling within 

individuals, and is also an effective predictor of THg concentrations in both muscle 

(subject to human consumption) and liver tissues (Moore, 2004; Nilsen et al., 2017b). 

Additionally, contaminant concentrations in whole blood are linked to mobilization of fat 

and liver tissues (Jepson et al., 2005; Keller et al., 2014). Therefore, we use the term 

“bioaccumulation” here, in the context of recent studies that suggest whole blood may be 

an indicator of THg bioaccumulation in internal tissues for both alligators (Moore, 2004; 

Nilsen et al., 2017b) and other taxa (Bergeron et al., 2010; Cizdziel et al., 2003; Eagles-

Smith et al., 2008). 

Alligators exhibit positive allometry, in which changes in jaw structure, 

musculature, and bite force facilitates consumption of larger prey items (of potentially 

higher trophic status) throughout growth (Dodson, 1975; Erickson et al., 2003). We 
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predicted that the relationship between THg bioaccumulation and age in alligators would 

be nonlinear. We base this prediction on asymptotic growth patterns documented in our 

study population (Wilkinson et al., 2016), and in subsequent age-related changes in both 

diet composition (a consequence of positive allometry) and metabolism, as widely 

documented in other taxa (Elliott et al., 2015 and references therein). We expected to find 

variation in THg among sexes, potentially due to documented vertical transfer of 

endogenous THg from females to eggs from our study location (Nilsen et al., 2018) and 

known differences between male and female reproductive output, growth, movement, and 

habitat use patterns (Joanen and Mcnease, 1972; Joanen and McNease, 1970; Lawson et 

al., 2018; Wilkinson et al., 2016). We were also interested in evaluating the applicability 

of our findings to other alligator studies that lacked auxiliary previous-capture 

information, so we conducted a replicated, post-hoc analysis on a previously published 

dataset (Nilsen et al., 2017a) from a shorter-term study, with uncertainty regarding the 

true age of individuals in the sampled population. Lastly we also examined our results in 

the context of how age or body size could relate to consumption risk, as quantified by 

estimated THg muscle content based on whole blood content (Nilsen et al., 2017b). 

 

Materials and Methods 

Study area 

Our study focused on an alligator population on the north-central coast of South 

Carolina, USA. We captured alligators on the South and Cat Island portions of the 6033 

ha Thomas A. Yawkey Wildlife Center (YWC; 33.217°N, -79.236°W), a state-operated 
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wildlife management area that has been closed to alligator hunting since the early 1900s. 

YWC is surrounded by marine (>26 salinity parts per thousand; ppt) and brackish water 

habitats (5–25 ppt) (Fig. 4.1), in which the mean tidal range is 116 cm 

(http://www.saltwatertides.com/cgi-local/seatlantic.cgi). Our sampling area within YWC 

included tidal marsh (2,524 ha), primarily comprised of smooth cordgrass (Spartina 

alterniflora) and black needle rush (Juncus roemerianus) and managed impounded 

wetlands (hereafter impoundments; 1,012 ha). The impoundments contained both 

emergent vegetation, including smooth cordgrass, tall cordgrass (S. cynosuroides), and 

saltmarsh bulrush (Scirpus robustus), as well as submerged vegetation, such as widgeon 

grass (Ruppia maritiuma). Impoundment water levels were typically maintained at 60 cm 

water depth, with the exception a spring draw-down period lasting approximately 5–6 

weeks, to promote seed propagation. Water management practices and rainfall influenced 

impoundment water salinity, which ranged from 0–35 ppt. 

  

Sample collection 

We collected whole blood from alligators captured on YWC from 2010–2017 to examine 

THg bioaccumulation patterns (hereafter THg study). These individuals were also part of 

a concurrent, long-term (1979–2017) mark-recapture study on YWC to evaluate alligator 

growth and demographic patterns. A portion of the individuals in the THg study had been 

previously encountered by the mark-recapture study (prior to THg study initiation); 

therefore, we used auxiliary capture information from these individuals to obtain 

predicted age conditioned on initial capture. Alligators were captured on YWC 

http://www.saltwatertides.com/cgi-local/seatlantic.cgi
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intermittently using a combination of modified baited trip-snares (Murphy et al., 1983), 

walk-through snares (Wilkinson, 1994), snare poles, snatch hooks (Cherkiss et al., 2004), 

and hand captures (for small alligators only). For each individual, we determined the sex 

through cloacal examination (Chabreck, 1963) and recorded three standard morphometric 

measurements (±0.5 cm): total length (TL), snout-vent length (SVL), and tail girth (TG). 

Individuals were uniquely marked using a combination of toe clipping (1979–1993) 

(Wilkinson, 1983), tail and caudal scute notching (1979–2017) (Chabreck, 1963; 

Wilkinson, 1983), metal self-piercing tags applied to the webbing between toes 

(Conservation Tags 1005-1 (1979–1982) and 1005-681 (2009–2017), National Band & 

Tag Company) (Jennings et al., 1991), and passive integrated transponder (PIT) tags 

subcutaneously inserted above the right masseter (GPT12, Biomark, Boise, ID) (Eversole 

et al., 2014). See Wilkinson et al. (2016) for a detailed description of capture, 

measurement, and marking techniques. For the THg study, we targeted large subadults 

(Females: 63.032 cm ≤ SVL < 94.548; Males: 63.398 ≤ SVL < 95.098) and adults (F: ≥ 

94.548; M: ≥ 95.098) to increase the likelihood of encountering previously marked 

individuals. Though exceptions exist, alligators typically reach reproductive maturity at 

1.8m TL (Joanen and McNease, 1980; Wilkinson, 1983). We established SVL cutoff 

values to distinguish between subadults and adults based on predicted SVL at 1.8m TL 

using sex-specific SVL:TL values from individuals with in-tact tails from our study 

population (Females: 0.517, Males: 0.520; Wilkinson et al. 2016). 

In 2010 we began collecting whole blood from captured alligators to evaluate THg 

concentrations. Whole blood collection is a non-destructive technique that enables 
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longitudinal sampling within individuals, and is also an effective predictor of THg 

concentrations in muscle tissue (Nilsen et al., 2017b), which are subject to human 

consumption. Immediately following each alligator capture, we collected blood samples 

via the post-occipital venous sinus using a 6.4 cm sterile 20-gauge needle and a 30 mL 

syringe (Myburgh et al., 2014). Blood samples were transferred to three 10 mL lithium 

heparin Vacutainer tubes (BD, Franklin Lakes, NJ) and placed on wet ice in the field 

before being stored in a -20°C freezer until analysis. Following marking, measurements, 

and blood collection, all alligators were released at their capture sites. We acquired all 

necessary alligator sample collection permits from the South Carolina Department of 

Natural Resources, and the study was approved by the Institutional Animal Care and Use 

Committees at Clemson University (Permit nos. 2015007, 2016059) and the Medical 

University of South Carolina (Permit no. 3069). 

 

Whole blood THg laboratory analysis 

We used thermal decomposition spectrophotometry, with an automated Direct Mercury 

Analyzer (DMA-80, Milestone, Inc., Shelton, CT, USA; hereafter DMA) at the Savannah 

River Ecology Laboratory, University of Georgia (Aiken, SC, USA) to determine the 

mass fraction of THg in alligator blood samples. We prioritized analyzing (1) 

longitudinal samples of whole blood from individuals that were captured multiple times 

within the THg study and (2) samples from individuals that were previously encountered 

by the mark-recapture study (prior to THg study initiation) so that we could obtain a 

more accurate predicted age. Blood samples were thawed at room temperature and placed 
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on a Vortex homogenizer for 30 s, and 1 aliquot (100 μL) was transferred to a nickel 

weigh boat for analysis in the DMA-80. A portion of the blood samples contained 

extensive clots that we were unable to homogenize, therefore, we transferred each of the 

clotted whole blood samples to pre-weighed 15 mL polypropylene centrifuge tubes 

(VWR, Radnor PA) and freeze-dried them to a constant mass (± 0.1 mg) using a 

FreeZone lyophilizer (Labconco, Kansas City, MO, USA). We then manually 

homogenized the freeze-dried (hereafter solid) blood samples using a mortar and pestle 

before placing 0.01 g of each sample into the nickel weigh boats. 

We constructed an external 14-point calibration curve ranging from 0 to 200 ng 

using the solid Certified Reference Materials (CRM) for trace metals, PACS-3 marine 

sediment (3.04 ± mg kg-1 THg) and TORT-2 lobster hepatopancreas (0.292 ± 0.022 mg 

kg-1 THg) from the Natural Resource Council of Canada (NRC-CNRC; Ontario, Canada). 

The limit of detection for the curve was 0.302 ng g-1. At the beginning of each day we 

performed a quality control check that included six instrumental blanks (empty slots 

within the DMA) interspersed with one PACS-3 and one TORT-2 sample to ensure 

proper machine functionality and calibration. For quality assurance, whole blood samples 

were analyzed in batches of ten (approximately) alongside one instrumental blank, two 

procedural blanks (empty nickel boats), one field blank (thawed Milli-Q Water from 

lithium-heparin vacutainers filled and frozen in 2011), one standard reference material, 

and one duplicate of a whole blood sample (Table C1.1). Instrumental and procedural 

blanks were used to quantify background THg levels within the instrument and weigh 
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boats, whereas field blanks were used to correct for THg associated with the field 

sampling procedure. 

Blood samples were phase- (liquid vs. solid) and matrix-matched to and reference 

materials within each run. For liquid samples, we used the National Institute of Standards 

and Technology (NIST) Standard Reference Material (SRM) 955c levels 3 and 4, Toxic 

Metals in Caprine Blood, with reference values for total mercury at 17.8 ± 1.6 ng g-1 and 

33.9 ± 2.1 ng g-1, respectively. For solid samples we used PACS-3, TORT-2, and a NIST 

SRM 955C level 4 vial that we freeze-dried using the same procedure for the blood 

samples. We prioritized analyzing liquid samples to replicate the methods of other recent 

alligator whole blood-based THg studies (e.g., Nilsen et al., 2017b, 2017a, 2016) as 

closely as possible, and because our matrix-matched SRMs were certified for THg values 

in liquid phase. We blank corrected all samples in which the instrumental, procedural 

and/or field blanks were above the detection limit. Additionally, we performed a cleaning 

procedure that included six machine blanks, two boat blanks, one nickel boat with 0.1 g 

of all-purpose flour, and one quartz boat containing 0.1 g nitric acid routinely throughout 

the analytical procedure. 

 

Statistical analysis 

Dry to wet weight conversion — To account for sample preparation differences 

(i.e., use of liquid and solid samples), we used the following formulas from Lusk et al. 

(2005) to convert the solid sample THg dry weight (dw) measurements to THg wet 

weight (ww), both in mg kg-1 or parts per million (ppm) units: 
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𝑀 =  
𝑤𝑚−𝑑𝑚

𝑤𝑚
∗ 100      (4.1) 

𝑤𝑤 = 𝑑𝑤 ∗ (1 − 
𝑀

100
)     (4.2) 

 

We calculated percent moisture content (M) of each sample based on the wet mass of the 

original sample (wm) and dried mass of the original sample (dm) in g (Eq. 4.1) and used 

sample M and dw (measured in mg kg-1 by the DMA) to estimate THg wet weight. 

Moreover, to make our results comparable to other studies, we converted our whole 

blood THg measurements to estimated muscle THg concentration using a blood to 

muscle (both mg kg-1 ww) conversion formula in Fig. 3 of Nilsen et al. (2017b): 

 

𝑀𝑢𝑠𝑐𝑙𝑒 =
0.9475∗𝐵𝑙𝑜𝑜𝑑−18.701 

1000
     (4.3) 

 

Method duplicate comparison and sample adjustment — Twenty-three un-clotted 

whole blood samples were analyzed in both liquid and solid forms (hereafter method 

duplicates) alongside other phase-matched samples (Table C1.1) to determine potential 

THg losses from the freeze-drying (lyophilization) process (Litman et al., 1975; Ortiz et 

al., 2002). The method duplicates (17 females, 6 males) represented all study years 

except 2015(Table C1.2). Using the converted wet weight (ww) THg measurements from 

the solid samples, we assessed differences in ww between paired method duplicates. We 

identified a single outlier, in which the converted THg ww measurement (i.e., the sample 
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was run as a solid with a converted dw to ww) was extremely low. The difference 

between this method duplicate’s liquid-run THg ww minus its solid-run (converted) THg 

ww was more than 6x the mean difference between paired liquid and solid samples for all 

method duplicates. We concluded that the method duplicate outlier’s solid-run THg value 

was an anomaly, as opposed to the liquid run sample value, because the liquid sample 

was run in duplicate during the liquid run and produced consistent THg values. As a 

result, the outlier’s solid run THg value was excluded from all further analyses. 

Following outlier removal, THg was significantly higher in liquid samples (mean: 

0.142 mg kg-1 ww ± 0.065 SD) compared to solid samples (0.136 ± 0.069) based on a 

two-sided paired Wilcox rank-sign test for small sample sizes (p < 0.001). The liquid 

samples averaged 0.006 ± 0.009 mg kg-1 ww higher than the solids, though three solid 

method duplicates had higher THg measurements than their liquid counterparts. We 

squared the difference between paired method duplicates (liquid minus solid THg ww) to 

obtain all positive values, required for Box-Cox transformation. We confirmed that our 

transformed data followed a normal distribution using Shapiro-Wilks test, and applied 

two one-way ANOVAs in which difference2 was modeled as a function of Year or Sex, 

compared to a null model. Neither term was significant (p > 0.05), suggesting no 

systematic differences could be attributed to the differences between liquid vs. solid 

samples. Therefore, we added +0.006 mg kg-1 to all solid-run sample THg ww values. We 

then averaged all within-run and method duplicates to obtain a single THg value for each 

unique capture event. We conducted a duplicate analysis in which we applied a solid 

sample adjustment value that was derived from all method duplicates (+0.007 mg kg-1), 
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including the outlier, to assess the sensitivity of our results to extreme values and 

methodological adjustments. 

Linear Regression — All statistical analyses were performed in R Version 3.5.0 (R 

Core Team, 2017). To ensure the data fit the assumptions of linear regression, we 

assessed it for outliers using boxplots, Cleveland dotcharts, and the 1.5 * interquartile 

range (IQR) guideline. Though the IQR procedure identified six potential outliers, these 

data points did not form a consistent pattern based on field, laboratory, or sample 

variables (e.g., sex, sample age) and their THg values were well within the range of 

values reported for American alligators (Table 1 in Nilsen et al., 2017a). As the purported 

outliers were not suggestive of unusual specimens or protocol failure, we retained these 

values in subsequent analyses. We applied a Box-Cox transformation (λ = 0.384) to our 

dataset to meet normality assumptions and to pass the Shapiro-Wilks test. 

We examined a suite of covariates in a multi-model linear regression framework to 

evaluate our hypotheses regarding THg bioaccumulation in alligators. All covariates are 

continuous unless otherwise stated, with mean values and ranges reported in Table 4.1. 

We included both Year (categorical) and ordinal date (OD) (day of year) in our analyses 

to investigate seasonal and annual variation in THg deposition, which has been 

documented in other studies (Frederick et al., 2004; George and Batzer, 2008; Nilsen et 

al., 2017a). We included Sex (categorical) and Predicted Age (PA) (described in 2.4.3.1) 

to evaluate potential demographic differences between individuals, as well as SVL (i.e., 

body size) which serves as a proxy for age prior to growth cessation. In general, larger 

individuals are thought to feed on larger-bodied prey items that are more likely to have 



   

140 
 

higher THg; similarly, if THg intake exceeds offloading, then we expect THg to 

positively vary with age. We also included body mass index (BMI), as individuals with 

higher THg loads are more likely to have reduced neuromuscular function, which could 

affect foraging behaviors and thereby body condition (Nilsen et al., 2017a). We checked 

for multicollinearity between our continuous covariates using linear regression and 

Pearson’s correlation coefficients. The only correlation we detected was between SVL 

and PA (r: 0.56), so we did not construct any models that contained both of those terms. 

The continuous covariates contained no missing values and were z-standardized across 

years (mean = 0.0, SD = 1.0). Lastly, we also considered models that included Year or 

individual as a random effect, the latter to account for the nested structure in our dataset 

(i.e., repeated samples from individuals). 

Predicted age and body mass index calculations — In our YWC study population, 

individuals appear to exhibit determinate (i.e., asymptotic) rather than indeterminate 

growth (Wilkinson et al. 2016). We used the Baker et al. (1991) form of the Schnute 

(1981) growth formula to estimate predicted age at first capture for a given SVL using 

the sex-specific growth parameters for our study population as reported in Wilkinson et 

al. (2016). Note that the PA estimation formula (Eq. 4.4) in Wilkinson et al. (2016) is 

incorrect; therefore, we used Eq. 5 in Baker et al. (1991): 

 

𝑡𝑚 = 𝜏1 −
1

𝑎
− ln {

𝑦𝑚
𝑏−𝑦1

𝑏

𝑦2
𝑏−𝑦1

𝑏
(1 − 𝑒−𝑎(𝜏2−𝜏1))}   (4.4) 

 



   

141 
 

In which tm and ym denote the age and SVL of an individual at marking (i.e., first 

capture), respectively. The τ1 and τ2 terms are fixed values that indicate the minimum and 

maximum ages observed in a population (both sexes: 0–45), whereas y1 (both sexes: 12.5 

cm) and y2 (females: 135.0 cm, males: 182.8 cm) denote the SVL at ages τ1 and τ2, 

respectively. The a term is the fixed growth rate (females: 0.113 yr-1, males: 0.098 yr-1) 

and b (females: 0.721, males: 0.692) is the dimensionless shape parameter. We assigned 

the average age at cessation of growth (females: 31, males: 43) for individuals whose ym 

was equal to or exceeded the estimated SVL at growth cessation (females: 131.4, males: 

182.0) as estimated in identified in Wilkinson et al., (2016). We then used the predicted 

age at first capture as a basis to estimate predicted age (PA) for all subsequent captures 

by counting forward in whole years for each subsequent encounter. Additionally, we 

derived estimates of PA in decimal years that could account for the actual date within a 

capture year and performed a t-test on model parameters from the whole-years and 

decimal-years models to determine if they were significantly different. 

We also evaluated the relationship between BMI as a predictor of THg. Animals 

were not weighed during the study; therefore, we opted to use the BMI estimator 

described by Nilsen et al. (2017a), which relies on the standard morphometric 

measurements we collected. 

𝐵𝑀𝐼 =  
𝑇𝐺

𝑆𝑉𝐿∗2
       (4.5) 

In which: TG denotes tail girth (i.e., circumference) in cm at the cloaca (urogenital slit), 

and SVL denotes snout-vent length in cm. After assessing BMI covariate values, we opted 

to model BMI as a continuous covariate, rather than categorical as done by Nilsen et al., 
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(2017a) because all but three of our observations fell into the “Normal” BMI category 

based on the 0.18 BMI cutoff value. 

Model Construction and Selection — We began our model-selection process by 

constructing a set of univariate models that contained each of our covariates, quadratic 

effects for the continuous covariates (BMI, OD, PA, SVL), the two random effects (Year, 

Indiv), and an intercept-only (null) model. We also created interactive and additive 

models to investigate several biologically relevant relationships: Sex * OD, Sex * SVL, 

Sex * PA, Year * OD, and OD * PA. We were particularly interested in the sex-related 

covariate interactions as Nilsen et al. (2018) reported that nesting female alligators can 

vertically transfer their endogenous THg to egg yolk. The Sex * OD interaction allows 

the mean levels of THg prior to and following nesting activity to vary by sex over the 

course of the season. Similarly, the Year * OD interaction permits within-season trend in 

THg to vary annually. Interactions between Sex and the size and age variables, SVL and 

PA, allow their linear relationship with THg to differ by Sex, which may be expected as 

male and female alligators in our study population differ in growth rates and age at sexual 

maturity (Wilkinson et al., 2016). Finally, any differential pattern in the within-season 

trend in THg that is related to alligator age may be reflected in the OD * PA interaction. 

Any interactive or quadratic term appearing in a model was accompanied by its lower-

order constituent effects as additive terms. Note that models containing random effects 

were fit with restricted maximum likelihood (REML) and deviance values are not directly 

comparable to non-REML fit models. 
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We used Akaike’s information criterion adjusted for small sample size (AICc) to 

identify the most parsimonious models using the MuMIn package in R (Bartoń, 2018). 

Following the initial model construction phase (n=23 models), we performed AICc 

model selection and created three additional models that combined the covariate effects 

contained in competitive models (i.e., within 4 ΔAICc units of the best-supported) 

(Burnham and Anderson, 2002) to determine the best-supported model overall. We 

evaluated covariate effect significance within individual models based on whether or not 

the coefficient’s 85% confidence intervals overlapped zero (Arnold, 2010). 

 

Post-hoc re-analysis of Merritt Island National Wildlife Refuge THg study 

We conducted a post-hoc re-analysis of Nilsen et al.'s (2017a) data collected at Merritt 

Island National Wildlife Refuge (MINWR) in eastern-central Florida (inset, Fig. 4.1) 

from 2007–2014 (see Nilsen et al., 2017a for details on study site, sample collection, and 

laboratory methods). We were particularly interested in exploring effects that were not 

evaluated by Nilsen et al. (2017a), including predicted age and quadratic relationships for 

the covariate effects described in this paper. Like the YWC population, a mark-recapture 

study was initiated at MINWR in 2006, prior to the Nilsen et al. (2017a) THg study. To 

estimate predicted age, we obtained additional data on SVL at first capture for the 

MINWR alligators (R.H. Lowers, unpublished data), and applied the growth model 

developed for our study population (Wilkinson et al., 2016) as described in Section 2.4.2, 

as no growth model currently exists for Florida alligators. We excluded four outliers that 

were removed in the original study, and applied a Box-Cox transformation (λ = 0.02) to 
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the remaining MINWR data, which passed the Shapiro-Wilks test for normality upon 

transformation. We then followed the same procedure for covariate formatting (e.g., 

continuous vs. categorical) and standardization, model construction, and model selection 

as applied to the YWC data. Note that BMI was modeled as a categorical covariate by 

Nilsen et al. (2017a), whereas here we treated it as continuous for comparison purposes. 

Lastly, we decided not to conduct a pooled analysis that included both YWC and 

MINWR individuals due to differences in mark-recapture study sampling period (OD in 

Table 4.1) and duration that would have caused confounding issues between site and the 

predicted age covariate. 

 

Results 

Quality assurance/quality control 

The limit of detection (LOD) for our DMA analyses was 0.302 μg kg-1, based on 3*SD of 

all procedural blanks (n=57) used in 11 runs (Table C1.1). The mean THg value for our 

analytical blanks was 0.075 ± 0.101 SD μg kg-1, and all but three of our samples were 

below the LOD, therefore were did not blank-correct our samples. All means hereafter 

reported ± unless stated otherwise. We computed mean percent recovery (SRM sample 

THg divided by the SRM certified value expressed as a percentage) for each SRM type 

(Table C1.3) and across SRM samples within a run (Table C1.4). The mean percent 

recovery was highest for SRM 955c level 3 (117.8% ± 8.9; 108.4, 136.7), followed by 

SRM 955c level 4 (117.2% ± 8.2; 103.6, 132.1), TORT-3 (100.9% ± 2.0; 98.9, 103.5), 

and PACS-2 (90.2% ± 6.2; 98.9, 103.5). The absolute difference between the mean Hg 
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SRM value for each standard and it’s certified THg value was less than 2.5*certified THg 

SD for all standards. The overall mean recovery percentage across runs (n=11) was 

110.7% ± 8.2, whereas run 11 had the lowest percent recovery (98.9% ± 19.3) and run 4 

had the highest (127.4% ± 13.1) (Table C1.4). 

A potential explanation for the high percent recovery for both SRM 955c level 3 

and run 4 is that it was the final session in which we used our single vial of this standard. 

While we followed NIST’s recommendation that a vial not be used if less than one-third 

on the original blood volume remained, due to potential evaporative losses that could 

increase the THg concentration, it is possible that evaporative losses occurred before the 

volume threshold was reached. We also note that the mean percent recovery is also fairly 

high for SRM 955c level 4 (Table C1.3). However, the SRM 955 level 4’s certified 

values are in ww, whereas the mean sample value we calculated in Table C1.4 includes 

eight samples that were run as solids (runs 8–11 in Table C1.1), meaning that they were 

not phase-matched— which is why we also included phase-matched standards (TORT-3, 

PACS-2) for all of the solid runs. When the non-phase matched samples are excluded, the 

SRM 955c level 4 mean value drops to 111.2% ± 5.3 (Table C1.3). 

 

Tom Yawkey Wildlife Center 

Summary statistics — We analyzed 218 whole blood samples for THg (Table 

C1.1), which included 30 within-run and 23 method duplicates, associated with 165 

unique capture events from 113 individual alligators (67 Females, 46 Males) captured at 

YWC from 2010–2017 (Table 4.1). Based on SVL cutoff values, adults comprised the 
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majority of our capture events (n=159; F: 105, M: 54) compared to subadults (n=6; F: 2, 

M: 4). Our sample included 37 individuals (27 F, 10 M) that were recaptured during the 

THg study period, with a mean of 864 ± 653 days between recapture events (F: 957 ± 

706, M: 552 ± 269). Similarly, 38 individuals (27 F, 11 M) were initially encountered by 

the YWC long-term mark-recapture study prior to their first blood-sampling event for this 

study. Based on sample summary statistics (Table 4.1), females in our sample population 

appeared to be older and smaller than males, with a mean predicted age of 31 ± 13 years 

(range: 8–66) and SVL ranging from 78.6 to 150.5 cm (mean: 127.26 ± 11.58), whereas 

males averaged 23 ± 13 (range: 8–59) years of age, and ranged from 85.0 to 191.8 SVL 

(mean: 141.69 ± 30.05). Mean BMI (0.22 ± 0.02) did not differ between sexes, and only 

two females and one male were categorized as having “Low” BMI (i.e., BMI < 0.18 as 

specified by Nilsen et al. 2017a). Lastly, we generally captured females later in the year 

(mean ordinal date: 157 ± 41) than males (139 ± 64), though the range for ordinal date of 

capture was the same for both (56–271). The preponderance of females captured later in 

the year is a result of a research focus on alligator nesting ecology at YWC from 2009–

2017 (P.M. Wilkinson, unpublished data). Over this period, both sexes were captured for 

general mark-capture purposes each year during April and May, while females tended to 

be captured during June and July (nesting season).  

Model selection results — After converting the solid samples from dw to ww (mean 

percent moisture: 85.32 ± 3.37) and adding the methodological adjustment (+0.006 mg 

kg-1) to the converted ww, and then averaging within-run and method duplicates, THg 

whole blood averaged 0.16 ± 0.05 mg kg-1 ww for our study population (Females: 0.15 ± 
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0.05, Males: 0.16 ± 0.07). All mercury values hereafter are reported in THg mg kg-1 ww 

unless otherwise stated. Estimated muscle THg averaged 0.13 ± 0.04 (F: 0.13 ± 0.04, M: 

0.13 ± 0.06), and ranged from 0.02 to 0.32. Of the 26 regression models we constructed 

(Table 4.2), two were considered competitive (ΔAICc < 2.0) (Burnham and Anderson, 

2002) and overlapped in covariate support (Table 4.2). Our best-supported model 

contained 0.46 of the model weight (wi) and included an interaction of Sex with both PA 

and PA2 (Fig. 4.2a). The relationship between age and THg in whole blood of alligators 

was quadratic peaking at approximately 40 years in both males and females; the slopes 

and maximum points differed, however, between sexes (Fig. 4.2a). Based on 85% CIs we 

detected significant covariate effects for PA (βPA = 0.15 ± 0.08 SE; 85% CI: 0.03, 0.26), 

PA2 (-0.15 ± 0.07; -0.26, -0.04), Sex * PA (0.26 ± 0.13; 0.07, 0.46), and Sex * PA2 (-0.33 

± 0.14; -0.54, -0.12). 

Our second best-supported model (ΔAICc = 0.47; wi = 0.37) also contained 

significant PA (0.19 ± 0.05 SE; 0.11, 0.27) and PA2 (-0.20 ± 0.05; -0.28, -0.12) terms, but 

lacked sex effects in either additive or interactive form (Fig. 4.2b). We detected no 

statistically significant differences between the beta coefficients in the predicted age 

derived from whole-years models (reported here) vs. decimal-years (p > 0.05). Lastly, our 

duplicate analysis that used the adjustment value derived from all method duplicate 

differences (including the outlier) produced identical model rankings and therefore is not 

discussed further. 

 

Merritt Island National Wildlife Refuge 
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Summary statistics— Our post-hoc re-analysis of Nilsen et al.'s (2017a) data 

included THg measurements associated with 189 unique capture events from 169 

individual alligators (72 females, 97 males) captured at the Merritt Island National 

Wildlife Refuge (MINWR) from 2007–2014 (Table 4.1). Like YWC, adults comprised 

the majority of our capture events (n=177; F: 70, M: 107), compared to subadults (n=12; 

F: 8, M: 4). The MINWR data included 19 individuals (6 F, 13 Males) that were 

recaptured during the study, with a mean of 693 ± 607 days between recapture events (F: 

716 ± 610, M: 683 ± 629). Additionally, 18 individuals (4 F, 14 M) were previously 

encountered by the MINWR mark-recapture study prior to the first blood-sampling event 

for Nilsen et al. (2017a). 

Based on the estimated mean predicted age derived from the first-capture event 

information (R.H. Lowers, unpublished data) and the Wilkinson et al. (2016) growth 

model, individuals in the MINWR study averaged ≥ 20 ± 7 years of age (F: 19 ± 6, M: 

21± 7). The MINWR study sampled individuals over a broader range of ordinal dates 

(MINWR: 5–365, YWC: 56–271), though individuals were of similar body condition 

(BMI) and size (SVL) compared to the YWC population (Table 4.1). Additional MINWR 

mean covariate values and sex-specific comparisons, previously published by Nilsen et 

al. (2017a), are listed in Table 4.1. 

Model Selection Results — The mean for THg in whole blood for the MINWR 

alligators (Overall: 0.18 ± 0.09, Females: 0.18 ± 0.09, Males: 0.19 ± 0.09; Nilsen et al., 

2017a) appeared similar to the YWC study population. In the initial model construction 

phase, we constructed 23 linear regression models in an AICc model selection 
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framework. All covariate terms contained in the competitive models (ΔAICc ≤ 4.0) were 

already combined in existing models, therefore, we did not construct additional models as 

done for YWC. The best-supported model received an overwhelming majority of the 

model weight (wi = 0.85, Table 4.3) and contained significant effects of SVL (βSVL = 2.03 

± 0.35 SE; 85% CI: 1.52, 2.54) and SVL2 (-1.95 ± 0.07; -2.46, -1.44) with large effect 

sizes. The second best-supported model was not competitive based on its ΔAICc score 

(Burnham and Anderson, 2002), and only received 0.15 of the model weight, though it 

overlapped in covariate support with the most parsimonious model (Table 3). 

 

Discussion 

Total mercury concentrations in whole blood 

Our study is among the most comprehensive assessments of total mercury (THg) 

bioaccumulation patterns in crocodilians to date and is the first to differentiate between 

size- and age-driven sources of variation in THg in adult alligators. Due to the temporal 

breadth of the YWC study (2010–2017), we analyzed whole blood samples of varying 

age and quality that required multiple processing methods and analytical adjustments. 

Previous studies have reported mixed results of storage time on THg concentrations in 

whole blood. Varian-Ramos et al. (2011) analyzed frozen whole blood samples at 

multiple time points over a three-year period and detected an average 6% increase in THg 

concentrations. However, storage time explained less than 11% of an instantaneous, 

rather than progressive, increase in THg over time (Varian-Ramos et al., 2011). In 

contrast, Sommer et al. (2016) reported that multiple Hg species in whole blood remain 
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stable for at least one year if stored below 23°C. All YWC samples were analyzed in 

February and April 2018 (Table C1.1); therefore, including Year as a covariate in 

regression models could potentially capture temporal variation of Hg in the environment, 

sample age (freezer storage time), or both. Though none of our regression models that 

contained Year were competitive (Table 4.2), we acknowledge that both freezer storage 

time and environmental factors may be confounded. South Carolina does not have a long-

term monitoring network for environmental THg. It is theoretically possible, therefore, 

that THg may have increased over time in our stored samples (as observed in Varian-

Ramos et al., 2011), while concomitantly environmental THg may have decreased. Such 

a phenomena could produce a null effect of time similar to what we observed. 

The whole blood THg values reported here for the YWC population in coastal 

South Carolina appear similar to a concurrent study of nesting females in the same 

population (0.17 ± 0.063 SD mg kg-1 ww) (Nilsen et al., 2018), as well as several sites in 

Florida, including MINWR (Nilsen et al., 2017a), Lake Lochloosa (0.20 ± 0.08), Lake 

Trafford (0.18 ± 0.07), and the St. Johns River (0.13 ± 0.06) (Nilsen et al., 2016). In 

contrast, THg in our samples appears to be considerably lower compared to samples from 

adult alligators in Florida occupying Water Conservation Areas 2A (0.41 ± 0.22) and 3A 

(0.53 ± 0.42) near Everglades National Park (Nilsen et al., 2016), and compared to Par 

Pond at the Savannah River Site in South Carolina (0.32, converted from dw to ww using 

methodological adjustment and percent moisture reported here, SD not reported) (Jagoe 

et al., 1998). Both Everglades and the Savannah River Site (approximately 233 km. 

inland from YWC, Fig. 4. 
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1) have an established history of Hg pollution from natural and anthropogenic 

sources (Brisbin et al., 1996; Frederick et al., 2004; Rumbold et al., 2008; Yanochko et 

al., 1997). Local Hg input may also explain why the findings of Jagoe et al. (1998) 

contrast with South Carolina’s increasing Hg gradient from the Blue Ridge/Piedmont 

physiographic region to the coastal plain (Guentzel 2009), which is reflected in fish 

species and is primarily driven by the percentage of wetland area within each watershed 

(Glover et al., 2010). 

 

Demographic factors in THg patterns 

We detected three consistent, general patterns in THg concentrations in alligator whole 

blood in the YWC and MINWR populations (Tables 4.2, 4.3). Specifically, (1) potential 

but inconsistently-supported differences between THg bioaccumulation and sex; (2) a 

relationship between THg and age-based indicators (i.e., predicted age estimated from 

growth models and mark-recapture records at YWC, and snout-vent length (which is a 

reliable indicator of age prior to growth cessation) at MINWR; Figure 3); and (3) that 

age-related patterns in THg were best described by quadratic terms. We discuss each in 

turn. 

The model sets from both YWC and MINWR included support for potential 

differences among sexes in THg bioaccumulation, though the strength of evidence 

differed between the two populations (Tables 4.2, 4.3). Though our study detected sex 

differences in THg, many studies in alligators (Burger et al., 2000; Campbell et al., 2010; 

Rumbold et al., 2002; Yanochko et al., 1997) and other crocodilians (Eggins et al., 2015; 
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Schneider et al., 2012; Vieira et al., 2011) have not. Sex-specific differences in behaviors 

that likely influence THg exposure (e.g., diet, movement, and habitat use; (Joanen and 

Mcnease, 1972; Joanen and McNease, 1970; Lawson et al., 2018) are well established. 

However, it remains unclear what, if any, local environmental, habitat, or demographic 

variables may promote or homogenize behavioral differences among sexes. As such, sex-

specific differences in THg could be driven by complex spatiotemporal variation in 

alligator behavior, which could explain the lack of a consistent pattern regarding sex and 

THg across all studies. 

The two best-supported models from YWC included predicted age, although 

predicted age did not appear in the most competitive model from MINWR (Tables 4.2, 

4.3). We suggest that the mixed support for the predicted age covariate at MINWR 

compared to YWC is likely due to three factors: (1) differences in mark-recapture study 

length duration (YWC: 39 years; MINWR: 9 years) which would limit the potential age 

ranges that could be observed; (2) the limited number of individuals with auxiliary first 

capture data prior to the THg studies (YWC: 38; MINWR: 18); and (3) the use of a South 

Carolina-based growth model (Wilkinson et al. 2016) to derive predicted age estimates 

for MINWR alligators. Though latitudinal differences in temperature can create variation 

in the length of growing season for alligators, YWC growth rates are similar to those 

observed in coastal Louisiana, which has a similar latitude to that of MINWR (Jacobsen 

and Kushlan, 1989; Joanen and McNease, 1971; Wilkinson et al., 2016). While predicted 

age derived from a growth formula is a more direct indicator of “true” age, size may 

serve as an effective proxy in individuals that are still growing. In a post-hoc assessment, 
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only 1% of observations in the MINWR dataset had reached the mean sex-specific size at 

cessation of growth (F: 131.4, M: 182.0) (Wilkinson et al., 2016), compared to YWC 

(27.2%). Therefore, in settings like MINWR in which sampled animals have not ceased 

growing, we posit that SVL may be an effective proxy for true age. We also 

acknowledge, however, that using the YWC growth model may have introduced 

uncertainty in MINWR predicted age estimates and that size at cessation of growth may 

differ between the two populations. 

Both model sets indicated strong support for quadratic patterns in THg 

bioaccumulation with age (Tables 4.2, 4.3). In the YWC population, THg increases prior 

to the onset of reproductive maturity at 15.8 years for females and 11.6 years for males 

(corresponding to 1.8 m TL) (Joanen and McNease, 1980; Wilkinson et al., 2016), and 

peaks at 43 (female) and 38 (male) years of age (Fig. 4.2), before declining. The decrease 

in THg that we observed in the oldest individuals (Fig. 4.2) contrasts with studies in fish 

that have reported strictly linear, positive relationships between mercury and age (as 

determined by otolith analysis) (Chumchal and Hambright, 2009; Lavigne et al., 2010). 

Multiple avian studies have documented no age-related effects in adult individuals of 

known-age (Becker et al., 2002; Burger et al., 1994; Furness et al., 1990; Thompson et 

al., 1991). We assert that the age-related decline in THg is not an artifact of our study 

design for several reasons. First, we determined that predicted age associated with each 

sample was not a function of capture year (i.e., we were not encountering older 

individuals in later study years). Therefore, more recent samples, for which storage time 

was shorter, were not characterized by lower THg values nor were they associated with 
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older individuals. Second, it is unlikely that our results reflect a survivorship bias in our 

data, in which individuals with higher THg levels had higher mortality rates, leaving only 

individuals with lower THg available for encounter at the oldest ages. The maximum 

whole blood THg value we measured (0.35 mg kg-1 ww ) is substantially lower compared 

to values observed in the Everglades (1.33–1.56) (Nilsen et al., 2016), and our maximum 

estimate of THg in muscle (0.32 mg kg-1 ww) is less than the World Health 

Organization’s fish consumption advisory value (0.50 mg kg-1 ww) (WHO, 1990). Lastly, 

there appears to be only a single potential case of mercury-induced mortality in a wild 

alligator, in which the individual had muscle THg levels (3.48 mg kg-1 ww) 27 times 

higher than the estimated YWC mean, and also surpassed all known lethality levels 

observed in dosing studies in other reptiles and amphibians (Brisbin et al., 1998; Hall, 

1980; Wolfe and Norman, 1998). 

 

Predicted Age as an Indicator of THg in Crocodilians 

Traditionally, growth patterns in reptiles have been universally described as 

indeterminate (i.e., no growth cessation) (Charnov et al., 2001; Congdon et al., 2013; 

Kozlowski, 1996), however, there is increasing consensus that some species within 

reptile taxa exhibit determinate (i.e., asymptotic) growth, including lizards (Congdon et 

al., 2001), turtles (Congdon et al., 2001), and crocodilians (Campos et al., 2014; Taylor et 

al., 2016; Tucker et al., 2006; Wilkinson et al., 2016; Woodward et al., 2011). While size 

could serve as an appropriate proxy for age in species with indeterminate growth, reliance 

on size as an indicator of age in determinate growth species is particularly problematic 
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for individuals that are near or have growth cessation (i.e., terminal size). In this context, 

it is not surprising that the majority of studies in both alligators and other crocodilian 

species have either detected a weakly positive (Nilsen et al., 2017a; Schneider et al., 

2012; but see Eggins et al., 2015) or non-existent relationship between size/age and 

mercury (Campbell et al., 2010; Rainwater et al., 2007; Rumbold et al., 2002), or 

reported an inconsistent relationship that differed in effect size depending on the tissue 

sampled or study site (Jagoe et al., 1998; Yanochko et al., 1997). 

Concomitant with long-held assumptions of indeterminate growth, existing alligator 

studies have only explored linear relationships between mercury and age proxies, 

reflecting an assumption of mercury bioaccumulation throughout an individual’s lifespan. 

Increases in mercury are to be expected for growing individuals and are supported by our 

results. During the growth phase, juveniles and young adults feed at lower trophic levels 

compared to adults (Hanson et al., 2015; Nifong et al., 2015; Santos et al., 2018) and are 

therefore expected to have lower THg than older, larger individuals. However, it is 

unclear how bioaccumulation patterns may change following growth cessation, given the 

dearth of studies that have evaluated known- or minimum-age patterns in behaviors that 

could affect mercury bioaccumulation (e.g., diet, movement, etc.). 

Our study indicates that THg begins to decline in individuals around the age of 

expected growth cessation (Fig. 4.2a), and here we provide two general hypotheses to 

explain this pattern: (1) alligators become more efficient at shedding or offloading 

mercury after reaching middle age, or (2) older alligators are exposed to or intake less 

mercury. Regarding the first point, female alligators can mobilize and deposit stored 
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mercury in developing eggs during vitellogenesis (maternal transfer), thereby reducing 

mercury body burdens in the former following oviposition (Nilsen et al., 2018). However, 

if this were the primary mechanism underlying the non-linear pattern we observed, then 

THg would begin to decrease at the onset of sexual maturity which occurs at ca. 16 years 

of age (Fig. 4.2) (Joanen and McNease, 1980; Wilkinson et al., 2016). In contrast, the 

relationship we detected suggests that THg concentrations continue to increase for many 

years following the onset of sexual maturity. Additionally, though both sexes excrete 

mercury in keratinized tissues such as their skin and claws, it is unclear how the speed or 

efficiency of this process relates to age (Burger et al., 2000; Jagoe et al., 1998). 

Alternatively, the patterns we observed may be due to reduced mercury exposure 

and accumulation in older individuals that are either exposed to or consume less mercury 

compared to younger individuals. Differences in exposure among age classes would 

require that the oldest and youngest adults/old subadults inhabit areas with lower mercury 

bioavailability compared to areas inhabited by middle-aged individuals. Although spatial 

segregation of adult size classes has been documented in Nile crocodiles (Crocodylus 

niloticus) (Hutton, 1989), we suggest this is unlikely for alligators in our study area 

where extensive population surveys and capture efforts in fixed locations have 

demonstrated considerable spatial overlap among adult size classes (A. Lawson, P. 

Wilkinson, unpublished data). Additionally, large alligators (> 2.73m TL) are generally 

the most cannibalistic and consume both juveniles and young adults (1.22–2.12) (Rootes 

and Chabreck 1993), further suggesting a spatial overlap among age classes. 
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Lower mercury levels in the oldest individuals could also reflect reduced mercury 

intake from either age-related shifts in diet, where food items were characterized by 

different mercury loads, or from an age-related change in the amount of food consumed. 

While age-related differences in diet between adult and juvenile alligators are well-

established through stable isotope and stomach content analyses (Delany et al., 1999; 

Nifong et al., 2015; Santos et al., 2018), fine-scale, size-related variation within adults or 

longitudinal patterns within individuals remain relatively unexamined. In saltwater 

crocodiles (C. porosus), Hanson et al. (2015) detected a quadratic relationship between 

body size and trophic position (as indicated by δ15N), with medium-sized individuals 

foraging upon a larger proportion of prey items from higher trophic levels compared to 

the smallest and largest individuals. Moreover, Hanson et al., (2015) did not detect 

evidence of spatial segregation among size classes, suggesting that individuals were 

feeding in the same areas. Similarly, in Yacare caimans (Caiman yacare), Rivera et al. 

(2016) reported that large adult caimans had significantly lower THg content than seven 

common fish prey species, despite being a top predator. However, like THg, long-term, 

longitudinal studies would provide a means by which to evaluate age-related diet patterns 

within adults and other age classes. 

Reduced mercury intake as a consequence of reduced food consumption could also 

occur due to senescence. Though age-related declines in metabolism are well-

documented across wildlife taxa (Elliott et al., 2015 and references therein), such patterns 

have yet to be investigated in reptiles. The quadratic relationship we detected suggests 

that the cessation of growth (31 years for females, 43 years for males, vertical dashed 
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lines in Fig. 4.2a) coincides with the onset of the decline in THg. In the YWC alligator 

population, mark-recapture data indicate that females continue to reproduce for at least 

twenty years following the cessation of growth (Wilkinson et al. 2016). Therefore, while 

maternal transfer of THg does not explain the patterns we observed in younger, smaller 

adults, this could act as a depuration mechanism in older females, particularly those that 

have ceased growing. We further acknowledge that variation in THg levels in early life 

stages not evaluated by this study (e.g., hatchlings) could affect individual growth rates or 

trajectories and bias estimates of predicted age. However, multiple studies focused on 

fish indicate strong support for biodilution, in which mercury accumulation is determined 

by individual growth rates, rather than initial mercury concentrations determining 

eventual growth rates, and faster-growing individuals accumulated mercury at lower rates 

than slower-growing individuals (Lavigne et al., 2010; Sandheinrich and Drevnick, 

2016). Though further studies are needed to determine if biodilution effects are present in 

alligator populations, in this context it is unlikely that variation in early-life Hg exposure 

biased our estimates of predicted age. 

 

Implications for Mercury Biomonitoring 

We acknowledge that the use of predicted age to predict THg content in whole blood and 

muscle of alligators is potentially problematic for several reasons and warrants additional 

study if this relationship is to be used to inform guidelines regarding consumption of 

alligator meat. First the use of predicted age is a considerable violation of the required 

assumption in linear regression that covariates are measured without error, as it is a value 
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output from a predictive model, i.e. the Baker et al. (1991) formula. Thus, the error for 

predicted age is likely to be is positively related to SVL at first capture (i.e., a larger 

prediction error for individuals at or near the average size at growth cessation), resulting 

in a non-constant variance that may induce some bias into our regression coefficients. 

Nonetheless, despite this issue we posit that the general quadratic pattern of THg of age is 

robust for two main reasons. First, though SVL was likely measured imperfectly in the 

field, it does not include a directional bias associated with the predicted age covariate and 

also received consistent support for both study populations (YWC and MINWR; Tables 

4.2, 4.3). Second, the MINWR population had a much smaller proportion of individuals 

that had passed the average size at growth cessation, thus, reducing potential bias in the 

covariate for that population. However, given the caveats just described, we suggest that 

if the relationship between age/size and THg were to be used to inform consumption 

guidelines, additional studies limited to known-age individuals would be necessary to 

explore potential risks regarding the use of predicted, rather than known-age, as it relates 

to THg bioaccumulation. 

 

Conclusion 

Mercury is a ubiquitous contaminant that is biomagnified within wetland food webs. We 

detected a previously undescribed pattern of THg in blood samples from two alligator 

populations, in which THg peaks at middle age approximately coinciding with the 

cessation of growth. Therefore, our data suggest that regulatory agencies interested in 

minimizing risk from consumption of alligators may consider developing additional 
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studies to further examine this relationship. While this pattern contrasts with previous 

assumptions of increasing THg throughout an individual’s lifetime, we posit that the 

observed reduction in THg is likely due to age-related changes in foraging behaviors 

(e.g., reduced food intake due to senescence or selection of lower trophic level prey by 

older alligators) following the cessation of growth, though further study is needed to 

differentiate between these two mechanisms. This study highlights the means by which 

long-term, longitudinal monitoring studies could be used to differentiate between 

potential confounding effects of time, age, and size in sentinel species, the latter two of 

which are particularly important for long-lived reptiles. 
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Table 4.1. Sample summary and covariate comparisons for alligator whole blood samples from the Tom Yawkey Wildlife 

Center in South Carolina (2010–2017) and the Merritt Island National Wildlife Refuge in Florida (2007–2014). The whole 

numbers in the first two fields represent summary totals, whereas sample means ± standard deviations with range values in 

parentheses are given below them. 

 

 
Tom Yawkey Wildlife Center  Merritt Island National Wildlife Refuge 

  Females Males Overall   Females Males Overall 

Unique Individuals 67 46 113   72 97 169a 

# Maximum Blood 

Sampling Events        

1 40 36 76  66 84 150 

2 16 8 24  6 12 18 

3 9 2 11  0 1 1 

4 2 0 2  0 0 0 

Mean Days 

Between Blood 

Samples 

957 ± 706 552 ± 269 864 ± 653  716 ± 610 683 ± 629 693 ± 607 

(7–2256) (285–1127) (7–2256)  (106–1730) (21–1877) (21–1877) 

Ordinal Date 
157 ± 41 139 ± 64 150 ± 51  177 ± 103 181 ± 114 180 ± 109 

(56–271) (56–271) (56–271)  (9–365) (5–365) (5–365) 

Predicted Ageb 
31 ± 13 23 ± 13 28 ± 14  19 ± 6 21 ± 7 20 ± 7 

(8–66) (8–59) (8–66)  (10–31) (8–43) (8–43) 

Snout-Vent  

Length (cm) 

127.26 ± 11.58 141.69 ± 30.05 132.33 ± 21.17  114.75 ± 12.00 145.24 ± 20.92 132.65 ± 23.27 

(78.60–150.50) (85.00–191.80) (78.60–191.80)  (87.00–135.00) (88.50–187.20) (87.0–187.2) 

Body Mass Indexc 
0.22 ± 0.02 0.22 ± 0.02 0.22 ± 0.02  0.21 ± 0.02 0.21 ± 0.02 0.21 ± 0.02 

(0.15–0.26) (0.16–0.26) (0.15–0.26)  (0.15–0.25) (0.14–0.26) (0.14–0.26) 
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aMINWR summary statistics and covariate means exclude four outlier samples identified by Nilsen et al. (2017a). 

bPredicted age derived using sex-specific growth parameters from Wilkinson et al. (2016) in Eq. 5 in Baker et al. (1991). 

cBody mass index derived using Eq. 1 in Nilsen et al. (2017a) 
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Table 4.2. Linear regression models representing hypotheses about total mercury (THg) 

bioaccumulation patterns in whole blood of American alligators captured on the Tom 

Yawkey Wildlife Center coastal South Carolina from 2010–2017. Only models within ≤ 

20 ΔAICc units of the best-supported model are listed here, full list in Supplementary 

Material (Table C1.5). 

     

Modela 
Number 

parameters 
Dev.b ΔAICc wi 

Sex * PA + Sex * PA2 7 4.46 0.00 0.46 

PA + PA2 4 4.65 0.47 0.37 

Sex * SVL + Sex * SVL2 7 4.56 3.67 0.07 

~Indiv. 3 * 4.19 0.06 

BMI 3 4.96 9.03 0.01 

OD 3 4.96 9.14 0.00 

SVL + SVL2 4 4.90 9.15 0.00 

Intercept 2 5.03 9.26 0.00 

SVL 3 4.96 9.27 0.00 

~Indiv. + PA + PA2 5 * 9.33 0.00 

BMI + BMI2 4 4.94 10.50 0.00 

PA 3 5.02 11.01 0.00 

OD + OD2 4 4.96 11.11 0.00 

Sex * SVL 5 4.89 11.13 0.00 

Sex + OD 4 4.96 11.22 0.00 

Sex 3 5.03 11.33 0.00 

PA* OD 5 4.95 12.91 0.00 

Sex + PA 4 5.02 13.11 0.00 

Sex * OD 5 4.96 13.30 0.00 

Sex * PA 5 5.00 14.58 0.00 

Year 9 4.76 15.36 0.00 

Year * OD 17 4.28 16.89 0.00 

Sex * OD + Sex * OD2 7 4.95 17.42 0.00 

~Year 3 * 17.72 0.00 

          

aModel selection notation (following Burnham and Anderson 2002) presents models 

according to the highest-order effects contained, with all lower-order constituent effects 
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included as additive effects; a superscript 2 denotes a quadratic effect, a + sign indicates 

an additive effect between two variables, a * denotes an interaction, whereas a ~ indicates 

a random effect. Year (categorical) = annual variation, PA = predicted age of the 

individual at sampling based on estimated predicted age at first capture using the 

Wilkinson et al. (2016) growth formula for our study population; SVL = snout-vent 

length in cm at capture; Indiv. = individual alligator modeled as a random intercept; BMI 

= body mass index (Nilsen et al., 2017a) at capture; OD = ordinal date or day of year. 

The continuous covariates contained no missing values and were z-standardized across 

years (mean = 0.0, SD = 1.0). 

bModels containing random effects were fit with restricted maximum likelihood (REML) 

and deviance values are not directly comparable to non-REML fit models. 
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Table 4.3. Linear regression models representing hypotheses about total mercury (THg) 

bioaccumulation patterns in the whole blood of American alligators captured on the 

Merritt Island National Wildlife Refuge in eastern Florida from 2007–2014. Only models 

within ≤ 20 ΔAICc units of the best-supported model are listed here, full list in 

Supplementary Material (Table C1.6). 

Modela 
Number 

parameters 
Dev.b ΔAICc wi 

SVL + SVL2 4 34.06 0.00 0.85 

Sex * SVL + Sex * SVL2 7 33.54 3.52 0.15 

PA + PA2 4 36.78 14.56 0.00 

Sex * PA + Sex * PA2 7 35.82 15.93 0.00 

Sex * SVL 5 37.10 18.28 0.00 

          

aModel selection notation (following Burnham and Anderson 2002) presents models 

according to the highest-order effects contained, with all lower-order constituent effects 

included as additive effects; a superscript 2 denotes a quadratic effect, a + sign indicates 

an additive effect between two variables, a * denotes an interaction. PA = predicted age 

of the individual at sampling based on estimated predicted age at first capture using the 

Wilkinson et al. (2016) growth formula for our study population; SVL = snout-vent 

length in cm at capture; The continuous covariates contained no missing values and were 

z-standardized across years (mean = 0.0, SD = 1.0). 
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Figure 4.1.A map of the Tom Yawkey Wildlife Center (YWC) in coastal South Carolina, 

USA, which has been closed to hunting for over 100 years. American alligator (Alligator 

mississippiensis) whole blood samples were collected on Cat and South Islands (denoted 

by the bold dashed line) within YWC from 2010–2017. YWC is comprised of 1,012 ha 

impounded fresh and brackish water wetlands (dark gray areas within YWC), surrounded 

by a series of dikes and dirt roads (thin black lines). The inset (lower right) shows the 

alligator’s distribution and our two study sites: YWC (black star) and the Merritt Island 

National Wildlife Refuge (MINWR; black square), described in detail in Nilsen et al. 

(2017a). Alligator distribution layer provided by CrocBITE.org. 
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Figure 4.2. Predicted total mercury (THg) mg kg-1 ww in American alligator whole blood samples from the Tom Yawkey 

Wildlife Center, South Carolina (2010–2017). Predicted values are represented by the solid lines and the shaded areas 

represent the 95% confidence intervals. Panel (a.) shows the predictions from the best-supported linear regression model in our 

model set (Table 4.2), which contained Sex x Predicted Age (PA) and Sex x PA2 covariate terms. Females are represented by 

the red lines and the males in blue. The vertical dashed lines represent the sex-specific age at cessation of growth derived by 

Wilkinson et al. (2016). Panel (b.) depicts predicted THg from the second best-supported model (Table 4.2) that only contained 

PA and PA2 terms, with no sex interaction. For both models, the PA estimates were based on the estimated predicted age at 

first capture, including potential encounters prior to this study (1979–2009), using the growth formula for our study population 

by Wilkinson et al. (2016). 

 

a)           b) 
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Figure 4.3. Predicted total mercury (THg) mg kg-1 ww in alligator whole blood samples 

from Merritt Island National Wildlife Refuge, Florida (2007–2014) with 95% confidence 

intervals in the shaded areas. Predicted values in are derived from the best-supported 

linear regression model in our model set (Table 3), which contained snout-vent length 

(SVL) and SVL2 covariate terms. 
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APPENDIX A1 

Integrated Population Model Data Summaries 

Table A1.1. Summary of mark-recapture data of American alligator (Alligator mississippiensis) from the Tom Yawkey 

Wildlife Center, South Carolina, USA, for the entire study period (1979–2017; left) and from 1993–2017 (right). Dashes (–) 

indicate zeroes. Mean days between recapture events show the sample mean ± standard deviations with range values in 

parentheses given below, and excludes within-year recaptures. Capture events by state j (Table 2.1) reflect the total number of 

captures for each observable state: size class (j ≤6) or dead recoveries (j=7). 

  1979–2017   1993–2017 

  Females Males Unknown   Females Males Unknown 

Unique Indiv. 275 282 282  250 215 20 

        

Indiv. Max. Capture Events       

1 200 213 282  189 181 20 

2 47 54 –  40 26 – 

3 11 10 –  10 6 – 

4 10 2 –  7 – – 

5 5 3 –  3 2 – 

6 1 – –  1 – – 

7 1 – –  – – – 

        

Mean Days  3213 ± 3059 2468 ± 3089 –  2691 ± 2566 2438 ± 2573 – 
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Betw. Recaptures (207–12,351) (204–12,973) –  (267–8566) (285–8337) – 

        

Capture Events by State (j)       

1 4 1 257  – – – 

2 57 42 25  55 38 20 

3 20 50 –  16 34 – 

4 168 95 –  140 50 – 

5 152 90 –  133 60 – 

6 – 84 –  – 70 – 

7a 4 12 –  4 9 – 

aIncludes five alligators (1 female, 4 males) legally taken by the public harvest program since 2008  
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Table A1.2. Annual summary of an American alligator (Alligator mississippiensis) mark-recapture study at the Tom Yawkey 

Wildlife Center, South Carolina, USA (1979–2017), broken down by sex. No data were collected during 1983–1992, 1994–

2004, and 2008. 

  Female Male Unknowna Total   Female Male Total   Female Male Total 

1979 5 7 0 12 2006 5 12 17 2012 13 2 15 

1980 10 30 171 211 2007 4 5 9 2013 19 20 39 

1981 24 37 91 152 2008b 0 1 1 2014 22 9 31 

1982 18 36 0 54 2009 14 0 14 2015 20 11 31 

1993 129 99 20 248 2010 17 0 17 2016 44 31 75 

2005 5 10 0 15 2011 33 42 75 2017 19 11 30 

                          

aNo individuals of unknown sex were encountered after 1993 

bData point from a public alligator harvest-recovery in Georgetown County 
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Table A1.3. Summary of annual nightlight surveys of American alligator (Alligator mississippiensis) conducted at two river 

sites (Great Pee Dee and Waccamaw Rivers – GPD; South Santee River – SAN; Fig. 2.1) in South Carolina from 2011–2016 

(no data collected in 2012). Ordinal date reflects the day-of-year the survey was initiated; survey start and end are in 24-hour 

time format. Water level is the river’s height as recorded by two USGS stream gauges located near each survey route (Fig. 

2.1), whereas water temperature was recorded by a hand-held YSI salinity meter using a 1m probe at 2.3 km intervals during 

each survey. If water temperature was not recorded during the survey due to equipment malfunction, we used the temperature 

recording from the route’s designated stream gauge. The first six columns within the alligator observations section, at right, 

show size class-specific (j) observations (Table 2.1), whereas age.im and age.ad refer to alligators that could be assigned to the 

immature or adult age classes, respectively, whereas unknown (Unk) observations were for observations in which neither size 

nor age could be determined. The overall mean (±SD) size-classification (sum of size class observations divided by total 

observations) and age-aggregation (sum of size class-specific, age.im, and age.ad observations divided by the total) rates 

across all surveys at both sites are shown at the bottom. 

Survey 

Site 
Year 

Ordinal 

Date 

Survey 

Start 

Survey 

End 

Water 

Level 

(ft.) 

Water 

Temp. 

(°C) 

Alligator Observations 

j=1 2 3 4 5 6 Age.im Age.ad Unk. Total 

GPD 

2011 228 20:30 0:14 17.49 29.98a 0 3 6 5 9 3 0 0 25 51 

2013 224 21:15 1:30 16.69 28.20 0 1 4 5 8 2 0 0 37 57 

2014 174 20:51 23:25 16.98 28.55 0 0 1 11 2 2 0 0 14 30 

2015 161 21:23 0:14 13.85 26.40 0 2 5 7 4 1 4 4 54 81 

2016 133 23:14 1:49 16.94 22.85 0 5 4 4 1 0 5 3 28 50 

                 

SAN 

2011 229 21:12 23:30 23.69 b 0 4 6 15 17 1 0 0 27 70 

2013 225 3:05 4:50 21.06 29.40 0 0 2 2 3 4 0 0 20 31 

2014 175 1:15 3:48 21.59 27.65 6 2 7 6 3 1 0 1 48 74 
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2015 173 21:21 23:24 21.84 32.15 17 2 2 5 4 1 18 6 87 142 

2016 217 20:56 21:43 24.15 29.90 0 1 5 1 0 0 1 0 52 60 

                 

     Size-classification rate: 35 ± 5% Age-aggregation rate: 40 ± 13% 

                           

aWater temperature data collected from a USGS stream gauge on the Waccamaw River (Fig. 2.1) 

bWater temperature not available from survey recording or North Santee River stream gauge (Fig. 2.1) 
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Table A1.4. Summary of alligator harvest data on public lands by size class (Table 2.1) 

for American alligator (Alligator mississippiensis) in Georgetown County (GXN), South 

Carolina, USA (Fig. 2.1). Harvest regulations permit the take of alligators over 1.2 m 

total length (TL; distance from snout to tail tip), therefore, totals for size classes not 

exposed to harvest (j<3) are not shown. TL values are self-reported by hunters and does 

not adjust for alligators that are missing portions of their tail. The average total length (m) 

of harvested alligators in GXN (𝑇𝐿̅̅̅̅ ) each year is show in the far right column. Only data 

that overlapped with the nightlight counts (2011–2016) were used in the IPM. 

        

  Statewide 

Quota 

Alligator harvest by size class (j)     

Year j=3 4 5 6 Total 𝑇𝐿̅̅̅̅  

2008 1,000 2 11 23 22 58 2.80 

2009 1,000 3 27 41 24 95 2.74 

2010 1,200 3 33 35 29 100 2.74 

2011 1,200 3 34 47 29 113 2.65 

2012 1,200 0 24 53 35 112 2.74 

2013 1,200 7 41 50 16 114 2.53 

2014 1,000 4 34 24 18 80 2.56 

2015 1,000 6 20 25 13 64 2.53 

2016 1,000 2 31 31 21 85 2.65 
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APPENDIX A2 

Auxiliary Data and Sensitivity Analysis 

Auxiliary data description  

We used breeding and nesting productivity data from multiple studies conducted in 

coastal South Carolina from 1980–1982 (Wilkinson, 1983) to parameterize our models. 

To determine the annual proportion of adult females that nested (BP in Figs. 3.2, 3.3, Eq. 

3.7), adult female alligators were captured on YWC each spring, before the onset of 

nesting, and fitted with a VHF radio transmitter (n=29; n=4 tracked >1 nesting season). 

The marked females were tracked multiple times per week for two months to determine if 

their area of activity included a nest site. In spring 1982, two blood samples were 

collected from each adult female captured (n=37) on YWC; one directly from the heart 

and another from the jugular vein. The blood samples were kept on ice and later 

centrifuged to separate the blood plasma, which was then assayed to quantify calcium 

(Ca) levels (Lance et al., 1983), an indicator of vitellogenesis. The two methods produced 

similar estimates for the proportion of breeding females, as 25% of the nesting cycles 

monitored by the telemetry component (after adjusting for radio failure) and 29.7% of the 

plasma samples suggested nesting, for an overall estimate of 27.5% when pooling the two 

methods (Wilkinson, 1983). The nests monitored in the telemetry study, as well as 

additional nests in GXN located via helicopter surveys over the same time period were 

used to determine apparent nest success rate. Of 117 monitored nests, 82 (70.1%) were 

successful (i.e., at least one egg hatched) (Wilkinson, 1983) (NS in Figs. 3.2. 3.3, Eq. 

3.5). Here we use the term apparent nest success because the nests used to derive NS 
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included two detection methods (tracking nesting females and helicopter flights), neither 

of which adjusted for potential biases such as nests being undetected or that successful 

nests survive longer and are therefore more likely to be detected. We pooled clutch sizes 

observed by the Wilkinson (1983) study and more recent nest monitoring (2009–2017) 

efforts at YWC (P.M. Wilkinson, unpubl. data) to determine an average clutch size of 45 

eggs (Fig. 2.2, CL in Fig. 2.3, Eq. 3.7). 

Similarly, we used information on sex ratio (female proportion; FPj) derived from 

previous studies or from expert opinion to parameterize our models. Rhodes and Lang 

(1996) reported 72% of hatchlings from 23 nests originally located on the Cape portion of 

Santee Coastal Reserve (the launch site for the South Santee River nightlight survey) in 

1994 were female. Data from an experimental harvest (1989–1990) and live captures 

(Table 7 in Woodward, 1996) of alligators in Orange Lake, Florida, provided estimates of 

percent female for the juvenile (37%; live captures only in Woodward et al., 1992), 

subadult (47%), and small adult (47%; referred to as “Reproductive” in Woodward, 

1996) size classes. Lastly, we consulted multiple experts to parameterize the female 

percentage in the large adult (35%) and bull size classes (0%; A.J. Lawson and P.M. 

Wilkinson, unpubl. data). A summary of the auxiliary data provided in Table A2.1. 

 

Sensitivity Analysis 

We conducted a sensitivity analysis to evaluate the effect of the extrinsic variables 

on our model output. For computing efficiency, we used a simplified version of the IPM 

(hereafter simplified model) for all sensitivity analyses. The simplified model only 
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included count data from the combined Great Pee Dee and Waccamaw River survey 

route (GPD); therefore, the sensitivity analysis did not include any site effects. 

Additionally, we did not incorporate the harvest data into the abundance state process 

(i.e., no harvest adjustment in Eq. 3.8–9). Lastly, the three count-detection parameters 

(p.d, p.a, p.c) were constrained to be equal across size classes, and we did not include any 

covariate effects or their selection terms. 

To assess the sensitivity of our results to the extrinsic variable means, we conducted 

a perturbation analysis in which we compared outputs from a model with the variables 

fixed to their mean values (i.e., baseline; Table A2.1) to a set of models in which each of 

the productivity variables (with the exception of CL) and the female proportions were 

perturbed ±1% in isolation (i.e., only one of the seven variables was increased or 

decreased in each of the model runs). We used non-informative wide priors for all 

parameters and ran three chains with a 3,000-iteration adaptive phase, followed by 

80,000 iterations with the first 10,000 discarded as burn-in, and a thinning rate of 30. All 

analyses were completed using the jagsUI (Kellner, 2015) package in program R (Team, 

2017).  

To evaluate the IPM’s sensitivity to the perturbations, we calculated the percent 

change between the baseline and perturbation outputs for each parameter, and converted 

to absolute value. For simplicity, here we focus on the sensitivity of structural parameters 

(apparent survival, mark-recapture detection probabilities, recovery probability, and 

count-based detection probabilities) to the perturbation analysis (Table A2.2). In general, 

φj, p.m.5, p.a, and p.c were less sensitive to perturbation compared to r, p.d, and p.mj 
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(with the exception of large adults), based on examining the most sensitive parameter for 

each perturbation (Table A2.2). Across perturbation scenarios, p.d was the most sensitive 

parameter on average, followed by p.m.3, and r. Reducing FP3 prompted the greatest 

percent change across parameters, followed by increasing FP4, and reducing FP2. The 

largest overall percent change we observed was 5.5% in p.d in the low FP3 scenario. 

It is difficult to place the results of our sensitivity analysis in the context of other 

IPM studies. Based on sample sizes (Table A2.1), some of our auxiliary variables had 

more uncertainty associated with them than others. Therefore, it is promising that there 

did not appear to be a relationship between parameter sensitivity, as quantified by 

scenario mean (Table A2.2), and auxiliary variable parametric uncertainty. For example, 

FP5 was based on expert-opinion and therefore has the most parametric uncertainty, yet 

the mean percent change across parameters for both FP5 perturbation scenarios (±1%) 

was relatively moderate: 0.007 (range: 0.003–0.013). Similarly, FP4 also has relatively 

more parametric uncertainty based on sample size, though the high (increase) scenario 

induced a much greater percent change (0.012) compared to the low (decrease) scenario 

(0.006). 

Given the relatively large percent changes that occurred in some of our parameters 

under different perturbation scenarios, we elected to incorporate further parametric 

uncertainty into the main analysis by sampling each auxiliary variable (except clutch 

size) from a beta distribution. Except in one case, we used a methods of moment 

approach to derive parameters of the beta distributions based on sample means and 

variances reported in the associated studies. For the large adult female proportion (FP5), 
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we based the mean estimate on expert opinion (A.J. Lawson personal observation). Using 

the mean estimate (𝑆𝑅5̂) and a coefficient of variation of m = 20%, we computed a 

standard error: 

𝜎𝑆𝑅5
= √𝑆𝑅5̂ − (1 − 𝑆𝑅5̂ ) ∗ 𝑚/100     

and the corresponding beta parameters by method of moments. 
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Table A2.1. Summary of extrinsic variables for an American alligator (Alligator 

mississippiensis) integrated population model. Each variable’s mean values ± standard 

deviation are given in the far right column, and the numbers in parentheses below are a 

1% decrease (“low”) and increase (“high”) of the mean value, as used in a sensitivity 

analysis. 

     

Variable 

Name 
Description Source 

Sample 

Size 
Mean (±SD) 

FP1 
Proportion of females in the 

Hatchling (j=1) size class 

Rhodes and Lang 

1996 
778 

0.72 ± 0.02 

(0.713, 0.727) 

FP2 
Proportion of females in the 

Juvenile (j=2) size class 

Woodward 1996, 

Appendix A, Table 7 
928 

0.37 ± 0.02 

(0.366, 0.374) 

FP3 
Proportion of females in the 

Subadult (j=3) size class 

Woodward 1996, 

Appendix A, Table 7 
463 

0.47 ± 0.02 

(0.465, 0.475) 

FP4 
Proportion of females in the 

Small Adult (j=4) size class 

Woodward 1996, 

Appendix A, Table 7 
53 

0.47 ± 0.07 

(0.465, 0.475) 

FP5 
Proportion of females in the 

Large Adult (j=5) size class 

A.J. Lawson pers. 

obsv. 
– 

0.35 ± 0.10a 

(0.346, 0.354) 

BP 

Proportion of females in the 

small adult and large that 

breed each year 

Wilkinson 1983 69 

0.275 ± 0.05 

(0.272, 0.278) 

NS 
Proportion of nests in which 

one egg successfully hatched 
Wilkinson 1983 117 

0.7 ± 0.04 

(0.693, 0.707) 

CL 

Clutch size; the average 

number of eggs per nest at 

YWC based on long-term 

nest monitoring (1979–2017) 

P.M. Wilkinson pers 

comm., Wilkinson 

1983 

400 45b 

          

 

aStandard deviation estimated using an estimated 0.20 coefficient of variation based on 

the mean estimate 

bClutch size was modeled as a fixed variable in the integrated population model.
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Table A2.2. Output from a sensitivity analysis of an integrated population model (IPM) for American alligators (Alligator 

mississippiensis) in coastal South Carolina. Each column represents a perturbation scenario in which a single extrinsic 

variable— size class-specific female proportion (FPj), breeding probability (BP), or nest success (NS)— was decreased by 1% 

(“low”) or increased by 1% (“high”) relative to the baseline value (Table A2.1). The parameter column contains structural 

parameters from the IPM: size class-specific survival (φj), mark-recapture probability (p.mj), recovery probability (r), detection 

probability (p.d), aggregation probability (p.a), and classification probability (p.c). The numerical values are the absolute value 

of the percent change in each parameter relative to its baseline value, for each perturbation scenario. The bolded values in each 

column indicate the parameter that was most sensitive to each perturbation (i.e., had the largest percent change). Overall and 

scenario-specific means represent the mean percent changes (in absolute value units) across columns and rows, respectively. 

 FP1 FP2 FP3 FP4 FP5 BP NS 
Overall  

Mean Param. Low High Low High Low High Low High Low High Low High Low High 

φ1 0.001 0.016 0.003 0.015 0.018 0.002 0.016 0.038 0.012 0.015 0.001 0.007 0.010 0.010 0.012 

φ2 0.000 0.001 0.001 0.002 0.001 0.003 0.004 0.010 0.002 0.007 0.002 0.002 0.005 0.005 0.003 

φ3 0.002 0.002 0.001 0.000 0.002 0.001 0.001 0.001 0.000 0.002 0.001 0.000 0.002 0.000 0.001 

φ4 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.002 0.000 0.001 0.002 0.000 0.000 0.002 0.001 

φ5 0.000 0.002 0.001 0.000 0.001 0.001 0.001 0.002 0.001 0.001 0.000 0.001 0.000 0.001 0.001 

φ6 0.001 0.006 0.011 0.003 0.015 0.002 0.002 0.006 0.009 0.006 0.000 0.002 0.010 0.002 0.006 

p.m3 0.011 0.003 0.021 0.026 0.002 0.028 0.027 0.018 0.022 0.013 0.026 0.031 0.020 0.004 0.018 

p.m4 0.007 0.000 0.002 0.002 0.002 0.003 0.000 0.007 0.003 0.002 0.003 0.001 0.005 0.003 0.003 

p.m5 0.001 0.006 0.002 0.002 0.002 0.004 0.002 0.009 0.002 0.006 0.005 0.002 0.003 0.008 0.004 

p.m6 0.004 0.018 0.027 0.009 0.036 0.007 0.006 0.016 0.022 0.015 0.000 0.008 0.025 0.007 0.014 

r 0.002 0.028 0.014 0.002 0.054 0.019 0.009 0.042 0.004 0.017 0.003 0.002 0.008 0.014 0.016 
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p.d 0.003 0.038 0.029 0.008 0.055 0.028 0.017 0.013 0.013 0.009 0.035 0.011 0.002 0.019 0.020 

p.a 0.000 0.001 0.000 0.001 0.000 0.001 0.001 0.000 0.000 0.001 0.001 0.000 0.000 0.001 0.001 

p.c 0.000 0.000 0.000 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 

Scen. 

Mean 
0.003 0.009 0.008 0.005 0.013 0.007 0.006 0.012 0.007 0.007 0.006 0.005 0.006 0.005 
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APPENDIX A3 

Model Output Comparison 

Table A3.1. American alligator (Alligator mississippiensis) model parameter estimates 

from three integrated population models (IPM): Global 1993 (G93), Reduced 1993 

(R93), and Reduced 1979 (R79). The multistate mark-recapture section includes survival 

(φ) probabilities, mark-recapture detection probabilities (p.m) parameters (size class-

specific βs), and recovery probability (r). The state-space count model section includes 

intercept (βx) and size class linear trend terms (βx.T) for detection probabilities p.a, p.a, 

and p.c, respectively. The last section includes coefficients (β) and indicator variables (ω 

;Hooten and Hobbs, 2015) for each covariate. Capture effort (CE) was included in the 

p.m model, whereas water level (WL) and water temperature (WT) were included with 

p.d. Covariate indicator variable terms were fixed to one for the R93 and R79 models, as 

indicated by the asterisk. 

    Global 1993   Reduced 1993   Reduced 1979   

  
Parameter 

Mean ± SD 

(95% CRI) 
𝑅̂a   

Mean ± SD 

(95% CRI) 
𝑅̂   

Mean ± SD 

(95% CRI) 
𝑅̂ 

  

Multistate mark-recapture parameters 

 
φ1

b 
0.16 ± 0.04 

1.03 
 0.16 ± 0.04 

1.01 
 0.15 ± 0.04 

1.01 
 

 (0.1, 0.25)  (0.08, 0.25)  (0.08, 0.24)  

 
φ2 

0.61 ± 0.11 
1.00 

 0.64 ± 0.12 
1.03 

 0.67 ± 0.1 
1.00 

 

 (0.38, 0.82)  (0.4, 0.85)  (0.47, 0.85)  

 
φ3 

0.89 ± 0.06 
1.00 

 0.88 ± 0.06 
1.00 

 0.86 ± 0.05 
1.00 

 

 (0.77, 0.98)  (0.76, 0.98)  (0.75, 0.94)  

 
φ4 

0.96 ± 0.02 
1.00 

 0.96 ± 0.02 
1.01 

 0.94 ± 0.02 
1.00 

 

 (0.92, 0.99)  (0.92, 0.99)  (0.91, 0.97)  

 
φ5 

0.93 ± 0.02 
1.00 

 0.93 ± 0.02 
1.02 

 0.95 ± 0.01 
1.00 

 

 (0.89, 0.96)  (0.89, 0.96)  (0.92, 0.97)  

 
φ6 

0.92 ± 0.03 
1.00 

 0.92 ± 0.02 
1.03 

 0.93 ± 0.02 
1.00 

 

 (0.86, 0.96)  (0.87, 0.97)  (0.9, 0.96)  

 β3 -3.34 ± 0.93 1.00  -3.31 ± 0.93 1.00  -2.36 ± 0.6 1.00  
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 (-5.32, -1.66)  (-5.25, -1.63)  (-3.6, -1.25)  

 
β4 

-2.6 ± 0.21 
1.00 

 -2.6 ± 0.21 
1.00 

 -2.06 ± 0.18 
1.00 

 

 (-3.02, -2.2)  (-3.02, -2.19)  (-2.42, -1.72)  

 
β5 

-2.18 ± 0.17 
1.00 

 -2.18 ± 0.17 
1.00 

 -1.99 ± 0.14 
1.00 

 

 (-2.51, -1.86)  (-2.51, -1.86)  (-2.27, -1.73)  

 
β6 

-2.47 ± 0.29 
1.00 

 -2.5 ± 0.29 
1.02 

 -2.39 ± 0.24 
1.00 

 

 (-3.04, -1.91)  (-3.07, -1.93)  (-2.86, -1.93)  

 
r 

0.14 ± 0.04 
1.00 

 0.14 ± 0.04 
1.00 

 0.15 ± 0.03 
1.00 

 

 (0.08, 0.23)  (0.08, 0.23)  (0.09, 0.22)  

State-space count model 

 
βd 

-2.33 ± 0.3 
1.00 

 -3.08 ± 1.29 
3.17 

 -2.32 ± 0.29 
1.02 

 

 (-2.89, -1.69)  (-5.59, -1.7)  (-2.89, -1.72)  

 
βd.T 

-0.3 ± 0.08 
1.02 

 -0.05 ± 0.39 
3.31 

 -0.29 ± 0.1 
1.05 

 

 (-0.47, -0.15)  (-0.47, 0.67)  (-0.5, -0.09)  

 
βa 

-3.54 ± 0.39 
1.00 

 -1.53 ± 3.29 
3.28 

 -2.89 ± 0.41 
1.01 

 

 (-4.31, -2.79)  (-4.28, 4.94)  (-3.65, -2.05)  

 
βa.T 

1.38 ± 0.23 
1.01 

 0.73 ± 1.06 
3.25 

 1.07 ± 0.23 
1.00 

 

 (0.97, 1.84)  (-1.2, 1.83)  (0.61, 1.52)  

 
βc 

0.47 ± 0.39 
1.00 

 0.46 ± 0.4 
1.00 

 -0.26 ± 0.36 
1.00 

 

 (-0.28, 1.25)  (-0.31, 1.26)  (-0.95, 0.45)  

 
βc.T 

0.35 ± 0.11 
1.00 

 0.35 ± 0.12 
1.00 

 0.64 ± 0.13 
1.00 

 

 (0.12, 0.58)  (0.12, 0.59)  (0.4, 0.9)  

Covariates 

 
βCE 

0.36 ± 0.09 
1.00 

 0.37 ± 0.09 
1.00 

 0.59 ± 0.08 
1.00 

 

 (0.18, 0.54)  (0.19, 0.54)  (0.43, 0.75)  

 
βWL 

-0.15 ± 0.09 
1.00 

 -0.2 ± 0.07 
1.29 

 -0.18 ± 0.06 
1.00 

 

 (-0.29, 0.03)  (-0.34, -0.08)  (-0.3, -0.06)  

 
βWT 

0.41 ± 0.04 
1.00 

 0.41 ± 0.05 
1.00 

 0.41 ± 0.04 
1.00 

 

 (0.32, 0.5)  (0.32, 0.5)  (0.32, 0.49)  
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ωCE 

1.0 ± 0.06 
1.02 

 
* 

 
* 

 

 (1.0, 1.0)    

 
ωWL 

0.81 ± 0.39 
1.00 

 
* 

 
* 

 

 (0.0, 1.0)    

 
ωWT 

1.0 ± 0.0 
NAc 

 
* 

 
* 

 

 (1.0, 1.0)    

aGelman-Rubin diagnostic statistic (Gelman et al., 2004) in which 𝑅̂ < 1.15 indicates 

convergence. 
bNumerical subscripts indicate size class (Table 2.1) 
cThe extremely high probability of inclusion precluded estimation of an 𝑅̂ value. 
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Table A3.2. Covariate selection output from the American alligator (Alligator 

mississippiensis) Global 1993 integrated population model. Each row (model) reflects a 

unique combination of three covariates (capture effort, water level, and water 

temperatures), in which 1 indicates covariate inclusion and 0 reflects exclusion. The 

model weight reflects the proportion of iterations in which the model’s particular 

covariate combination was included in the IPM. 

Model Weight 
Capture 

Effort 

Water 

Level 

Water 

Temp. 

m1 0.00 0 0 0 

m2 0.00 1 0 0 

m3 0.00 0 1 0 

m4 0.00 1 1 0 

m5 0.00 0 0 1 

m6 0.19 1 0 1 

m7 0.00 0 1 1 

m8 0.81 1 1 1 
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APPENDIX A4 

Population Growth Analysis 

Table A4.1. Population growth rates of American alligators (Alligator mississippiensis) in 

coastal South Carolina derived from Lefkovitch matrices (λL), and changes in abundance 

estimates (λN). For each of the three models, we used the individual samples (n=4,000 per 

chain) within the MCMC chains (n=3) of the size class-specific apparent survival (φj) 

posterior distributions to generate a distribution of λL values based on the intrinsic 

population growth rate of the Lefkovitch projection matrix. Similarly, we used the 

MCMC chain samples for the total abundance estimates for the first and final years of the 

study (Eq. 2.11) to derive an overall measure of population growth (λN) on the Great Pee 

Dee and Waccamaw River (GPD) and South Santee River (SAN) survey sites (Fig. 2.1). 

The values in parentheses below the means ± SD represent the 95% CRI range, in 

addition to the total number and proportion of samples that produced an increasing 

population growth rate (λ>1). 

  

Site Model Mean ± SD 

No. 

Samples 

λ > 1.0 

Proportion  

λL – 

G93 
0.93 ± 0.01 

0 0.00 
(0.91, 0.96) 

R93 
0.93 ± 0.01 

1 0.00 
(0.92, 0.97) 

R79 
0.93 ± 0.01 

0 0.00 
(0.92, 0.96) 

      

λN 

GPD 

G93 
0.71 ± 0.10 

98 0.01 
(0.64, 0.93) 

R93 
0.67 ± 0.09 

10 0.00 
(0.61, 0.86) 

R79 
0.68 ± 0.08 

10 0.00 
(0.63, 0.86) 

     

SAN 

G93 
0.94 ± 0.13 

3559 0.30 
(0.85, 1.23) 

R93 
0.93 ± 0.10 

2633 0.22 
(0.80, 1.15) 

R79 
0.89 ± 0.12 

2164 0.18 (0.85, 1.15) 



   

199 

 

Figure A4.1. Histogram of intrinsic population growth rates (λL) for American alligators 

(Alligator mississippiensis) in coastal South Carolina derived from the posterior 

distributions of size class-specific apparent survival rates applied to a six-stage (size 

class) Lefkovitch projection matrix. Each gray panel reflects one of three integrated 

population models, with the solid vertical line indicating the mean of the λL distribution 

whereas the dashed line denotes asymptotic population growth (λL=1) for reference. The 

red values indicate a declining growth rate (λL<1.0), whereas blue bars (R93 model only) 

indicate a population increase. 
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Figure A4.2. Histogram of intrinsic population growth rates (λN) for American alligators 

(Alligator mississippiensis) in coastal South Carolina derived from the posterior 

distributions of total abundance estimates from the initial and final years of the study. 

The top row shows λN for the Great Pee Dee and Waccamaw River (GPD) survey site 

and the South Santee River (SAN) is shown at bottom, whereas each of the columns 

indicates a different integrated population model, of increasing parametric certainty. The 

solid vertical line indicating the mean of the λN distribution whereas the dashed line 

denotes asymptotic population growth (λN=1) for reference. The red bars indicate a 

declining growth rate (λN<1.0), whereas blue bars (R93 model only) indicate a population 

increase. 
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APPENDIX B1. 

Lefkovitch Matrix Elasticity Analysis 

Table B1.1. Elasticity values from Lefkovitch matrices containing American alligator (Alligator mississippiensis) stage-

specific (j; Table 3.2) growth (Gj), retention (Pj), and fecundity (Fj) parameters. Matrix L′ contained apparent survival 

probabilities estimated in Chapter 2, whereas L increased the stage-specific survival probabilities within the Gj and Pj 

equations (Eqs. 3.1, 3.2) for stages 3–5 by 4% (Table 3.2) in order to maintain stable population growth under the maximum 

harvest rate (Table 3.1) in a perfect information scenario. Lefkovitch matrix elements not listed here (e.g., P6) had elasticity 

values of 0. 

           

 Retention Growth Fecundity 

  P2 P3 P4 P5 G1 G2 G3 G4 F4 F5 

L' 0.070 0.153 0.317 0.169 0.066 0.066 0.066 0.028 0.038 0.028 

L 0.063 0.151 0.323 0.183 0.063 0.063 0.063 0.028 0.035 0.028 
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Table B1.2. Stage class life table summary for American alligators (Alligator mississippiensis) in South Carolina, USA. We 

constructed a six-stage Lefkovitch population projection matrix, using parameters from the primary literature, and performed 

additional calculations when necessary. All values contained in the table were used in the simulation with the exception of 

survival probabilities in parentheses, which that were increased by 4% to the bolded terms, to attain a positive population 

growth rate for simulation. The stable stage distributions (right eigenvector) for both projection matrices (L and L′) are shown; 

and Harvest proportion refers to the stage class distribution of harvested alligators. Sources are from South Carolina unless 

otherwise stated, and are reported in the footnotes. 

          

Stage 

class 

(j) 

Name 
Total length 

range (cm) 

Female 

proportion 

FPj± SDa 

Survival 

prob. 

φj ± SDb 

Transition 

prob. 

ψj,j+1 ± SDc 

Fecundity 

Stable 

stage 

dist. (L′) 

Stable 

stage 

dist. (L) 

Harvest 

proportion  

1 Hatchlings ≤30 0.72 ± 0.02 0.16 ± 0.04 1.00  0.53 0.54 0.00 

2 Juveniles 31–121 0.37 ± 0.02 0.61 ± 0.11 0.17 ± 0.01  0.18 0.18 0.00 

3 Subadults 122–182 0.47 ± 0.02 
0.96 

(0.89 ± 0.06) 
0.22 ± 0.04 

 
0.06 0.06 0.04 

4 Small Adults 183–243 0.47 ± 0.07 
0.99 

(0.96 ± 0.02) 
0.15 ± 0.05 4.07 0.07 0.08 0.30 

5 Large Adults 244–304 0.35 ± 0.10 
0.96 

(0.93 ± 0.02) 
0.08 ± 0.05 3.03 0.07 0.08 0.40 

6 Bulls ≥305 0.00 0.92 ± 0.03 0.00  0.08 0.06 0.26 

Productivity Termsd: NS = 0.70 BP = 0.275 CL = 45  
  

  
 

       0.53   
aHatchlings: Rhodes and Lang 1996; Juveniles–Large Adults: Woodward 1996 (Florida) 
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bChapter 2 

cCalculated weighted mean of sex-specific growth probabilities in Chapter 1 for each transition using the female proportion. 

Sex-specific growth probability estimates originally derived from Wilkinson et al. (2016) 

dCalculated from public alligator harvest records for Georgetown County, South Carolina 2008–2017 (SCDNR 2017) 

fNest success (NS), breeding probability (BP), and clutch size (CL) from Wilkinson (1983), multiplied by FPj (Woodward 

1996) for stage-specific fecundity 
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APPENDIX C1. 

Mercury Supplementary Material 

Table C1.1. Summary of Direct Mercury Analyzer (DMA) runs to analyze total mercury (THg) adult American alligator 

(Alligator mississippiensis) whole blood collected at the Tom Yawkey Wildlife Center, South Carolina (2010–2017). Date 

indicates the calendar date that the DMA machine run was initiated, whereas Sample PHase refers to whether the alligator 

whole blood was in liquid (L) or solid (S; lyophilized) form. We used three types of blanks for quality assurance purposes— 

Instrumental refers to empty slots within the DMA machine (i.e., no weigh boat added); Procedural blanks were empty nickel 

weigh boats; whereas Field blanks were filled with thawed Milli-Q Water that was stored in a lithium-heparinized vacutainer 

since the 2011 field season. We used at least two types of Reference Materials within each run, depending on the Sample 

Form. For liquid runs (1–7) we used the National Institute of Standards and Technology (NIST) Standard Reference Material 

(SRM) 955c levels 3 and 4, Toxic Metals in Caprine Blood, with reference values for total mercury at 17.8 ± 1.6 ng g-1 and 

33.9 ± 2.1 ng g-1, respectively. For our solid-only DMA runs (8–11), we used a freeze-dried NIST SRM 955C level 4 vial, as 

well as Certified Reference Materials (CRM) for trace metals, PACS-2 marine sediment (3.04 ± mg kg-1  THg) and TORT-3 

lobster hepatopancreas (0.292 ± 0.022 mg kg-1 THg) from the Natural Resource Council of Canada (NRC-CNRC; Ontario, 

Canada). Unique Blood Samples refers to the number of unique capture events within a particular run, whereas Blood Reps. is 

the number of unique samples that that had a duplicate within the run, whereas Total is the sum of all Blanks, Reference 

Materials, Unique Blood Samples, and Blood Replicates. Detection Limit is the lowest amount of THg that can be 

distinguished from the absence of THg in a sample. 

  
Sample 

Phase 

Blank Samples Reference Materials Unique 

Blood 

Samples 

Blood 

Reps. 
Total 

Detect. 

Limit 

(μg kg-1)b Run Date 
Instru-

mental 

Proced-

ural 
Field 

955c  

Lvl. 3 

955c 

Lvl. 4a 

PACS- 

2 

TORT- 

3 

1 2/20/2018 L 4 6 2 2    20 3 37 0.0342 

2 2/21/2018 L 5 5 0 2    17 5 34 0.0893 

3 2/21/2018 L 4 5 0 2    22 4 37 0.0893 

4 2/22/2018 L 4 5 0 2    19 3 33 0.0893 
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5 2/23/2018 L 5 5 0  2   18 4 34 0.4080 

6 4/2/2018 L 4 4 0  2   9 1 20 0.3990 

7 4/3/2018 L 4 4 0  1   11 2 22 0.6190 

8 4/4/2018 S 10 5 0  2 1 2 15 2 35 0.3420 

9 4/4/2018 S 8 5 0  2 1 2 20 2 40 0.3420 

10 4/5/2018 S 8 5 0  2 1 2 20 2 40 0.0689 

11 4/5/2018 S 8 5 0  2 1 2 19 3 40 0.0689 

                            

aThe 955c Level 4 reference material was run as a liquid for runs 5–7 and as a solid for 8–11 

bThe mean detection limit across all runs is 0.302 μg kg-1 
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Table C1.2. List all of the un-clotted American alligator blood samples run in both their 

liquid and solid (lyophilized) forms (hereafter method duplicates) from the Tom Yawkey 

Wildlife Center, South Carolina. Year and Ordinal Date (day of year) indicate the whole 

blood sample’s collection date. Liquid and Solid indicate the total mercury (THg) 

concentration in the sample in milligrams per kilogram (mg kg-1), whereas Difference is 

the Liquid minus the Solid concentration. A single outlier (indicated by the *) was 

excluded from the mean Difference calculation for solid sample adjustment (0.006 ± 

0.009 SD mg kg-1). The solid THg measurement for this sample was also excluded from 

all further analyses because the liquid form was run in duplicate and produced consistent 

THg measurements. 

Alligator 

ID 
Sex Year 

Ordinal 

Date 

Liquid 

(mg kg-1) 

Solid 

(mg kg-1) 
Difference 

366 Female 2011 172 0.2315 0.2216 0.0099  

45 Female 2011 179 0.0551 0.0431 0.0120  

422 Female 2011 189 0.1440 0.1408 0.0031  

25 Female 2012 174 0.1573 0.1341 0.0232  

438 Female 2012 180 0.1067 0.0972 0.0094  

519 Female 2013 173 0.1253 0.1172 0.0081  

367 Female 2013 178 0.0806 0.0765 0.0041  

521 Female 2013 179 0.1154 0.1154 -0.0001  

364 Female 2013 181 0.3313 0.2870 *0.0443  

518 Male 2013 163 0.1594 0.1560 0.0034  

15 Male 2013 187 0.0486 0.0442 0.0044  

8 Female 2014 172 0.1660 0.1620 0.0040  

365 Female 2014 176 0.2340 0.2252 0.0088  

232 Female 2014 177 0.1624 0.1637 -0.0013  

534 Female 2014 178 0.1403 0.1369 0.0033  

404 Male 2014 93 0.1445 0.1211 0.0234  

531 Male 2014 181 0.3397 0.3604 -0.0207  

462 Female 2016 176 0.1888 0.1812 0.0075  

54 Female 2016 180 0.1293 0.1260 0.0033  

435 Female 2016 181 0.1446 0.1240 0.0206  

194 Female 2016 183 0.0895 0.0853 0.0042  

880 Male 2017 175 0.1047 0.1017 0.0031  

879 Male 2017 175 0.0733 0.0697 0.0036  
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Table C1.3. Summary of reference material total mercury (THg) values analyzed alongside American alligator (Alligator 

mississippiensis) whole blood samples from South Carolina (2010–2017). All analyses were conducted using a (DMA-80, 

Milestone, Inc., Shelton, CT, USA; hereafter DMA) at the Savannah River Ecology Laboratory, University of Georgia (Aiken, 

SC, USA). Run refers to the specific sample batch or session on the DMA— see Table C1.1 for additional details of each 

run— whereas Boat Position refers to the sequence which (maximum=40) the sample was analyzed within a run. Alligator 

whole blood samples were phase-matched (liquid vs. solid) to reference samples in each run. For the liquid runs (1–7) we used 

the National Institute of Standards and Technology (NIST) Standard Reference Material (SRM) 955c levels 3 and 4, Toxic 

Metals in Caprine (goat) Blood, with reference values for total mercury at 0.017.8 ± 0.0016 mg kg-1 and 0.0339 ± 0.0021 mg 

kg-1, respectively. For the solid runs (8–11) we used solid (phase-matched) Certified Reference Materials (CRM) for trace 

metals, PACS-2 marine sediment (3.04 ± 0.20 mg kg-1 THg), TORT-3 lobster hepatopancreas (0.292 ± 0.022 mg kg-1 THg) 

from the Natural Resource Council of Canada (NRC-CNRC; Ontario, Canada), as well as a freeze-dried vial of NIST SRM 

955c level 4. Both the solid (freeze-dried) NIST SRM 955c level 4 and alligator whole blood samples in runs 8–11 were 

freeze-dried to a constant mass (± 0.1 mg) using a FreeZone lyophilizer (Labconco, Kansas City, MO, USA). 

The Sample THg (mg kg-1) column reflects the THg density estimate in phase-matched units (i.e., if the certified THg 

value is reported in dw then the Sample THg column directly to the right is also in dw). As such, this table shows the converted 

ww THg measurements (Section 2.4.1) for freeze-dried 955c L4 samples (runs 8–11) with the methodological adjustment 

applied (Section 2.4.2). Lastly, the Percent Recovery column is the Certified THg divided by the Sample THg, then multiplied 

by 100 to convert to a percentage form. Percent recovery values over 100% indicate that the THg content measured by the 

DMA exceeded the certified value. 

At the bottom, we provide mean Sample THg (± SD) and Percent Recovery broken down by each standard. The 955c L4 

certified values are reported in ww, whereas the solid run samples for this standard were measured in dw and then converted to 

ww. We acknowledge that the phase-mismatch during DMA analysis introduces some uncertainty regarding the reliability of 

percent recovery estimates as an indicator of quality control. Therefore, we reported both the overall (i.e., all runs) and liquid-

run only (runs 5–7) mean Sample THg and Percent Recovery values for the 955c L4 standard. 
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Run 
Boat 

Position 

Standard 

Name 
Matrix Type 

Certified THg 

(mg kg-1) 

Sample 

THg 

(mg kg-1)a 

Percent 

Recovery 

1 4 955c L3 Caprine Blood 

0.0178 ± 0.0016 ww 

0.0193 108.4% 

1 21 955c L3 Caprine Blood 0.0207 116.2% 

2 4 955c L3 Caprine Blood 0.0194 109.0% 

2 20 955c L3 Caprine Blood 0.0203 114.2% 

3 4 955c L3 Caprine Blood 0.0214 120.4% 

3 19 955c L3 Caprine Blood 0.0214 120.4% 

4 4 955c L3 Caprine Blood 0.0210 118.1% 

4 19 955c L3 Caprine Blood 0.0243 136.7% 

5 4 955c L4 Caprine Blood 

0.0339 ± 0.0021 ww 

0.0378 111.4% 

5 20 955c L4 Caprine Blood 0.0393 116.0% 

6 5 955c L4 Caprine Blood 0.0369 108.8% 

6 16 955c L4 Caprine Blood 0.0394 116.3% 

7 5 955c L4 Caprine Blood 0.0351 121.3% 

8 23 955c L4 Caprine Blood 0.0374 110.3% 

8 33 955c L4 Caprine Blood 0.0396 116.9% 

9 22 955c L4 Caprine Blood 0.0390 114.9% 

9 38 955c L4 Caprine Blood 0.0393 116.1% 

10 22 955c L4 Caprine Blood 0.0423 124.8% 

10 38 955c L4 Caprine Blood 0.0417 123.0% 

11 22 955c L4 Caprine Blood 0.0440 129.8% 

11 38 955c L4 Caprine Blood 0.0448 132.1% 

8 19 PACS-2 Marine Sediment 

3.0400 ± 0.2000 dw 

2.6025 85.6% 

9 18 PACS-2 Marine Sediment 2.6170 86.1% 

10 18 PACS-2 Marine Sediment 3.0068 98.9% 

11 18 PACS-2 Marine Sediment 2.7460 90.3% 
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8 17 TORT-3 Lobster Hepatopancreas 

0.2920 ± 0.0220 dw 

0.3022 103.5% 

8 31 TORT-3 Lobster Hepatopancreas 0.2983 102.2% 

9 16 TORT-3 Lobster Hepatopancreas 0.3017 103.3% 

9 36 TORT-3 Lobster Hepatopancreas 0.2888 98.9% 

10 16 TORT-3 Lobster Hepatopancreas 0.3012 103.2% 

10 36 TORT-3 Lobster Hepatopancreas 0.2937 100.6% 

11 16 TORT-3 Lobster Hepatopancreas 0.2902 99.4% 

11 36 TORT-3 Lobster Hepatopancreas 0.2889 98.9% 

              

   Overall 955c L3 0.0210 ± 0.0016 117.8% ± 8.9% 

   Overall 955c L4 0.0397 ± 0.0028 117.2% ± 8.2% 

   Liquid-only 955c L4 0.0384 ± 0.0012 111.2% ± 5.3% 

   Overall PACS-2 2.7431 ± 0.1873 90.2%  ± 6.2% 

   Overall TORT-3 0.2956 ± 0.0059 100.9% ± 2.0% 
               

aTHg values in this column correspond to the units used in the Certified THg directly to the left. This applies to the 955c L4 

Caprine Samples used in DMA Runs 8–11, which were freeze-dried and analyzed as solids, resulting in dw units, which were 

then converted to ww with the solid-sample adjustment (+0.006 mg kg-1). 
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Table C1.4. Reference material total mercury (THg) percent capture values, summarized 

by sample batch (Run), analyzed alongside American alligator (Alligator 

mississippiensis) whole blood samples from South Carolina (2010–2017). All analyses 

were conducted using a (DMA-80, Milestone, Inc., Shelton, CT, USA; hereafter DMA) at 

the Savannah River Ecology Laboratory, University of Georgia (Aiken, SC, USA). Run 

refers to a specific sample batch (session) on the DMA— see Table C1.1 for additional 

details of each run. The number of standard samples is the number of individual reference 

material samples (not the number of reference material types) within a run. The mean 

percent recovery column is the average percentage of THg measured by the DMA, 

relative to the certified reference material value. 

Run 

No. 

Standard 

Samples 

Mean Percent 

Recovery 

(± SD) 

1 2 112.3% ± 5.4% 

2 2 111.6% ± 3.6% 

3 2 120.4% ± 0.0% 

4 2 127.4% ± 13.1% 

5 2 113.6% ± 3.2% 

6 2 112.5% ± 5.2% 

7 1 103.6% ± NA 

8 5 103.7% ± 11.7% 

9 5 103.8% ± 12.3% 

10 5 110.1% ± 12.7% 

11 5 98.9% ± 19.4% 
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Table C1.5. Linear regression models representing hypotheses about total mercury (THg) 

bioaccumulation patterns in whole blood of American alligators (Alligator 

mississippiensis) captured on the Tom Yawkey Wildlife Center in coastal South Carolina 

from 2010–2017. 

Modela 
Number of 

parameters 
Dev.b ΔAICc wi 

Sex * PA + Sex * PA2 7 4.46 0.00 0.46 

PA + PA2 4 4.65 0.47 0.37 

Sex * SVL + Sex * SVL2 7 4.56 3.67 0.07 

~Indiv. 3 * 4.19 0.06 

BMI 3 4.96 9.03 0.01 

OD 3 4.96 9.14 0.00 

SVL + SVL2 4 4.90 9.15 0.00 

Intercept 2 5.03 9.26 0.00 

SVL 3 4.96 9.27 0.00 

~Indiv. + PA + PA2 5 * 9.33 0.00 

BMI + BMI2 4 4.94 10.50 0.00 

PA 3 5.02 11.01 0.00 

OD + OD2 4 4.96 11.11 0.00 

Sex * SVL 5 4.89 11.13 0.00 

Sex + OD 4 4.96 11.22 0.00 

Sex 3 5.03 11.33 0.00 

PA* OD 5 4.95 12.91 0.00 

Sex + PA 4 5.02 13.11 0.00 

Sex * OD 5 4.96 13.30 0.00 

Sex * PA 5 5.00 14.58 0.00 

Year 9 4.76 15.36 0.00 

Year * OD 17 4.28 16.89 0.00 

Sex * OD + Sex * OD2 7 4.95 17.42 0.00 

~Year 3 * 17.72 0.00 

~Indiv. + Sex * PA + Sex * PA2 8 * 22.07 0.00 

~Indiv. + Sex * SVL + Sex * SVL2 8 * 22.16 0.00 
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aModel selection notation (following Burnham and Anderson 2002) presents models 

according to the highest-order effects contained, with all lower-order constituent effects 

included as additive effects; a superscript 2 denotes a quadratic effect, a + sign indicates 

an additive effect between two variables, a * denotes an interaction, whereas a ~ indicates 

a random effect. Year (categorical) = annual variation, PA = predicted age of the 

individual at sampling based on estimated predicted age at first capture using the 

Wilkinson et al. (2016) growth formula for our study population; SVL = snout-vent 

length in cm at capture; Indiv. = individual alligator modeled as a random intercept; BMI 

= body mass index (Nilsen et al., 2017a) at capture; OD = ordinal date or day of year. 

The continuous covariates contained no missing values and were z-standardized across 

years (mean = 0.0, SD = 1.0). 

bModels containing random effects were fit with restricted maximum likelihood (REML) 

and deviance values are not directly comparable to non-REML fit models. 
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Table C1.6. Linear regression models representing hypotheses about total mercury (THg) 

bioaccumulation patterns in the whole blood of American alligators (Alligator 

mississippiensis) captured on the Merritt Island National Wildlife Refuge in eastern 

Florida from 2007–2014. 

     

Modela 
Number of 

parameters 
Dev.b ΔAICc wi 

SVL + SVL2 4 34.06 0.00 0.85 

Sex * SVL + Sex * SVL2 7 33.54 3.52 0.15 

PA + PA2 4 36.78 14.56 0.00 

Sex * PA + Sex * PA2 7 35.82 15.93 0.00 

Sex * SVL 5 37.10 18.28 0.00 

Sex * PA 5 37.85 22.06 0.00 

BMI + BMI2 4 38.46 22.98 0.00 

PA * OD 5 38.08 23.21 0.00 

OD + OD2 4 38.80 24.67 0.00 

BMI 3 39.44 25.68 0.00 

SVL 3 39.58 26.3 0.00 

PA 3 39.69 26.87 0.00 

OD 3 39.98 28.23 0.00 

Year * OD 17 33.88 28.39 0.00 

PA + OD 4 39.67 28.83 0.00 

Sex + OD 4 39.88 29.82 0.00 

Sex * OD + Sex * OD2 7 38.75 30.78 0.00 

~Indiv. 3 * 31.05 0.00 

Intercept 2 41.04 31.11 0.00 

Sex * OD 5 39.87 31.91 0.00 

Year 9 38.22 32.59 0.00 

Sex 3 40.95 32.76 0.00 

~Year 3 * 36.43 0.00 

          

aModel selection notation (following Burnham and Anderson 2002) presents models 

according to the highest-order effects contained, with all lower-order constituent effects 

included as additive effects; (Year) denotes annual variation (categorical), a superscript 2 

denotes a quadratic effect, a + sign indicates an additive effect between two variables, a * 
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denotes an interaction, whereas a ~ indicates a random effect. PA = predicted age of the 

individual at sampling based on estimated predicted age at first capture using the 

Wilkinson et al. (2016) growth formula for our study population; SVL = snout-vent 

length in cm at capture; Indiv. = individual modeled as a random intercept; BMI = body 

mass index (Nilsen et al., 2017a) at capture; OD = ordinal date or day of year. The 

continuous covariates contained no missing values and were z-standardized across years 

(mean = 0.0, SD = 1.0). 

bModels containing random effects were fit with restricted maximum likelihood (REML) 

and deviance values are not directly comparable to non-REML fit models. 
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