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ABSTRACT 

Autonomous cars are expected to improve road safety, traffic and mobility. It is 

projected that in the next 20-30 years fully autonomous vehicles will be on the market.  

The advancement on the research and development of this technology will allow 

the disengagement of humans from the driving task, which will be responsibility of the 

vehicle intelligence. In this scenario new vehicle interior designs are proposed, enabling 

more flexible human vehicle interactions inside them. In addition, as some important 

stakeholders propose, control elements such as the steering wheel and accelerator and 

brake pedals may not be needed any longer.  

However, this user control disengagement is one of the main issues related with 

the user acceptance of this technology. Users do not seem to be comfortable with the idea 

of giving all the decision power to the vehicle. In addition, there can be location 

awareness situations where the user makes a spontaneous decision and requires some 

type of vehicle control. Such is the case of stopping at a particular point of interest or 

taking a detour in the pre-calculated autonomous route of the car. 

Vehicle manufacturers’ maintain the steering wheel as a control element, allowing 

the driver to take over the vehicle if needed or wanted. This causes a constraint in the 

previously mentioned human vehicle interaction flexibility.  

Thus, there is an unsolved dilemma between providing users enough control over 

the autonomous vehicle and route so they can make spontaneous decision, and interaction 

flexibility inside the car.  
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This dissertation proposes the use of a voice and pointing gesture human vehicle 

interaction system to solve this dilemma. Voice and pointing gestures have been 

identified as natural interaction techniques to guide and command mobile robots, 

potentially providing the needed user control over the car. On the other hand, they can be 

executed anywhere inside the vehicle, enabling interaction flexibility. 

The objective of this dissertation is to provide a strategy to support this system. 

For this, a method based on pointing rays intersections for the computation of the point of 

interest (POI) that the user is pointing to is developed. Simulation results show that this 

POI computation method outperforms the traditional ray-casting based by 76.5% in 

cluttered environments and 36.25% in combined cluttered and non-cluttered scenarios. 

The whole system is developed and demonstrated using a robotics simulator framework. 

The simulations show how voice and pointing commands performed by the user update 

the predefined autonomous path, based on the recognized command semantics. In 

addition, a dialog feedback strategy is proposed to solve conflicting situations such as 

ambiguity in the POI identification. This additional step is able to solve all the previously 

mentioned POI computation inaccuracies. In addition, it allows the user to confirm, 

correct or reject the performed commands in case the system misunderstands them.  
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I. CHAPTER ONE. INTRODUCTION 

 

 

A. Objective 

The general objective of this research is to develop a strategy for a multimodal 

human vehicle interaction system based on voice and pointing gesture commands that 

enables users of autonomous cars to make and communicate situation awareness 

spontaneous decisions to the vehicle, with the objective of commanding it towards a 

target point of interest; modifying, under feasible safe conditions, its pre-defined route.  

This strategy has the objective to solve the interaction flexibility vs. user control/ 

spontaneous decisions dilemma of autonomous cars. In this way, it is expected that this 

research will help to increase the current user acceptance levels of autonomous vehicles. 

In particular, this dissertation is focused on answering three fundamental research 

questions: 

 

Research Question 1 (RQ 1): How can the POI computation be improved for 

situated awareness interactions, especially in cluttered environments? 

 

Research Question 2 (RQ 2): How can voice and pointing gestures be combined 

to form a semantically complete command to the autonomous vehicle and give the proper 

feedback for conflicting situations such as POI identification ambiguity or not feasible 

user command? 
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Research Question 3 (RQ 3): How can this system be designed so that it can 

handle conflicting situations such as feasibility of the command or POI ambiguity? 

 

B. Motivation 

Autonomous cars is a topic of broad and current interest in the automotive 

industry. Some forms of automated vehicle technologies such as Advanced Driver 

Assistance Systems (ADAS) are already being introduced in production vehicles [1]. 

Vehicle manufacturers are announcing their plans to gradually introduce automation 

capabilities in their vehicles [2], [3]. Others, such as Tesla, are already offering autopilot 

functions in their production cars, by means of a simple over-the-air software update [4]. 

However, the most promising developments will take place between the years 2025 and 

2035, when fully autonomous cars are expected to be on the roads [2], [5]-[7]. 

Distinguished members of the Institute of Electrical and Electronics Engineers (IEEE) 

have selected autonomous vehicles as the most promising form of intelligent 

transportation, anticipating that by 2040 fully autonomous cars will represent up to 75% 

of the cars on the road [8]. These cars will improve road traffic and safety, as they will be 

designed to monitor the roadway conditions for an entire trip [9]. In addition, people that 

currently cannot drive will be able to enjoy the freedom of mobility [10]. 

A study conducted by IEEE that surveyed more than 200 experts from different 

areas of automotive engineering, showed that by 2035 most of the new autonomous cars 

will not have steering wheels or acceleration and brake pedals [11].The same direction is 
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followed by Waymo1 [12] with its autonomous vehicle prototype, which originally did 

not have any driver controls [10], [13]-[15]. By removing the steering wheel from the 

vehicle, the driver will be able to sit anywhere in it. This will change the interactions 

inside the car and could lead to redefine the vehicle interior standards. Instead of having 

restricted interaction areas as known today [16], the car as a whole can be transformed to 

an entire space that provides interaction flexibility for the user. 

However, in order to achieve the needed user acceptance levels for the adoption 

of these new autonomous vehicle concepts, some important human-vehicle interaction 

challenges should be addressed. One of the most important is related with the lack of user 

control over the car [8], [17], [18]. On the one hand, delegating all the decision power to 

the vehicle could be perceived as unfamiliar to current drivers, affecting to the 

aforementioned user acceptance of autonomous vehicles, which is currently around 42% 

[19]. On the other hand, there will always be some scenarios related to localized or 

situated awareness at runtime, where users will make on-route spontaneous decisions, 

such as taking a detour or stopping at a specific location not pre-defined in the original 

route, for which the driver will require some “command” over the vehicle. Current 

vehicle concepts do not allow to perform these functions in a relatively short period of 

time, unless the user is in front of the steering wheel; which is the approach taken by 

vehicle manufacturers [20]-[22] and affects the potential interaction flexibility in the 

vehicle. In addition, the aforementioned Waymo approach does not allow the user to have 

some “command” over the autonomous car, potentially affecting the user acceptance 

                                                 
1 The Google Self-driving car project recently became a new company called Waymo. For the purpose of this dissertation the terms 

‘Waymo approach’ and ‘Google approach’ should be considered equivalent. 
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issue related with the lack of user control. Thus, there is a gap in the development of a 

natural human vehicle interaction system that allows the user of an autonomous vehicle 

to give instructions to it regardless of where he is seated. This system should provide to 

the user enough feeling of control, while maintaining the interaction flexibility inside the 

vehicle. This would help to increase the user acceptance levels of this technology. 

This research proposes the use of a multimodal interaction system based on voice 

and pointing gesture commands that enables designated users to make and communicate 

spontaneous decisions to the autonomous car, modifying, under feasible safe conditions, 

the pre-defined autonomous route on real-time. For example, similar to giving directions 

to a taxi driver, a user will be able to tell the car «Stop there» or «Take that exit». In this 

way, the user control/spontaneity vs the interaction flexibility dilemma can be solved. 

Figure 1 shows an illustration of the proposed human vehicle interaction system. 

The strategies developed in this dissertation allow the vehicle intelligence to 

interpret the semantics of the command, identify the relevant point of interest to update 

 
Figure 1. Voice and pointing gesture system for autonomous cars. 
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its route, and execute the corresponding task. In addition, a dialog based feedback system 

is developed in order solve potential conflicting situations such as command feasibility 

analysis, POI computation uncertainty or the command misunderstanding.  

 

C. Research Contributions 

This dissertation develops a strategy to enable multimodal human vehicle 

interactions based on voice and pointing gesture commands to allow users of autonomous 

cars to make situation awareness spontaneous decisions and communicate them to the 

vehicle. In this way, under feasible safe conditions, the vehicle intelligence can execute 

the user’s desired command and update its predefined autonomous route according to it. 

In particular, taking into account the research opportunities resulting from the 

background and literature review presented in Chapters II and III, the main contributions 

of this dissertations are: 

1) Implementation of a POI computation strategy for situated awareness 

scenarios using pointing gestures. Of special interest is the POI computation 

in cluttered and dense environments, where more than one POI may intersect 

the pointing vector in a 2D Map. The results from the proposed POI 

computation method based on pointing rays intersection shows an increase of 

POI identification accuracy of 36.25% when compared with the traditional 

ray-casting method. 

2) Combination of voice and pointing gestures in semantically complete 

commands that can be used to modify the pre-defined route of the autonomous 
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car. In this way, depending on the combination of the command semantics and 

POI computation, the route of the autonomous car can be properly updated. 

This is demonstrated by implementing the simulation framework, described in 

Chapter IV. 

3) Development of a dialog feedback system that solves and make the user aware 

of potential conflicting scenarios, such as POI computation ambiguity, 

misunderstanding of the user command or negative result of the command 

feasibility analysis. This dialog feedback system allowed to solve all the POI 

identification errors of Research Question 1. In addition, it allows the user to 

be aware of the system’s understanding and state. 

4) Design and development of the system based on a level structured Finite State 

Machines (FSM) approach that allows to analyze the feasibility of the given 

command in terms of safety and traffic rules compliance, as well as to handle 

the previously mentioned challenging situations such as POI ambiguity or 

command misunderstanding. This scheme allows to successfully implement 

the system of this dissertation as well as to solve ambiguous situations such as 

the aforementioned POI computation ambiguity. In addition, this design 

approach allows the system to be scalable and modular, in a way that other 

interaction modes would be able to reuse the same system design structure 

maintaining its main modules and states. 
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The application of these contributions constitute the foundations of the human 

vehicle interaction system for autonomous cars presented in this dissertation.  

 

D. Broader Impacts 

The research presented in this dissertation provides the foundations of a natural 

and flexible multimodal interaction system for users of autonomous cars. This system 

allows them to command the vehicle when needed or wanted; thus, enabling flexible 

interactions inside the car while maintaining the feeling of control over it. By providing 

such user control, it is expected an increase of the current user acceptance levels of this 

technology. 

The outcomes of these research can also be applied to other human vehicle 

interaction scenarios. Such is the case of situated awareness scenarios where the user 

wants to gather information from the vehicle surroundings, which can be projected in the 

heads up display of the windshield or windows of a car. Using augmented reality 

technology, the user can receive information of the target POI in the surroundings of the 

vehicle, such as nearby restaurants, and get new services such as hours of operation 

information, reservations, digital coupons or others. 

In addition, this research can also be applied to the field of teleoperation of 

mobile robots, including cars. Voice and pointing gesture commands can replace the 

commonly used joystick in teleoperations, providing a more natural and flexible 

interaction technique in this field. 
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Finally, this research can be scaled to a wider research and discussion of how 

humans and autonomous vehicles can effectively communicate and collaborate, not only 

by means of voice and pointing gestures, but by using other interaction technologies and 

human behavior recognition techniques, from the inside and outside of the vehicle. In this 

way, vehicle and humans can be aware of each other state and be able to collaborate 

towards the goal of creating a safer and more comfortable intelligent driving experience. 

 

E. Research scope 

This research is limited to the implementation of the main modules of the 

proposed interaction system, which are described in Figure 7 of Chapter IV. It is assumed 

that the vehicles are SAE Level 4 or 5 capable (i.e. fully autonomous) and equipped with 

the needed sensors and other modules needed for the vehicle automation, such as path 

planning, behavioral planning, localization, situation awareness, or others. In addition, it 

is assumed that the vehicle is equipped with the needed hardware for enabling voice and 

gesture recognition, as well as heads up display technology (HUD) in the windshield of 

the car, so that the intersection of the pointing vector and the windshield could be 

highlighted (similar to the mouse pointers of a standard computer). An illustration of this 

can be seen in Figure 1 of this chapter. 

 

F. Dissertation organization 

The rest of this dissertation is organized as follows. Chapter II describes a high 

level autonomous vehicle background. This description leads to the identification of the 
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interaction flexibility vs. user control/spontaneity dilemma that this dissertation intends to 

solve. As it was mentioned in this chapter, the proposed solution for this dilemma is 

based on the development of a voice and pointing gesture based human vehicle 

interaction system. Thus, Chapter III presents the literature review related with human 

vehicle interaction systems, as well as an overview of dialog feedback systems and finite 

state machines applied to autonomous cars. 

Chapter IV presents an overview of the main building blocks of the system 

developed in this dissertation, as well as the simulation framework developed to 

demonstrate its main functions. 

Chapter V focuses on answering Research Question 1 related with the target POI 

computation. The first part of the chapter proposes a method to compute the POI when it 

is out of the vehicle sensor range. This method is based on pointing rays intersection. The 

second part of this chapter introduces depth information from the vehicle sensors. 

Research Question 2 is the focus of Chapter VI. By combining voice and 

pointing gestures in the same command structure, the pre-defined autonomous route of 

the vehicle can be updated. In addition, this chapter analyzes the role of a voice based 

dialog feedback system to make the user aware of the system status as well as to 

collaborate and solve potential challenging situations, such as POI ambiguity. This is 

demonstrated using the simulation framework described in Chapter IV. 

The system developed in this dissertation is designed using a framework based on 

level structured finite state machines (FSM). This is the focus of Research Question 3, 

explored in Chapter VII. The FSM structure developed in this chapter allows to keep 
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track of the system states at different levels, analyze the feasibility of the command, and 

provide the necessary system outputs for the dialog feedback system described in Chapter 

VI.  

Finally, Chapter VIII describes the main conclusions of this dissertation as well as 

potential future work and directions that may result from this research. 
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II. CHAPTER TWO. AUTONOMOUS VEHICLES BACKGROUND  

 

A. Levels of Vehicle Automation 

The SAE (Society of Automotive Engineers) defines in its Information Report 

J3016 [23] five different levels of vehicle automation (Table 1), depending on what entity 

(the system-car, or the human-driver) performs the primary functions of steering and 

accelerating, and monitoring of the driving environment. 

In this way, Levels 0, 1 and 2 need constant human monitoring of the driving 

environment; while in Levels 3, 4 and 5 the automated car monitors it; being Levels 4 

and 5 the ones corresponding to a fully autonomous driving mode, without requiring any 

user intervention.  

Currently many production vehicles and prototypes are capable of driving with 

some levels of automation.  Lane departure warning, parking assist, adaptive cruise 

control or lane keeping assist are some of the Level 2 technologies that have been 

demonstrated. In addition, the Tesla Autopilot has already been launched [4]. We can 

consider this a Level 2 system. However, probably one of the most disruptive 

advancements towards fully autonomous cars is being developed by Waymo, with its 

ambition to remove completely the users out of the driving equation [10].  

While it is clear that the path towards fully autonomous cars is on its way, some 

major societal challenges must be addressed to make this technology a reality. Next 

subsection discusses some of them. 
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B. Autonomous Vehicles Societal Challenges 

Several studies have analyzed some of the societal challenges that autonomous 

vehicles will face and need to be solved for their adoption [2], [6], [7], [20], [24]-[30]. 

Three of the most relevant being: 

1) Regulatory changes should create the proper environment to allow 

autonomous vehicle testing and operation in public roads. Some states of the 

US, as well as some European countries allow autonomous cars to be tested in 

public roads for research purposes [24], [25]. However, a driver must be 

Table 1. SAE Levels of Vehicle Automation [23] 

Level Description 

Human driver monitors the driving environment 

0 – No Automation The full-time performance by the human driver of all aspects of the 

dynamic driving task, even when enhanced by warning or intervention 

systems 

1 – Driver Assistance The driving mode-specific execution by a driver assistance system of 

either steering or acceleration/deceleration using information about the 

driving environment and with the expectation that the human driver 

perform all remaining aspects of the dynamic driving task 

2 – Partial Automation The driving mode-specific execution by one or more driver assistance 

systems of both steering and acceleration/deceleration using information 

about the driving environment and with the expectation that the human 

driver perform all remaining aspects of the dynamic driving task 

Automated driving system monitors the driving environment 

3- Conditional 

Automation 

The driving mode-specific performance by an automated driving system 

of all aspects of the dynamic driving task with the expectation that the 

driver will respond appropriately to a request to intervene 

4 – High Automation The driving mode-specific performance by an automate driving system 

of all aspects of the dynamic driving task, even if a human driver does 

not respond appropriately to a request to intervene 

5 – Full Automation The full-time performance by an automated driving system of all aspects 

of the dynamic driving task under all roadway and environmental 

conditions that can be managed by a human driver 
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inside the vehicle at all times, either in immediate physical control of the 

vehicle or actively monitoring the vehicle's operation. In this way, the driver 

must be capable of taking over immediate control of the car. This means that 

the car must be equipped with steering wheel and accelerator and brake pedals 

[31]. While being a safety critical rule, this could slow down the development 

and testing of innovative autonomous vehicle technologies [32]. Although a 

recent statement of the National Highway Traffic Safety Administration 

(NHTSA) states that the computer inside Google’s self-driving car can be 

considered the driver of the vehicle (thus, potentially redefining the previously 

mentioned vehicles’ control elements requirements) [33], this regulatory 

discussion is still a challenging open topic [26], [34]. 

2) New liability models should be created by insurance companies in order to 

incorporate autonomous cars into their policies [2], [6], [7], [28]-[30]. 

3) As it was stated in the Chapter I, there are some concerns related to the user 

acceptance levels of this technology. It seems to be a gap between the 

projected number of autonomous vehicles in 2040 (around 75%) [8] and the 

user intention for purchasing/leasing one (between 24 and 39%) [35], [36]. In 

addition, a recent survey by AAA reported that 75% of Americans would be 

afraid to ride in an autonomous vehicle [37]. Users may not want to delegate 

all the control and decision making process to the car [8], [17], [18], [20].  
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Increasing the user acceptance levels of autonomous vehicles is the motivation of 

the system developed in this research. By using voice and pointing gesture commands, 

the human vehicle interaction approach presented enables the users of an autonomous car 

the ability of taking control of it when they need or want it, while maintaining the ride 

safety conditions and the interaction flexibility that new vehicle designs and trends are 

proposing [38], [39]. 

 

C. Autonomous Vehicles Approaches. The Interaction Flexibility vs. User 

Control/Spontaneity dilemma. 

Currently there are two main approaches in the development of autonomous 

vehicles: the vehicle manufacturers (OEMs) approach and the Waymo approach.  

This subsection explores each of them and analyzes their advantages and 

disadvantages in terms of the capability of the car to provide control to the user and 

interaction flexibility inside it. 

 

1. OEMs approach 

Vehicle OEMs have plans to develop autonomous cars. However, they only 

expect to reach Level 3 of automation in the near term. Moreover, they consider that the 

self-driving mode would be implemented in the boring parts of driving [21], such as 

traffic jams, highway driving, etc. However, the driver still has to be attentive during 

them.  
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This approach maintains the steering wheel and accelerator and brake pedals in 

the vehicle design as elements to allow the driver to take control over the car if needed or 

wanted. This could be seen as an advantage in terms of improving the aforementioned 

user acceptance levels of autonomous vehicles. However, it prevents meeting all the 

expectations that are being generated around innovative ways of interacting with 

autonomous cars [38], [39]. By maintaining the steering wheel, drivers have limited 

interaction flexibility, as they will always have to be in the drivers’ seat or in a seat where 

they could reach these elements immediately, monitoring the environment and being 

prepared in case they need or want to take the control over the car. In this scenario, all the 

innovation potential that fully autonomous cars can enable will be affected by the 

constraint of having the steering wheel in them. 

 

2. Waymo approach  

Although Waymo has been forced to add steering wheel and accelerator and brake 

pedals to its prototype vehicles in order to comply with the regulations related with 

autonomous vehicles testing in public roads [40], its final goal is to remove these 

elements [10], [13]-[15]. In this way, Waymo is targeting Levels 4 and 5 of vehicle 

automation, where human intervention (and thus, human driving mistakes) is minimized 

during the driving process [10]. In addition, as it was mentioned previously, the NHTSA 

has recently accepted to consider the computer of the Waymo’s car as the driver of the 

vehicle [33]. This could help to accelerate the introduction of new vehicle models without 
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steering wheel and accelerator and brake pedals; potentially redefining vehicle interior 

designs and human-vehicle interaction possibilities. 

While this approach provides the user a flexible interaction space [15], it prevents 

him to make and communicate in real-time spontaneous decisions over the autonomous 

route. A recent patent of the company indicates that the only user controls available 

inside the vehicle are limited to ‘start’, ‘emergency stop’ and ‘pull over’ buttons [13]. 

This could affect negatively to the users’ feeling of control over the driving process; thus, 

influencing the potential user acceptance on this technology. 

 

 
Figure 2. The interaction flexibility vs user control/spontaneous decisions dilemma. 
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As it is illustrated in Figure 2, none of the two main autonomous vehicle 

approaches described in this chapter provides an autonomous vehicle concept that 

enables user control and spontaneous decision making over the autonomous route, while 

maintaining the interaction flexibility. Solving this ‘interaction flexibility vs user 

control/spontaneous decisions dilemma’ is the focus of this research. 
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III. CHAPTER THREE. LITERATURE REVIEW 

This research presents the use of human machine interaction technologies to 

provide users of autonomous cars control over them. In particular, voice and pointing 

gesture based interactions.  

On the one hand, human vehicle interaction technologies have been traditionally 

proposed as a way to interact with the secondary functions of the car; that is, those that 

are not directly related with the driving tasks [16].  

On the other hand, some literature propose the use of human interaction 

technologies to control the primary functions (those related with the driving task) of 

mobile robots (autonomous cars included). 

This chapter gives an overview of the aforementioned use of human interaction 

techniques; following the classification shown in Figure 3. 

In addition, some background of two important building blocks of these research, 

such as the use of finite state machines (FSM) to perform users’ command feasibility 

analysis and vehicle-human feedback systems is provided.  
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A. Secondary Functions Control 

Secondary functions are those that are not directly related with the driving task 

[16]. Such is the case of the use of the vehicle infotainment functions and other vehicle 

controls such as the A/C, windows or others. Recently, other type of secondary functions, 

called situated interactions, where users gather information of the vehicle surroundings, 

have been proposed [41]-[45]. For both cases, different human vehicle interactions 

techniques are found in the literature. 

 

1. Device Control 

Human vehicle interactions with the secondary functions of the vehicle that 

involves some device control, such as interacting with the center console of the car, can 

 
Figure 3. Human Vehicle Interaction classification based on controlled functions. 
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cause driver distraction [46]. For this reason, research on different human vehicle 

interaction technologies to minimize drivers’ distraction when interacting with these 

functions is found in the literature [47]-[55]. In addition, some vehicle manufacturers are 

already offering these technologies [56]-[60]. 

Gesture control is identified as a natural, flexible and innovative way to interact 

with the secondary functions of the car [61]-[63]. Its main benefit is that the user does not 

have to physically touch the device he intends to control; thus keeping his eyes on the 

road and hands on the steering wheel. This technique can be based on different sensor 

technologies; such as vision [41], [62]-[65], electric field [66]-[68] or electromyography 

sensors [69], [70]. In this way, features of the gestures can be extracted and compared 

with a predefined gesture vocabulary. Using machine learning techniques the 

corresponding function of the gesture can be recognized [71]. Although some research 

shows that the definition of gesture vocabularies is a challenging task [72]-[75], the 

benefits of gesture interactions to reduce driver distractions have been recognized [47], 

[76]. In fact, some vehicle manufacturers and other stakeholders are proposing cars 

equipped with this technology [52]-[54], [77].  

Voice recognition systems and their effects on driver distraction is also widely 

found in the literature [78]-[82].  The advancements on this field allowed to develop 

voice recognition systems in such a way that the communication between human and 

vehicle can be performed in a natural and flexible manner [78], [83]-[86]. Vehicle 

manufacturers are already offering this interaction technology in their production vehicles 

[57]-[60]. 
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2. Situated Awareness Interactions 

These interactions are related with the query of information of points of interests 

in the vehicle surroundings, such as buildings, restaurants or others. As it has been 

proposed by Mercedes on its futuristic Mercedes DICE concept [87] and by BMW [41], 

in situated awareness interactions, the user can interact through the windshield of the car 

to gather vehicle’s surroundings information. For this, the identification of the target POI 

is needed.  

GM [88] proposed a method to calculate the coordinates of the point of interest by 

means of pointing gestures. In this way, using the direction of the pointing vector, the 

vehicle orientation and position, and a POI database, the desired POI can be calculated. 

This approach is based on the pointing technique called ray-casting, traditionally used in 

the field of virtual reality [89]-[91].  

In [42] experiments were performed in static simulation lab conditions to 

calculate the location of the target by means of multi-person pointing vector intersections. 

In order to calculate the target POI coordinates, the authors assumed that two persons in 

the car were pointing to the same location. The authors stated that their method is 

applicable for target POIs at distances less than 40m. The results showed the errors 

increased with the distance; being the average error of a POI at 10 meters from the car, 

2.59±1.17 meters. 

Face and eye tracking have also been proposed for calculating coordinates of 

POIs in the vehicle surroundings [43]. Similar to the case of pointing gestures, the gaze 

direction is combined with the vehicle heading and position to trace the pointing ray.  
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This ray is used to find its intersection with a list of POI stored in an annotated map 

database. The first POI or POI area that intersects the pointing ray, is considered to be the 

target POI. The experiments in real driving scenarios achieved an overall accuracy rate 

up to 65%. 

In order to support the POI calculation using gaze direction, research done by 

Honda R&D [44], [45], proposed the use of head orientation (gazing direction) and users’ 

queries (using voice recognition) to calculate and provide information of the target POI. 

In this way, linguistic cues such as spatial references (left or right) or business category 

(restaurant, shop, or others) were used to support the target POI identification. In 

addition, the head orientation, the angle between the gazing ray and the locations of the 

POIs stored in an annotated map database, were used to identify the most likely target 

POI. Using this method the authors reported a success rate of 67.2% in two driving 

scenarios.  

 

B. Primary Functions Control 

Primary functions are those that are directly related with the driving task [16]. 

Such is the case of accelerating, braking and steering. Although limited, some research 

has been done related to the use of human interaction technologies to control these 

functions in autonomous cars [92], [93].  

In this research, the control of the movement of mobile robots is also considered 

under the primary functions umbrella. In this regards, human machine interaction 

techniques such as voice and gestures are also used to guide mobile robots [94]-[96].  
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The following subsections explore the aforementioned research works.  

 

1. Autonomous cars control 

The control of autonomous vehicle primary functions by means of innovative 

human vehicle interactions has been explored by a team of Free University of Berlin in 

Germany.  

The use of eye trackers for controlling the steering of the autonomous vehicle 

“Spirit of Berlin” was proposed in [92]. In this way, the user eye movements were 

mapped to steering angles, which were applied to steering commands. The authors of this 

research found that the fluctuations of the eyes positions caused non-smooth steering 

commands. As a result, the operation of the vehicle via eye tracking could be exhausting 

over the time. For this reason, limited applications in key areas, such as turning left or 

right in intersections, were proposed as future use cases of this technology. 

The use of Brain Computer Interfaces (BCI) as a way to control the steering, 

acceleration and braking of the autonomous vehicle “Made in Germany” was explored in 

[93]. The experiments for this research were performed while the vehicle was following a 

predefined route. In this way, the test subject was asked to try to keep the vehicle 

centered in the predefined route’s lane. The researchers of this work recognized the 

difficulty for a human to estimate his distance to the center of the lane to minimize the 

lateral error. For this reason, the driver was looking at a computer monitor inside the 

vehicle instead of the exterior of the car. When the test person had to control only the 

steering of the vehicle at 2 m/s, the standard deviation of the lateral error was 
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1.875±0.2m, while the one for the orientation was 0.20 rad. These errors increased to 

4.484 m. and 0.222 rad. for a speed of 5 m/s. When the test person had to control 

acceleration, braking and steering, the standard deviation of the lateral error was 2.765 m. 

and the orientation error was 0.410 rad. When the test person had to decide in certain key 

areas, such as intersections, the direction to follow (left or right), 90% of accuracy was 

achieved.  

 

2. Mobile robots guidance 

The POI identification with the objective of guiding mobile robots have been 

proposed in several research studies [94]-[97]. 

A method for target point estimation from a pointing gesture by means of a low-

cost monocular camera mounted on a mobile robot and a multilayer perceptron neural 

network is presented in [94]. In this way, the distance and angle that the robot should 

follow was calculated. The results of this research showed that 82% of the trials has 

average position errors in a range of 31-59 centimeters, which are high taking into 

account that the potential target markers were in a range of 1-3 meters from the robot.  

The computation of the pointing direction using a Time of Flight (ToF) camera 

and a Gaussian Regression Process is proposed in [95]. In this case, the distance error 

was 0.17±0.12m; and the angular error was 2.79±1.99degrees. 

Multimodal interactions based on voice and pointing gestures are proposed in [96] 

and [97] to command an assistive robot. In these research works, the human operator can 

command the robot to perform certain tasks using a natural dialog interface based on a 
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voice and pointing gesture command structure and a dialog feedback system. In this way, 

if more information is needed to perform the task a dialog was stablished between human 

and robot, until no ambiguity is detected.  

 

C. Dialog feedback systems 

The previous subsection showed how dialog and voice recognition systems can 

support human machine interactions. This has been also confirmed by different research 

studies outside the automotive or robotics field [98]-[100], and demonstrates the 

importance of designing proper feedback dialog systems to provide a natural human-

machine interaction experience. 

In this regards, a natural language system for robotics operations was 

implemented in [101]. Via a collaborative dialog between the human operator and the 

robotic system, new tasks and actions where taught to the robot. 

For the particular case of automotive applications, research shows that an in-

vehicle dialog systems have to be designed in a way that the cognitive load of the driver 

is not affected [102]-[104].  

As it was described in Chapter I, this research implements a command structure 

based on voice and pointing gestures to provide semantically complete commands, and a 

feedback system to solve potential conflicting scenarios, such as POI ambiguity or 

negative result of the command feasibility analysis. 
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D. Finite State Machines (FSM) for autonomous vehicles 

Finite states machines have been widely used in autonomous vehicle applications. 

Participants of the DARPA Challenge used them to define the behavior of their 

autonomous cars in different traffic situations, were different traffic rules apply. Such is 

the case of intersection crossing, parking navigation or stop sign wait. This allowed the 

DARPA Challenge vehicles to implement decision making tasks in real time [9], [105]-

[108]. Other research teams also integrated FSM in their models to implement human 

driver decisions models and perform motion planning tasks [109]-[111].  

In addition, FSMs have been demonstrated to be useful in path planning scenarios 

with unknown and dynamic environments [112]-[114]  or other applications such as 

vehicle platooning [115], [116]. 

As it was mentioned in Chapter I, the system presented in this research is based 

on level structured state machines, so that the system states can be tracked and can handle 

potential challenging situations, such as POI ambiguity, command misunderstanding or 

not feasible command in terms of safety and traffic rules compliance. In addition, 

designing the system in this way allows to provide the proper dialog feedback system to 

the user. 
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IV. CHAPTER FOUR: SYSTEM DESIGN 

This chapter, although does not answer directly to a research question of this 

dissertation, is needed to build the foundations of the system that forms the general 

objective of the presented research. 

 

A. Flow diagram 

Figure 4 shows a flow diagram describing the basic functionality of the proposed 

system in this dissertation. 
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Figure 4. System flow diagram. 
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In order to provide a voice and pointing gesture based human-vehicle interaction 

system that enables users’ spontaneous decisions over the autonomous route as well as 

interaction flexibility inside the vehicle, the system monitors the interaction space of the 

car as a whole. In this way, the system can capture users’ voice and pointing gestures 

(‘Capture voice and pointing gesture’). As it is described in the next subsection, a trigger 

command activates the voice and pointing gesture command recognition process. 

Although this is not the current scope of this research, the system will only execute the 

commands performed by those users that have ‘driver’ privileges. Thus, a user role 

identification step is needed (‘User identification’). Once the command is performed by 

the user, the system identifies the target Point of Interest (POI) (‘Extract POI’) in the 

vehicle surroundings that the user is pointing to, and complements it with the semantics 

of the voice command (‘Extract semantics’, ‘Create command’). If the result of the 

‘Extract POI’ phase is ambiguous (more than a potential target POI was identified), the 

feedback system of the car informs this issue to the user in order to solve it (‘Provide 

Feedback’). If there is no ambiguity, the command information is used to update the 

autonomous vehicle’s pre-calculated path (‘Update Path’). The feasibility of this new 

path is evaluated based on the driving context captured by external sensors and mapping 

information (‘Path Feasibility’). If this feasibility analysis determines that the calculated 

path cannot be executed under safe conditions or does not comply with some traffic rule, 

the system will not execute the command and will communicate it to the user through the 

feedback system of the car (‘Provide Feedback’). Otherwise, the command is executed 

and the new path is followed (‘Follow Path’).  
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Figure 5. Command structure. 

 

For example, the command «OK Car, stop there» combined with a pointing 

gesture will cause the car to stop close to the target pointed location, as long as the 

vehicle detects that safety conditions and traffic rules are not compromised.  

For Figure 4, ‘Extract POI’ will be explored in Research Question 1; ‘Extract 

semantics’, ‘Create command’, and ‘Provide feedback’ in Research Question 2; and 

‘Path Feasibility’ and ‘Is POI selection ambiguous?’ in Research Question 3. Although 

they are not part of the fundamental research questions presented here, the phases 

‘Capture voice and pointing gesture’, ‘Update path’ and ‘Follow path’ will be also 

implemented as part of the works needed to complete this research. In addition, it is 

important to note that Figure 4 is a simplified version of the system developed in this 

dissertation. A complete design based on FSM will be further described in Chapter VII. 

 

B. Interaction command structure 

In order to process the user commands, the system follows the structure shown in 

Figure 5. 
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As it is depicted in Figure 5, the command structure is formed by the following 

parts: 

 

 

1) Trigger command is a word or phrase used to activate the voice and pointing 

gesture command recognition process. In this way unintended commands can 

be avoided. The interaction mode of this command part is voice. 

2) Task is the action that the user intends the car to perform. The interaction 

mode of this command part is voice. 

3) POI identification is used to relate the instruction given with a vehicle’s 

surroundings target POI that a user is pointing to. The information in this part 

can include the coordinates of the POI and other characteristics that may be 

available (for example in an annotated map), such as building color, type, or 

others. The interaction mode of this command part is pointing gesture. 

4) Location is a word that provides ‘spatial’ meaning, such as there, here, or 

others. Although it is not explored in this dissertation, the semantics of the 

location could be used to determine if the point of interest is close or far. The 

interaction mode of this command part is voice. 

5) Object is a word or phrase that refers to the target object. Such is the case of a 

street, exit, or other. Although it is not explored in this dissertation, the 

semantics of the object could be used to help the vehicle make more educated 

decisions. The interaction mode of this command part is voice. 

 

To illustrate this command structure, the following examples are proposed:  
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 «OK Car + Go +pointing gesture + there» to command the car to go 

towards a certain location. 

 «OK car + Turn + pointing gesture + there» to turn into a street in a city.  

 «OK car + Stop + pointing gesture + here» to ask the car to stop at a 

certain location.  

 «OK car + Take + pointing gesture + that + exit» to take an exit in a 

highway. 

 

For example, in the last one: «OK car» is the voice activated trigger command, 

«take + … + that + exit» is the task that the car has to perform, and the pointing gesture 

indicates to the car which exit it has to take. Under this structure, the pointing gesture and 

the voice part of the command could happen in parallel, creating a semantically complete 

command. 

The following subsection describes the system architecture the proposed system. 

 

C. System Architecture 

To implement the proposed system in an autonomous car, it is necessary to relate 

the pointing gesture captured inside the car with its outside world by relating the pointed 

object with its physical location, the type of object and the context associated to it. In this 

way, the system can make educated decisions about the command and new calculated 

path. For example, if a user is giving a «Stop» command to the vehicle, and pointing to a 

world location where stopping is not allowed (for example, a road intersection), the 



 33 

system will not execute the command and will inform to the user about it. This 

functionality is done by integrating the proposed system as a block in the commonly 

known autonomous vehicle building blocks. 

 

 

 

 

 

 

 

 

As it is shown in Figure 6, the proposed voice and pointing gesture system acts as 

a middle layer between the sensing input blocks of the autonomous car and its 

algorithmic blocks. In this way, when a user performs a voice and pointing gesture 

command, the interior sensors block detects it. This information, combined to the maps 

block and the external sensors block is fused in order to calculate the POI which the user 

is referring to. The retrieved information is used by the localization, perception and path 

planning blocks to update the autonomous route and evaluate its feasibility in terms of 

 
Figure 6. The proposed system as a middleware in the block diagram 

of autonomous vehicles. 
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safety and traffic rules compliance. If the new path is feasible and no command 

ambiguity is detected, the car will follow it by means of the vehicle controller. Otherwise, 

the new path is discarded and the corresponding feedback is given to the user through the 

user interface of the vehicle, in order to communicate this issue to the user and try to 

solve it though more feedback steps. 

 

A more detailed diagram of the proposed system is depicted in Figure 7. As it was 

already mentioned, the voice and pointing gestures are captured by the interior sensors of 

the car. The voice based trigger and action parts of the command are captured by a 

microphone array and transmitted to the speech engine subsystem for processing. Once 

the trigger is processed by the speech engine, the rest of the modules wake up to start 

 
Figure 7. System architecture. 
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processing the interaction information. At the same time, the pointing gesture sequence is 

captured by a Time of Flight (ToF) camera and sent to the gesture engine in order to 

process the coordinates of the body parts that will be used to form pointing vector. As it 

will be further explained in the Chapter V related with Research Question 1, this vector 

forms an angle with the heading direction of the vehicle, which is given by its GPS 

sensor. The GPS coordinates of the external POI pointed by the user is the outcome of the 

external POI identification module. Using the pointing ray created in the gesture engine 

module and the Point Cloud (PC) generated by the sensor fusion of the different vehicle 

external sensors (LIDAR, radar and others), the intersection point between the ray and 

the PC is calculated. This point is translated into GPS coordinates, forming the 

coordinates of the POI that the user is pointing to. As it will be explained in the Chapter 

V related with Research Question 1, part of the POI identification strategy relies only on 

pointing vectors’ intersections and not in external sensors. This is due to the fact that the 

range of these sensors may be limited and the user may be pointing to a target location 

farther than the external sensors range. 

Once the POI has been identified and the voice command recognized by the 

speech engine, the command constructor module creates the command data structure 

previously described (for example, the command «OK Car, stop there» and all its 

relevant information such as the POI coordinates). This is part of the Research Question 

2 presented in Chapter VI. 

The output information of the generated command is used to update the path of 

the autonomous route. However, before executing it, it is necessary to evaluate the 



 36 

feasibility of the new path. Using the command information, the new path, and the 

annotated map data available, the feasibility analysis module evaluates if the new path is 

feasible in terms of safety and traffic rules compliance. The strategy to perform this 

feasibility analysis is part of Research Question 3 presented in Chapter VII. 

If the result of the feasibility analysis is positive, the system will send the 

command to the controller module of the vehicle, so it can be executed. Otherwise, the 

system will not execute it. In either case, the system will communicate its result using the 

dialog feedback module and the user interface system of the car. In addition, if the 

external POI identification module result is ambiguous (ex. more than one potential POI 

are identified), or the result of the feasibility analysis is negative, the system will try to 

solve these conflicts in collaboration with the user, through a dialog feedback system 

using the user interface of the vehicle. This feedback is also explored in Chapter VI 

related to Research Question 2.  

Although it is not the current scope of this research, the system has a user 

identification module that analyzes if the user giving the command has the permissions to 

do it. This could be done by means of biometrics sensors or wearables; similar to the 

work described in [117]. 

In order to demonstrate the main functions of this system, this dissertation 

implements a simulation framework that is presented in the next subsection. 
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D. Simulation Framework 

The main modules of the architecture presented in Figure 7 are simulated using a 

simulation framework composed by two components that interface with each other: a 3D 

virtual simulation environment and the core system processing environment.  

 

1. 3D virtual environment 

 

For the purpose of this research, the 3D virtual environment is composed by a 

vehicle model based on a simplified Ackermann car model [118] which position can be 

obtained (simulating a GPS sensor). For this research, the external sensors module is 

composed by a vision sensor with depth filter (being equivalent to the functioning of a 

stereo camera module). This vision sensor has a 70ᵒx70ᵒ field of view and 256x256 pixels 

with a depth range of 2m to 65m. In addition, a ‘city style’ environment was set up. 

Making use of the available path planning module based on OMPL (Open Motion 

Planning Library) [119], which provides many sampling-based motion planning 

algorithms, the autonomous vehicle can navigate through this environment.  

The data generated by this 3D environment, such as sensor data, vehicle position 

and the generated path points, is transmitted to the processing side for performing the 

main functions of our system. 

 

2. System processing environment 

The processing side of the presented simulator framework is in charge of the core 

operation of the system developed in this dissertation. In particular, it creates the user 
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intended command by means of the command constructor module, which uses the 

outputs of the speech and gesture recognition engines, and external POI identification 

module. The relevant information of this command (POI coordinates and task semantics 

in this dissertation) is transmitted to the 3D virtual environment side of the simulation 

framework, so its path planning module can update the pre-defined autonomous path. In 

addition, the feasibility analysis and voice based dialog feedback modules are also 

developed in this side of the framework.  

In order to follow the vehicle’s path, a path following module calculates the 

needed steering angles to follow the path calculated by the path planning module. These 

steering angles are transmitted to the vehicle model and controller of the 3D virtual 

environment side. 

For the work presented in this dissertation, VREP [120] was used as the 3D 

virtual environment and MATLAB as the processing side. In addition, the for the speech 

recognition engine and dialog feedback system, the namespaces of System.Speech [121] 

were used. The functions of this library allows to perform speech recognition and 

synthesis processes needed for the speech recognition engine and dialog feedback 

module. In this way, as it will be explained in Chapter VI, following the W3C 

Recommendation “Speech Recognition Grammar Specification” [122], custom built 

grammars were developed in order to recognize the semantics of the user voice 

commands. Also, for some of the system functions, two open Robotics and Machine 

Vision toolboxes available in [123] were used. 
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Figure 8 shows the modules developed in each simulation side, as well as the 

main information exchanged between both. As it is show, the user performs a ‘simulated 

gesture’ by clicking on the vision sensor stream available in the processing environment. 

In order to make the simulated pointing gesture more realistic, some Gaussian bivariate 

noise was added to it. The pointing gesture makes possible to calculate the target POI 

needed for the system to function as it was explained in the previous subsection of this 

chapter and will be described further in this dissertation. In addition, for simplicity, this 

simulation framework lacks of more complex situations that a real life scenario has, such 

as pedestrian crossing, mixed traffic, or others. It is assumed that the car is able to handle 

those dynamics. 

 

 

 

 
Figure 8. Simulation framework set up. 
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V. CHAPTER FIVE: POINT OF INTEREST COMPUTATION 

A. Introduction 

As it was stated in Chapter IV, one of the key elements of the command structure 

of the proposed system in this dissertation is based on the computation of the target POI 

that the user is pointing to. Thus, an external POI identification module is needed (Figure 

7). 

Regarding this, in Chapter IV it was mentioned that the vehicle external 

information was used to calculate the coordinates of the target POI. However, the range 

those sensors may be limited. A user may be pointing to a target location that is outside 

the sensor range. For this reason, the POI computation without the use of external sensors 

information must be also studied. 

The literature review of Chapter III showed that for the particular case of situated 

awareness interactions [43]-[45], [88], the limited research uses some form of ray-casting 

techniques for the POI identification. This identification is in most of the cases based on 

the intersection of the pointing-ray with the location of the target building stored in a map 

database. In this way, the first POI that intersects the pointing ray is considered to be the 

target POI. This approach fails in cluttered environments, such as cities, where more than 

one POI could intersect the pointing ray. For example, a user may be pointing to a taller 

building behind the building that theoretically would be selected with the traditional ray-

casting approaches. Figure 9 shows an example that illustrates this. The pointing rays 

intersect Building 1 and Building 2. The traditional approach would select Building 1 as 

the target POI; however, the target POI was Building 2.  
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The challenge of pointing in dense and cluttered environments has been identified 

as one of the main challenges of ray-casting techniques [89]-[91]. The use of pointing 

vector intersection has been proposed in [42], [90]; however, this limited research has not 

been applied on a moving vehicle use case.  While the use of voice recognition has also 

been proposed to filter potential POIs [44], [45], there is still room for improvement in 

the automotive field.  

This chapter elaborates on the POI computation challenge. In particular, it 

answers the Research Question 1: How can the POI computation be improved for 

situated awareness interactions, especially in cluttered environments? 

 
Figure 9. Dense scenario where traditional ray-casting fails. 
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The first part of this chapter presents a method based on pointing rays intersection 

to solve the POI computation issue, assuming that the POI is out of the vehicle sensors 

range. 

In the second part, similar to the research done in the field of mobile manipulators 

in [124], vehicle sensor information to support the POI computation is included. 

 

B. POI computation without using external sensor information 

This part of the chapter develops a method based on pointing rays intersections to 

calculate the coordinates of the target POI when it is out of the range of the vehicle 

sensors. 

 

1. Method 

a. POI coordinates computation 

The POI computation method presented in this part of the dissertation is based on 

the intersection of the pointing rays over the time. It is assumed that the vehicle has some 

type of Heads Up Display (HUD) technology available in the windshield of the car, and 

the HUD will show some visual feedback in the form of a pointer when it detects the 

pointing event (an example of this can is shown in Figure 1 of Chapter I). In this way, the 

user will tend to follow the pointer, changing the pointing angle over the time. As the car 

is moving, this will allow the pointing rays to intersect. This intersection will form the 

POI coordinates. 

Figure 10 illustrates this concept. 
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Given two non-parallel pointing rays 1L  and 2L  with different start and end points 

at two different times 1t  and 2t of a pointing sequence: 

   

   

1 1 1 1 2 2

2 2 3 3 4 4

: , ,

: , ,

t L defined by x y and x y

t L defined by x y and x y
 

The intersection of the two pointing rays can be defined as [125]: 

 
Figure 10. POI computation method based on pointing ray intersection. 
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Considering the pointing sequence formed by the set of pointing 

vectors 
1

0i i N
L for N

 
 , and assuming that none of them are parallel, 
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
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intersection points can be calculated applying equations (1) or (2). The result is the set of 

intersection points   
1

,x y k k J
P P

 
 . The average of the intersection points of this set 

defines the coordinates of the target POI. 
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This method is expected to improve the computation of the target POI when 

compared to the traditional ray-casting method. In special, under dense and cluttered 

environments. 

 

b. POI identification 

Once the coordinates of the POI are calculated, the next step is to compare them 

to the coordinates of the map elements available in an annotated map. For the purpose of 

this research this map database has the following fields for each building. 

 

Given the coordinates of the computed POI (xPOI, yPOI), and the matrix of the 

distances to the closest polygon coordinate of each of the M map elements 

 1 1xM i i M
D d

 
 . The selected POI is the one with min( )jd  (i.e. the one which polygon 

coordinate is closer to the calculated POI coordinates). 

As it will be mentioned in Chapter VII, it can happen that more than one POI is 

selected using this method (i.e. the distances are similar). In this case, the dialog feedback 

system described in Chapter VI can help to solve this ambiguous situation. 

 

Map element 

Field Data type 

Name string 

Polygon Coordinates ArrayNx2<lon, lat> 
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Table 2 shows a result example. In this case, as it can also be seen in Figure 11, 

the red building (blue asterisk) was selected as the target POI (minimum distance to the 

calculated POI coordinates). 

 
Figure 11. POI selection example map. 

 

 

Table 2. POI selection example. 

Distance  Building Name 

1.5523 red 

5.5533 blue 

14.8985 green 

16.3972 pink 

18.7790 orange 

23.6936 yellow 

24.4399 brown 

31.3969 lightblue 

31.7174 white 

37.7900 pink 

40.9031 grey 
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c. Pointing vectors calculation 

The proposed method is based on the intersection of the pointing rays (vectors). 

Thus, it is needed to explain how those rays are calculated. 

 

Given a pointing gesture performed by a user, it is possible to determine its 

corresponding sequence of pointing vectors. An example of a top view of these vectors in 

a pointing sequence is shown in Figure 12. For this particular case, as it will be explained 

later in this chapter, the elbow and hand joints positions were used to form these pointing 

vectors. 

 
Figure 12. Pointing vectors example. 

 

 
Figure 13. Pointing ray calculation for each vehicle position. 

 



 48 

Using the commonly known equation of a line, it is possible to calculate the 

pointing angle   for each pointing vector inside the car. Adding this pointing angle to the 

heading angle of the car, the pointing ray for each vehicle position can be calculated 

following the method depicted in Figure 13. 

With, 

2 1

2 1

.sin( )

.cos( )

x x R

y y R





 

 
         (4) 

   

Where, 

  _

and >0

car heading

R

   
        (5) 

      

 

Thus, for a pointing sequence, a set of pointing rays can be formed, which 

intersection, as it was explained, can be used to determine the coordinates of the target 

POI. 

 

2. Simulation Results 

To validate the proposed method, a simulated a pointing scenario using the 

simulation framework described in Chapter IV was developed. As it was explained, the 

pointing gesture is simulated by a ‘mouse click’ (see Figure 8) (equation (9) further 

described in this chapter shows the simulated pointing angle calculation). We added some 

Gaussian bivariate noise to this pointing gesture in order to have more realistic results. 

The proposed scenario assumes that the vehicle has the characteristics described 

in Chapter I. In this case, the role of the vision sensor is only to serve as the simulated 
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HUD (windshield of the car) (i.e. no depth information is available). In addition, for 

simplicity, this scenario lacks of more complex situations that a real life scenario has, 

such as pedestrian crossing, mixed traffic, or others. It is assumed that the car is able to 

handle those dynamics. Moreover, the pointing is performed when the car is driving in 

straight line.  

For performing these simulations a ground of truth POI was inserted into the 

simulation scenario. In this way, the distance error between that POI and the resulting one 

from our method can be compared.  

A total of 383 simulations were performed: 166 for non-cluttered conditions (i.e., 

pointing to the first building in the field of view without any building in front), and 217 

for cluttered conditions (i.e. pointing to a building behind the first building in the field of 

view) 

The simulations performed resulted in a distance error in non-cluttered conditions 

of 2.67±2.45m with respect the ground of truth. For cluttered conditions this distance 

error increased to 4.10±2.90m. 

In order to compare our POI computation method with the traditional one based 

on ray-casting, the accuracy (in %) of them was compared. In this way, a computed POI 

is considered accurate if the proposed method in this dissertation selects the correct target 

building. In a similar way, a pointing ray is considered to be accurate if it intersects the 

target building and no ambiguity is detected (i.e. the pointing ray does not intersect other 

buildings). 
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Table 3 shows the accuracy results from the executed simulations. As it can be 

seen the method proposed in this dissertation performs better than the traditional ray-

casting one. This is especially true in dense environments, where several buildings may 

intersect the pointing rays. 

 

Figure 14 illustrates this concept. The method based on ray-casting would result 

in two potential target buildings (blue and red buildings), generating POI computation 

 
Figure 14. POI computation methods comparison. 

 

 

Table 3. POI identification. Simulation accuracy results. 

POI computation method Intersection based Ray-casting based 

Accuracy (%) 

Non-cluttered 96% 100% 

Cluttered 76.5% 0% 

Total 86.25% 50% 
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ambiguity. However, the intersection based method provides a non-ambiguous and 

correct result (red building). 

However, as it was seen in Table 3, the method developed in this dissertation is 

13.75% inaccurate in total (4% for non-cluttered and 23.5% for cluttered scenarios). For 

this reason, as it will be described in Chapter VII an additional disambiguation step must 

be added to solve them. 

 

 

3. Real world data collection results 

 

The objective of this part of the dissertation is to compare the simulation results 

with real world ones, and identify the challenges that a potential real world 

implementation may have. 

For this, an applications was developed for collecting pointing gestures and GPS 

data.  

a. Apparatus 

For the implementation of this application two main hardware components where 

used: 

1) Microsoft Kinect Sensor v2 (Figure 15) [126] 

Developed by Microsoft, the Microsoft Kinect Sensor v2 counts with a color 

(RGB) camera and a Time of Flight (ToF) camera that allows to get body joints 

information. In particular, it can recognize 25 body joints (Figure 15). It also has an array 

of microphones to capture sound. The Microsoft Kinect SDK has tools and APIs that 
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makes relatively easy the development of body tracking, face tracking and voice 

recognition applications. 

The Microsoft Kinect Sensor v2 was used in this research as the Interior Sensors 

module of the system architecture depicted in Figure 7.  

 

 

2) Globalsat ND-105C Micro USB GPS Receiver (Figure 16) [127] 

This GPS receiver has a micro USB interface, so it can be connected to a 

computer to receive NMEA sentences [128] at an update rate of 1 Hz.  

 

 
Figure 15. Microsoft Kinect Sensor v2 and Tracked Body Joints [126]. 

 

 
Figure 16. GPS receiver. 
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b. Development of a Pointing Gestures data collection application. 

The pointing gestures application combines the tracked body data and the GPS 

receiver data into a single txt file. Its block diagram is depicted in Figure 17. 

 

The Microsoft Kinect tracks the position of the body joints of the users via Kinect 

API functions [126]. For the purpose of this research, as the only interest is in pointing 

gestures, the tracked body parts positions (in meters) are: left hand, left elbow, left 

shoulder, center shoulder and head. The right part of the body could also have been 

tracked; however, for simplicity only the left side was tracked. This is not considered a 

critical aspect of the application due to the fact that only minor software updates would 

be required. 

The GPS is receiving data at a rate of 1 Hz. A parsing phase is needed in order to 

convert NMEA raw traces into readable ones. This parsed NMEA stream is combined 

with the user’s tracked body joints data in the same line, which is saved in a txt file every 

second. The structure of the blocks of data that are saved in this file is shown in Figure 

18. 

 
Figure 17. Pointing Application building blocks. 
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Figure 19 shows the basic user interface created for this application. It is 

important to note that the objective of this application is the data collection and not the 

user use. Thus, efforts were focused in other areas and not in the development of a 

friendly user interface. The tracking application is based on the Microsoft Kinect 

application examples available in [129], [130]. The NMEA parser is based on the 

example available in [131]. 

 

 
Figure 18. File structure for the pointing application. 

 

 
Figure 19. User interface of the pointing application. 
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c. Data Collection Scenarios 

The data collection was done in the International Transportation Innovation 

Center (ITIC) test track facilities. In particular, two main sections of the test track were 

used: 

1) Section 1 (Figure 20 – Scenario 1) had only one target POI (red dot in Figure 

20). In addition two driving directions (yellow arrow) tests were done, 

allowing pointing to the left or right. 

2) Section 2 (Figure 20 – Scenario 2) constitutes the most interesting case for 

these tests. There are two potential POI to be selected when pointing right in 

the driving direction (yellow arrow). Building 2 is taller than Building 1. In 

this case, the target POI was Building 2 (red dot in Figure 20). As it was 

already stated, this scenario is important to analyze the pointing strategy 

presented in this research in dense environments, where the traditional 

pointing strategies fail.  
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The hardware described previously was set up in a vehicle. In this way, the Kinect 

sensor as well as the GPS receiver were connected to a Laptop Computer that executed 

the developed pointing application. In addition a GoPro camera was also mounted; 

however its use is not relevant for the data collection. Figure 21 shows the experiment set 

up.  

 

 
Figure 20. Satellite view of the data collection scenarios. 
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The Microsoft Kinect sensor needs a minimum distance of 50 cms. for tracking 

the human body. For this reason, as it can be seen in Figure 21, the passenger seat of the 

experimental vehicle was removed and the experimenter performed the pointing gestures 

from the rear seat of the car. In addition, for these experiments the vehicle was always in 

‘Drive’ without pressing the acceleration or braking pedal. This was done to try to 

maintain a constant speed during the data collection process (~5 mph).  

 

d. Procedure 

For the pointing application, the experimenter pointed with his left hand to the 

target buildings of Scenario 1 and 2 of Figure 20. As it was already described, it was 

assumed that in the future a HUD based windshield will give some visual feedback of a 

pointer generated by the pointing gesture. Thus, the hand of the experimenter was 

 
Figure 21. a) Experiment set up. b) Detailed view. 
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tracking the target POI as the vehicle was moving, causing a change in the pointing 

angle.  

Due to challenges in the functioning of the used instrumentation hardware of the 

experiment set up, a total of 13 valid data collection experiments were performed by the 

author of this research: 7 of them for non-cluttered environments, and 6 for cluttered 

environments.  

 

e. Data Analysis 

The data collected from the pointing gesture sequences was analyzed following 

these steps: 

1) Coordinates transformation to standard coordinate system 

The Microsoft Kinect coordinate system is different from the standard one. Thus, 

a transformation of the body parts coordinates is required. Figure 22 shows this 

transformation [132]. 

 
Figure 22. Coordinates transformation [132]. 
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2) Pointing samples identification 

During the data collection process there were samples that corresponded to the 

same GPS coordinates (samples captured at the beginning and the end of the data 

collection process, when the vehicle was stopped). The average of the samples with the 

same GPS position was done in order to avoid having body joint positions in the same 

GPS coordinate. That would have caused to have different pointing vectors for the same 

vehicle position.  

In addition, even when the vehicle was moving there could be samples not 

corresponding to the pointing part of the pointing sequence. Research has been done to 

differentiate the pointing and non-pointing parts of a pointing sequence, mainly using 

Hidden Markov Models (HMM) [95], [133]-[135]. However, the objective of this 

research is not to develop methods for differentiating pointing sequence parts. In 

addition, more training data would have been needed. For this reason, in order to filter the 

pointing and no-pointing parts of each pointing sequence, the c-means algorithm (with 

c=2) was used. c-means is an unsupervised learning technique that allows  classifying 

unlabeled data in ‘c’ different classes [136].  

For this case, the classes are ‘Pointing’ and ‘No pointing’. Thus, c=2. In addition, 

the assumption is that a user will spend more time during the ‘pointing’ part of the 

sequence than during the ‘no pointing’ part. In this way, the class with more number of 

feature vectors is assumed to be the ‘Pointing’ class. 



 60 

The c-means algorithm was used twice. The first time the hand and elbow 

positions (x, y, z – in meters) were used to form the feature vectors.  This was done 

because, as it will be explained, the pointing vector was chosen to be the one formed by 

the hand and elbow joints’ positions. Using empirical tests, it was decided to use the hand 

joint ‘z coordinate’ for second application of c-means. This last application of c-means 

filtered some spurious samples of the pointing sequence.  

Figure 23 shows an example of the results of this process. 

 

 
Figure 23. a) Original sequence. b) Same coordinates filtered. c) c-means loop 1. d) c-

means loop 2. 
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As it is show in Figure 23, this method filters well the pointing parts of the 

pointing sequence. However, it needs to be recognized that for a real time 

implementation, HMM is desired. Thus, training data may be needed. However, this is 

not the focus of this research. 

Figure 24 shows the position of the Kinect Sensor in the plot and the meaning of 

each data point. 

 

3) Pointing vector calculation 

Once the pointing data is filtered, the pointing vector has to be calculated 

following the method depicted in Figure 13 of this chapter. 

Figure 25 shows an example of pointing rays using the collected data. 

 
Figure 24. Body parts joints positions meaning. 
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As it can be seen in Figure 25, the pointing rays for each vehicle position cross 

Buildings 1 and 2. As it was already mentioned, for the traditional ray casting 

approaches, Building 1 would be the result of the POI calculation. However, the real 

target POI in this experiment was Building 2. For this reason, the approach based on 

pointing rays’ intersections proposed in this research is needed. This will be the next step 

of the process. 

 

4) Point of Interest calculation based on pointing rays’ intersections 

The calculation of the pointing rays included the computation of two points for 

each ray (equation (4)). Thus, the POI calculation based on pointing rays intersection 

 
Figure 25. Pointing rays for each vehicle position (pointing right case). 
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(equations (1) or (2), and (3)) can be used, and the GPS coordinates of the target POI 

determined. 

Figure 26 shows in red the intersection points and in a blue asterisk the average of 

them; that is, the calculated coordinates of target POI. As it is can be seen, the resulting 

POI coordinates are the correct ones (Building 2).  

 

The green dotted ellipse of Figure 26 is the standard deviation of the intersection 

points. In order to reduce the variability of them, an Extended Kalman Filter (EKF) 

[137], [138] was implemented. 

 

 
Figure 26. POI calculation as a result of pointing rays intersections. 
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5) Extended Kalman Filter (EKF) 

For this research, the states of interest are the ones of the target POI. That is, the 

states of the intersection points calculated in the previous step. As it is shown in Figure 

27 the POI can be modeled as a dynamic object with respect to the vehicle’s coordinate 

system. This can be demonstrated by doing vector operations of equation (6): 

0twv

tw cw tc tw cw tc tc cwr r r v v v v v


              (6) 

      

 

 

 
Figure 27. POI modeled as a dynamic object with respect to the 

coordinate system of the car. 
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Defining the state vector as the one formed by the target POI positions and 

velocities,  
T

X x y x y ; the computations for the EKF are the following: 

1) Initialization step, formed by: 

  
0 0 0 00Initial states vector 0 0 ; being and

T

x y x yX P P P P  the coordinates of 

an initial intersection point calculated in the previous step. 

 
2 2 2 2

0 5

2 2 2 2

4. 0
Initial uncertainty matrix

0 10 .

x x

x x

I
P

I

 
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2) Measurement step. 
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3) Prediction step. 
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Where, 

 State vector:  
T

X x y x y  

 Transition matrix (assuming constant velocities): 
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.
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With time-step dt = 1. 

 Uncertainty matrix P 

 Covariance matrix: 4 40.1. xQ I   
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 Measurement vector formed by the intersection coordinates and its 

corresponding pointing angle:  
T

k k k kY x y   

 Measurement nonlinear function: ( ) arctan

T

k
k k k

k

x
h X x y

y
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 The function h is linearized applying its Jacobian. This replaces the 

measurement matrix; so: 
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 Measurement noise: 
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 Kalman gain K. 

 Identity matrix 4 4xI I   

The application of this process allows to reduce the measurements (intersection 

points) variability. The average of these measurements (that is, the resulting target POI 

coordinates) do not seem to be affected by the EKF for all the cases. Figure 28 shows the 

results of the EKF in pink dots. For this particular case, the measurement standard 

deviation is nearly affected. However, as it is shown in Figure 29, the standard deviation 

after the EKF application (blue dotted ellipse) is smaller than before applying it (green 

dotted ellipse). 
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Figure 28. EKF results. 

 

 
Figure 29. EKF results. Change in measurements deviations. 
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f. Results 

Table 4 shows the POI identification results in terms of accuracy rate.  

 

As it can be seen, for the experiments performed the traditional ray-casting. A 

computed POI is considered accurate if the proposed method in this dissertation selects 

the correct target building. In a similar way, a pointing ray is considered to be accurate if 

it intersects the target building and no ambiguity is detected (i.e. the pointing ray does not 

intersect other buildings). This method and the one proposed in this dissertation have the 

same accuracy rates for non-cluttered environments, as in that scenario only on building 

is in the map database. The major difference between both methods is seen in cluttered 

environments. In this scenario, the method proposed in this dissertation outperforms by 

33.3% the traditional ray-casting method. The pointing rays intersect the two potential 

target POIs, generating a POI computation ambiguity. This makes the method of this 

dissertation 16.65% more accurate in total.  

However, as it can be seen in Figure 30 and Table 4, some ambiguities in the 

POI computation may exist. In this case, the calculated target POI is not accurate. 

Moreover, neither the intersection points, nor the pointing rays cross any of the potential 

 

Table 4. POI identification. Real world accuracy results. 

POI computation method Intersection based Ray-casting based 

Accuracy (%) 

Non-cluttered 100% 100% 

Cluttered 33.3% 0% 

Total 66.65% 50% 
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target buildings. For this reason, as it will be described in Chapter VII an additional 

disambiguation step must be added to solve them. 

 

In addition, it is important to mention the limited amount of successful data 

collected during the real world experiments. This was caused, as it will be explained in 

the next subsection, by limitations in the instrumentation hardware used for the 

experiment set up. 

 

 

 

 

 

 

 

 
Figure 30. POI computation ambiguity. 
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4. Comparison simulation and real world results 

 

As it can be seen in Table 3 and Table 4 there is a considerable accuracy 

difference between the results of the simulations and the real world experiments. In 

addition, the number of successful data collection experiments is considerable low in the 

real world experiments when compared with the simulation ones. 

During the real world experiments performed in this dissertation two main 

challenges were identified: 

 

1) User feedback. In Chapter I it was assumed that the vehicle in which this research 

will be applied would be equipped with heads up display (HUD) technology in its 

windshield, so that the intersection of the pointing ray and the windshield could be 

highlighted, providing some feedback to the user regarding the target POI.  The vehicle 

used did not have this technology available. Thus, this feedback that would have assisted 

to the pointing process was not produced. Taking into account that the pointing angle 

differences cause higher lateral errors at longer distances, this feedback would be 

essential to perform this real world experiments. 

2) Hardware instrumentation functioning challenges. The ToF camera used for 

tracking the user pointing gesture [126] has functioning challenges when it is mounted on 

surfaces that are subject to vibration. As it was shown in Figure 21, this camera was 

mounted on the dashboard of the vehicle used for these experiments. The vibration 

produced by the vehicle engine as well as the road, made the camera stop tracking the 

user. This is the main reason of the low number of successful experiments performed. 
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As it was mentioned in Chapter I, it is assumed that the vehicle in which this 

research would be applied is perfectly instrumented, with automotive grade hardware 

components. Thus, potentially improving the real world results closer to simulation 

levels.  

 

As it was described in Chapter IV, external sensors information can be used to 

compute the POI if it is in their range. Next subsection develops a method to perform this 

computation. 

 

C. POI computation with external sensor information 

In situations where the target POI is in the range of the external sensors of the 

autonomous vehicle (LIDAR, radar or others), the intersection between the pointing ray 

and the Point Cloud of the sensors can support in the POI computation process. 

Implementing a strategy to calculate the coordinates of the target POI based on this is the 

objective of this part of the dissertation.  

 

1. Method 

Using the simulation framework described in Chapter IV, this section develops a 

method to calculate the target POI coordinates when it is in the sensors range. 

The data received from the vision sensor in the processing side of our simulator 

contains 3D information. When a user points to a pixel p with coordinates (Cx, Cy) of the 

2D streamed image, its depth value is available and the coordinates of the POI can be 



 72 

calculated using the following perspective projection method adapted to our simulation 

framework [139], [140]. The basics of this method can are depicted in Figure 31. 

 

Considering a vision sensor with depth filter and its parameters perspective angle 

  in degrees, x and y resolutions (rx, ry)  in pixels, the angles that form the pixel 

coordinates of the POI with respect to the vision sensor can be calculated using (9) (the 

equation of θ was used in the computation of POI without sensor information to simulate 

the pointing angle in the simulation environment).  

 

 
Figure 31. Illustration of POI computation with external sensor data. 
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Where  and 
2 180

y

x

r

r

 
       represent the half perspective angles with 

respect to x and y in radians.  

The real world vector of coordinates of the pointed POI  3x1W x y z  can be 

calculated by 3x1 3x4 4x1W M P  , where M3x4 is the transformation matrix of the vision 

sensor and P4x1 = [x’ y’ z’ 1]T the coordinates vector of the POI relative to the vision 

sensor, given by (10) 
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                              (10) 

 

being the parameters Znear and Zfar the planes of the vision sensor field of view in 

meters. 

 

2. Simulation Results 

Following the same simulation process described already in this chapter, we 

performed the pointing simulations using external sensor information.  
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A total of 383 simulations were performed: 166 for non-cluttered conditions (i.e., 

pointing to the first building in the field of view without any building in front), and 217 

for cluttered conditions (i.e. pointing to a building behind the first building in the field of 

view). 

The simulations performed resulted in a distance error in non-cluttered conditions 

of 0.95±0.09m with respect the ground of truth. For cluttered conditions this distance 

error was 1.24±0.28m. 

As it was expected, the distance error is lower than the intersection method 

presented before because there is more information available (depth information). In 

addition, no errors were detected in the POI identification (i.e. the computed POI always 

hit the target). However, as we already saw in this chapter, a real world scenario is 

subject to more sources of noise and inaccuracies. For this reason, as it will be explained 

in Chapters VI and VII, a disambiguation step is needed. 

Figure 14 also illustrates a result of the POI computation using external sensor 

information. 

 

D. POI information retrieval 

Once the coordinates of target POI are calculated, it is possible to retrieve relevant 

information about it, such as type of POI, opening hours, or other. As it was already 

explained in this chapter, the coordinates of the POI can be used to pull information from 

an annotated map. 
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However, as in Chapter I it was assumed that our car would have some HUD 

technology available, it could be possible to retrieve information directly from the 

projections of the HUD, for example, color information of the target POI. 

By using the RGB information of the pointed pixel of the HUD and functions of 

the machine vision toolbox developed in [123], the color of the POI of our simulation 

environment can be added to the final structure of the user command. In this way, as it 

will be explained in Chapters VI and VII, the dialog feedback system can use this 

additional information to confirm or disambiguate the intended user command. 

Table 5 shows an example of this command structure. As it can be seen, the color 

information is included in it. 

 

E. Summary 

This chapter focused on answering the Research Question 1 of this dissertation. 

First, a method for POI computation when the target POI is out of the sensors range was 

developed. This method was based on the intersections of pointing rays over the time of 

Table 5. Example of command structure with POI color information. 

Command structure 

trigger: 'OK CAR' 
       task: 'GO' 
   location: 'THERE' 
     object: '' 

POI_x: 5.4030 
 POI_y: -8.8726 

  POI_color: 'yellow' 
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the pointing gesture process. In this way, these intersection points were used to calculate 

the coordinates of the target POI.  

A total of 383 simulations were performed: 166 for non-cluttered conditions (i.e., 

pointing to the first building in the field of view without any building in front), and 217 

for cluttered conditions (i.e. pointing to a building behind the first building in the field of 

view). 

The simulation results showed that the distance error of this method with respect 

to a ground of truth was 2.67±2.45m for non-cluttered scenarios and 4.10±2.90m for 

cluttered scenarios. In addition, this method was more accurate than the traditional POI 

computation based on pointing rays, improving the total accuracy by 36.25%. 

13 valid data collection experiments were performed by the author of this 

research: 7 of them for non-cluttered environments, and 6 for cluttered environments 

The limited number of real world experiments showed that the proposed method 

was 16.25% more accurate than the traditional POI computation based on pointing rays. 

However, due to current instrumentation limitations in the data collection experiments, 

this accuracy differs from the one resulting from the simulation results. Moreover, real 

world experiments may be subject to more sources of noise and inaccuracies. For 

example, small differences in pointing angles may result in large lateral errors when the 

distance to the target POI increases. In Chapter I it was assumed that the car would be 

equipped with the needed instrumentation elements and HUD technology to provide the 

proper visual feedback to the user. This would mitigate the pointing issues and assist the 
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user during the pointing process. Moreover, in Chapters VI and VII a dialog feedback 

method will be presented to potentially solve these POI ambiguous results. 

The second part of this chapter presented a POI computation method for target 

POIs that are in the range of the sensors of the car. The simulation results showed that 

this method was able to identify the target POI correctly, with a distance error with 

respect to the ground of truth of 0.95±0.09m for non-cluttered conditions and 1.24±0.28m 

for cluttered ones. The presented simulation was based in the information provided by a 

vision sensor with depth filter as described in Chapter IV. However, in more complete 

scenarios, this information could be complemented by using the point cloud formed by 

other vehicle sensors, such as LIDAR or radar. 

 

The system developed in this dissertation is based on voice and pointing gestures. 

Once the POI challenge has been solved, next chapter analyzes the role of voice 

commands in the command structure creation and in the dialog feedback system to the 

user for solving potential command conflicts and keep the user informed about them. 
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VI. CHAPTER SIX: THE ROLE OF VOICE TO CREATE THE COMMAND 

SEMANTICS AND DIALOG FEEDBACK TO THE USER 

A. Introduction 

The other component of the command structure described in Chapter IV is the 

voice part of the command. This part has the objective of complementing the POI 

computation in such a way that, depending on the command semantics, the vehicle can 

perform the corresponding tasks. 

Chapter III described how some research related with the control of the steering, 

acceleration and braking of an autonomous car by means of different interaction 

techniques such as eye tracking [92] or brain control interfaces (BCI) [93] was 

performed. These interaction modes were identified as exhausting by the researchers. In 

addition, no real control to the user is given: these approaches do not allow the user to 

make spontaneous decisions over the autonomous route, more than steering, accelerating 

or braking. Moreover, these commands did not analyzed the role of their semantics in the 

driving environment and the feasibility of the command in terms of traffic rules 

compliance or safety is not analyzed. The development of the system of this dissertation 

requires to identify a target POI in the vehicle’s surroundings (analyzed in Chapter V) 

and process the semantics of the control command in order to update the corresponding 

autonomous path and evaluate its feasibility in terms of safety and traffic rules. This 

makes the development of this system a more complex problem than the research 

referenced previously. 
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In the field of mobile robots guidance and robots teleoperation, research has 

shown how to calculate target POI using pointing gestures and voice commands, so the 

robot can move towards it [95]-[97]. However, in these studies, the human is usually 

facing the mobile robot and the testing scenario is well-known and structured. In the case 

of the research in this dissertation, the human operator is inside the vehicle-robot, adding 

complexity to the problem. 

Dialog systems based on natural language have been used in the automotive field 

to communicate with drivers in a natural way [83]-[86]. However, this research is mainly 

focused on secondary functions of the vehicle. In the field of robotics, dialog feedback is 

also used, for example, to teach the robot new tasks [101], or to give directions to a robot 

[141] in structured scenarios. The presented research involves a more complex scenario, 

where a dialog system must provide means to disambiguate potential POI or commands 

conflicts, before a command can be executed. 

This chapter elaborates on the role of voice interaction as a means to provide 

semantics to the command as well as stablish a dialog feedback system to solve potential 

conflicting situations. In particular, it answers the Research Question 2: How can voice 

and pointing gesture commands be combined to form a semantically complete command 

to the autonomous vehicle and give the proper feedback for conflicting situations such as 

POI identification ambiguity or not feasible user command?  

The first part of this chapter presents a proof of concept of a system that combines 

voice and pointing gesture commands. 
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Afterwards, this system is further developed in the simulation framework 

described in Chapter IV. This includes a dialog feedback system to disambiguate 

potential conflicting situations. As it will be described in Chapter VII, an adaptation of 

this feedback system also improves the accuracy of the POI computation presented in 

Chapter IV. 

 

B. Command structure implementation 

Based on the command structure defined in Figure 5 of Chapter IV, this part of 

the chapter implements it. First, a proof of concept of the system, depicted in Figure 32, 

is implemented. Second, this system is developed using the simulation framework 

described in Chapter IV. 

 

1. Proof of concept 

The objective of this proof of concept is to showcase how a user can command an 

autonomous car by means of a command structure based voice and pointing gesture 

commands. However, to be able to implement it, several building blocks of the system 

architecture described in Chapter IV were implemented. In particular, those red-dotted in 

Figure 32. 



 81 

 

In this case, the prototype was set up in small scale, using a driving simulator 

laboratory and a robot that acted as the autonomous car (Figure 33). 

 

 

 

 

 

 

 

 
Figure 32. Implemented modules in the proof of concept. 
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The main parts of the prototype are described in the following subsections. 

 

a. Vehicle Interior mock-up 

The main objective of the vehicle interior mock-up is to simulate how a user 

would interact with the voice and pointing gestures system inside a car without any 

control elements such as steering wheel and pedals.  

The vehicle interior mock-up counts with a dashboard concept frame without 

steering wheel, designed and constructed as a hollow box that can hold displays and other 

 
Figure 33. Proof of concept set up. 
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HMI (Human Machine Interaction) devices. This platform provides the flexibility needed 

to implement and test new HMI concepts in the future. For this prototype, three displays 

were set up.  

A moving seats platform in combination with the dashboard provides an open 

layout to further test the interaction flexibility of the voice and pointing gesture 

commands in future prototypes. 

The multimodal interaction interior sensors are formed by a Microsoft Kinect 

Sensor. This, along with the Microsoft Kinect SDK [126] provides the capability of 

prototyping multimodal interactions based on voice and gestures. 

The target of these pointing gestures is a projector display that acts as the 

vehicle’s windshield. The robot streams video to the display, so, as it will be explained, 

the user points to it in order to identify the target POI. 

Finally, the ‘vehicle intelligence processor’ is formed by a computer which 

receives the streaming images from the robot, process the multimodal voice and gesture 

commands, and transmits them to the robot. The streaming images are captured using 

EmguCV [142]: a C# wrapper of the computer vision library OpenCV [143]. 

As it was already mentioned, the robot acts as the ‘autonomous vehicle mockup’, 

which is explained in the next subsection. 

 

b. Autonomous Car Mock-up 

A robot based on the Arduino platform [144] was used as the autonomous car 

mock-up. It was selected because every element in the platform was freely available, 
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open-source and it facilitated the prototyping of the system. This robot counts with a low-

cost stereo camera (Minoru 3D [145]) which acts as the autonomous car external sensor. 

The images captured by this camera are streamed to the vehicle processor (a desktop 

computer in this case). In this way, when the user points to a point of that image, a POI is 

calculated and the corresponding command is transmitted via a wireless connection to the 

robot. Due to latency issues, the images from the stereo camera are transmitted via USB 

instead of using a wireless link. However, in a real car implementation, this transmission 

would be done via the buses of the vehicle. Thus, this is not considered a major issue for 

the prototype implementation, which is explained in the next subsection. Moreover, the 

user of the depth information provided by the vision sensor was studied in Chapter V and 

used in our simulation framework. 

 

c. Voice and pointing gesture system prototype implementation 

As it was explained, a full implementation of the proposed system requires a set 

of inputs, software implementation and interaction with other systems/controllers of the 

car. For this stage of the research, we showcased the red-dotted blocks of Figure 32. 

A wireless link between the ‘vehicle processor’ (ECU) and the robot (autonomous 

car) is created in order to exchange data between them. In a real world scenario, this link 

would be created through the buses of the car. The robot is continuously sending to the 

processor images of the environment captured by its stereo camera. Due to the high 

latency experienced, this link was finally done through a USB connection. These images 

are displayed in the projector, which simulated the windshield of a real car. In addition, 
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acting as the sensor fusion block of Figure 32, a layer of stereo image is processed using 

a block matching algorithm [146]. In this way, when a user is pointing to a pixel in the 

projected image (the simulated car’s windshield), the information of that point (pixel 

position) will also include the distance of the robot to the pointed object (depth Z of the 

pixel). Using this POI position information, we can later calculate a triangle which will 

determine the heading direction of the robot as well as its distance to the POI. This is the 

prototype version of the external POI identification module. A proper version of this 

module was described in Chapter V related to Research Question 1. 

The stereo vision algorithm was implemented using EmguCV [142]. However, at 

the time of the proof of concept implementation, the disparity maps provided by the 

stereo vision algorithm had considerable noise. This prevented to use them in the proof of 

concept. However, as we have just mentioned, this is covered in Chapter V. 

In order to capture the voice and pointing gestures of the user, the speech and 

gesture engine modules were developed using Microsoft Kinect SDK [126]. A grammar 

was created in order to correlate the voice signals with the final command structure 

depicted in Figure 5. The system is constantly monitoring audio signals in order to detect 

the trigger command «OK Car», which is also defined in the grammar. When this 

command is identified, the rest of the command structure is analyzed and the gesture 

engine detects the human body joints in order to form the pointing vector. This 

information is used by the external POI identification module to calculate the target 

location the user is pointing to. 
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Finally, the command constructor module creates the command that will be 

transmitted to the robot. Based on triangulation calculations direction, angle and distance 

to follow are transmitted to the robot. The action to perform is also transmitted. These are 

some command use cases for this proof of concept:  

 

 «OK car + stop + pointing gesture + there»  

 «OK car + take + pointing gesture + that exit»  

 «OK car + turn + pointing gesture + there»  

 «OK car + go + pointing gesture + there»  

 

This proof of concept, which overall sequence diagram is shown in Figure 34, 

shows how a command structure based on voice and pointing gestures can be 

implemented in order to communicate on-route spontaneous decisions to an autonomous 

car. Thus, being an important outcome to answer Research Question 2. 
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2. Voice Commands in simulation framework 

The voice and pointing gesture command structure to ‘command’ an autonomous 

car presented in this research was showcased in the proof of concept described in the 

previous subsection. However, this did not include any path planning and path following. 

Thus, the focus of this section of the dissertation is to integrate the voice and pointing 

 
Figure 34. Proof of concept sequence diagram. 

 



 88 

gesture information in the same command structure, so that the vehicle can perform the 

corresponding command by updating its pre-defined autonomous path. 

 

a. Speech recognition engine design 

The speech recognition engine, developed using the library System.Speech [121] 

makes use of custom built grammars that were created for this dissertation. In this way, 

when a user performs a voice command, this is compared against the corresponding 

vocabulary, depending on, as we will describe in Chapter VII, what is the state of the 

system. In particular, the following grammars were developed using the W3C 

Recommendation “Speech Recognition Grammar Specification” [122]. 

 

1) User command grammar 

This grammar (Figure 35-Figure 39) is used for recognizing the voice part of the 

command structure described in Figure 5. In this way, its semantic output combined with 

the target POI information results in the final user command structure. Although in a final 

implementation the voice and pointing gesture parts of the command can happen in 

parallel (similar to the work presented in [147], [148]), this dissertation presents them in 

sequence for simplification purposes. For example, the voice command: “Ok car, could 

you please go there”, will recognize “OK car” as the trigger, “go” as the task and 

“there” as the location. In this case, “could you please”, is the GARBAGE part of the 

command, i.e. any spoken token that should be ignored by the speech recognition engine. 
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In addition, the object part is optional. In this way, natural voice commands can be 

performed and recognized. An example of this process is depicted in Figure 40. 
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Figure 35. User command grammar overview. 

 

 
Figure 36. Trigger part of user command grammar. 

 

 
Figure 37. Task part of user command grammar. 

 

 
Figure 38. Location part of user command grammar. 

 

 
Figure 39. Object part of user command grammar. 
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2) Colors grammar 

This grammar (Figure 41) is used as part of the dialog feedback system module. 

In case of target POI ambiguity, via the dialog feedback system the user will be able to 

specify the target POI he/ she is referring to. 

 
Figure 40. Speech recognition process example. 

 

 
Figure 41. Colors grammar. 
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3) Confirmation/ rejection grammar 

This grammar (Figure 42 and Figure 43) is used to either confirm or reject the 

command performed by a user. As it will be described in Chapter VII, if the user rejects 

the command, he/ she can do it by directly rejecting it, reject it by color (the POI 

computation module failed to detect the correct target POI), by task (the voice 

recognition module misunderstood the task semantics), or by color and task (POI 

computation and voice recognition failed). In these last cases, the user would be able to 

update the color and / or task of the corresponding command, correcting it. It is important 

to note that the task and color parts of the rejection part of this grammar (Figure 43) are 

optional and have the same structure of the grammar parts of Figure 37 (for task) and 

Figure 41 (for color). 

 

 

 
Figure 42. User confirmation/rejection grammar overview. 

 

 
Figure 43. Rejection part of the confirmation/ rejection grammar. 
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b. Command constructor module 

In Chapter V we described how the POI computation module calculated the 

coordinates of the target POI. In this chapter, the voice recognition module has been 

described.  

Once the target POI coordinates are calculated, the system combines them with 

the information extracted from the user’s voice command part. Table 6 shows an example 

of the structure created from the command «OK car, go there», where POI_x and 

POI_y are the real world coordinates of the pointed POI with respect to our 3D 

simulation environment coordinate system and POI_color is de detected POI 

characteristic of the target POI. 

As it was already mentioned during this dissertation, some challenging situations 

may happen when the user performs a command. Such is the case of voice command 

misunderstanding, POI computation ambiguity or command not feasible in terms of 

safety and traffic rules compliance. For this reason, a voice based dialog feedback system 

needs to be developed. In this way, by means of a user-car dialog, the challenging 

situation can be solved. The next subsection explores this dialog feedback module. 

Table 6. Example of command structure. 

Command structure 

trigger: 'OK CAR' 
       task: 'GO' 
   location: 'THERE' 
     object: '' 

POI_x: 5.4030 
 POI_y: -8.8726 

  POI_color: 'yellow' 
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C. Dialog feedback system 

The second part of Research Question 2 consists on the implementation of a 

dialog feedback system to help to solve conflicting situations such as POI ambiguous 

computation or not feasible command in terms of safety and traffic rules compliance. As 

it will be explained in Chapter VII, the dialog feedback system to the user is based on the 

different states outputs of the level structured FSM that constitutes the whole system 

presented in this dissertation. In this way, depending on the system state, different 

feedback messages and voice recognition grammars (such as the ones described in this 

chapter) can be enabled and disabled. Figure 44 shows the basic process of the feedback 

creation. Depending on the system states or on other system events, a message is formed 

and transmitted to the systems voice synthesizer so that the voice feedback can be 

generated. 

 

 

 

This dialog feedback module, combined with the speech recognition module, help 

the car (system) and the user to collaborate to solve potential conflicting situations. 

 
Figure 44. Dialog feedback creation 
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In this dissertation the following dialog feedback use cases are explored: 

 

1. Voice command not recognized 

When a user performs a voice command and the speech recognition engine cannot 

recognize it with enough confidence level as part of the enabled speech recognition 

grammars, the car asks the user to repeat it by giving the following voice feedback: I 

did not understand it. Could you repeat it? In this way the user 

could repeat again the intended voice command and is aware of the system state of 

command misunderstanding. 

 

2. Voice command recognized 

When the voice command performed by the user is recognized with enough 

confidence level, the car informs of this situation to the user, so that he/ she can perform 

the pointing gesture. Figure 45 shows how the feedback message is formed based on the 

recognized command semantics. In addition, as it will described in Chapter VII, this 

feedback is triggered when the system is in the 2nd level state voice and no command has 

been recognized yet. It is important to note, as it was stated in Chapter IV, that the voice 

and pointing gesture part of the command can happen in parallel. In this case, this 

message would be triggered if no pointing command is detected during the command 

recognition part. In this dissertation, for demonstration purposes, this process is 

structured as a sequence; thus, this feedback is triggered every time a voice command is 

recognized.  
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3. POI disambiguation  

It is possible that the POI computation module detects more than one potential 

target POI. In this case, the system will ask the user what would be the correct POI, 

taking into account a POI property. In this case, color was used as the main POI property. 

However, other could be added (in addition to add them to the corresponding voice 

recognition grammar).  For example, as it is depicted in Figure 46, the car may ask to the 

user Are you referring to the blue or red building? because it 

detected two potential target POIs. In this way, the user can tell (using voice) the correct 

building color and the system will search it in its potential target POI list and set the 

correct target POI coordinates. The color voice command selected by the user is 

processed in the speech recognition engine by checking the Colors Grammar described 

previously in this chapter. 

As it will be described in Chapter VII this feedback is triggered when the system 

is the 3rd level state waiting_poi_color (in general, for each POI property to be confirmed 

there should be a state). If the user and the vehicle dialog reach to a valid POI solution, 

 
Figure 45. Command recognized feedback. 
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the system will transition directly to the 4th level state command_confirmed. If the user 

specifies a color that was not in the potential POI list, the system will notify to the user 

with the following message: Sorry, the color was not in the list. 

Waiting for new command. In that moment, the system will wait for a new 

command while the vehicle is following the original path. 

 

 

A simplified case for this feedback is the one related with Research Question 1. 

In order to solve POI computation inaccuracies presented in Chapter V, the system only 

prompts a message informing the POI that has been detected, being its properties color or 

name, depending if the feedback is provided for simulation or real world experiments. 

 

 

Figure 46. POI disambiguation dialog. 
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That is, in these particular cases the system does not provide voice feedback, because the 

scope was to determine if an additional confirmation step was able to solve the POI 

inaccuracies. This will be further described in Chapter VII.   

 

4. Command confirmation request 

In the case the system detects a single potential target POI, it will ask the user for 

confirmation. In this way, the user is aware of the command the vehicle intends to 

perform and can confirm, reject or correct it. Figure 47 shows an example of this. When 

the system creates a temporary command, it asks the user for confirmation: Did you 

mean GO to the yellow building? As it will be described in Chapter VII this 

message is created when the system is in in the 4th level state waiting_confirmed. 

 

 

 

 
Figure 47. Command confirmation feedback. 
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5. Command confirmation / rejection / correction by the user  

Once the system asked for command confirmation, the user can either confirm, 

reject or correct (color, task or both) the command. If the user corrects the command (for 

example, No, the blue one) the system will ask one last time for confirmation 

(Did you mean GO to the blue building?). If the user rejects the command 

this second time, the car will start to listen for new commands again while following the 

pre-defined autonomous path. The reason for this limited number of confirmation 

requests is to avoid infinite dialog feedback events. Figure 48 shows some examples of 

this case. Chapter VII will describe the command update process depending on the user 

feedback response. In addition, this message is created when the system is in in the 4th 

level state waiting_confirmed. 

 
Figure 48. Command confirmation, rejection, and correction dialog. 
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If at the moment of the command correction process the user wants to update the 

detected POI color and this is not in the field of view of the vehicle, the system will 

generate the corresponding feedback and will wait for a new command: I cannot 

find the <updated_color_name> building. Waiting for new 

command. If the color is in the vehicle’s field of view, color filtering functions available 

in the computer vision toolbox used in this dissertation [123] are applied, so that the 

correct building can be identified and its coordinates calculated (based on the centroid of 

the filtered building area). 

If the user confirms the command, the following feedback will be generated: 

Command confirmed. Executing. Waiting for new command. This 

feedback is triggered when the system is in the 4th level state command_confirmed. 

On the other hand, if the command is rejected, the system will generate the 

following feedback message: Command rejected. Waiting for new 

command, and will reset its states to listen to new commands, as it will be explained in 

Chapter VII. 

 

6. Feasibility analysis feedback 

As it will be described in Chapter VII, the feasibility of the command it is 

analyzed in terms of traffic rules compliance (i.e. we assume that if the command does 

not comply with traffic rules, it is not safe). In this way, if the result is negative, the 

system will give the proper feedback to the user. Figure 49 shows this process. As it is 
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shown, the message is formed taking into account the task part of the command and the 

conflicting traffic situation resulting from the feasibility analysis module.  

 

D. Additional system modules 

To complete the system simulation framework described in Chapter IV, the 

following additional modules were implemented. This subsection shows as well how the 

pre-defined autonomous path can be modified depending on the semantics of the user 

command. 

 

1. Path following module 

In order to make the vehicle follow the defined path, a PID controller was 

implemented following the method described in [149]. Although other path following 

approaches are possible [150], [151], the one used in this research was chosen due to its 

simplicity. 

 
Figure 49. Feasibility analysis feedback. 
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Considering a vehicle defined by its bicycle model and a matrix of path 

points 2nxP ; the scheme of Figure 50 shows the relations between the vehicle position 

and the segments of the track to be followed. 

 

 

The Cross Track Error (CTE) (i.e. lateral error) can be defined as: 
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The steering angle θ needed to minimize the CTE is given by: 

 
Figure 50. Path following overview. 
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For this particular case, using the heuristic method, KP=2.5, KD = 5.5 and KI = 0 

were considered. 

If 1u  , the vehicle is switching from a path segment to the following one; thus, 

changing the set of path points used in the controller. This variable can be defined as, 
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In addition, for this particular case, a constant speed of 3 m/s was considered.  

As it was described in Chapter IV the execution of this controller involves a 

synchronization between processing and 3D simulation environments. While the 3D side 

provides the vehicle position and orientation at each simulation time, the processing side 

sets the calculated steering angle θ and velocity (a constant value of 3 m/s in this case), so 

the vehicle in the 3D environment side can move. This vehicle follows a simplified 

version of the Ackermann car model [118] shown in Figure 51.  
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Where, 
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Using this approach, the autonomous vehicle can follow a defined path, which is a 

needed step to be able to simulate the system presented in this dissertation. 

 

 
Figure 51. Simplified Ackermann model. 
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2. Path update module 

Once the user confirms the command, a new path is calculated based on the target 

POI coordinates and the task indicated in the command.  

In this way, given the original path Poriginal={Cstart,…,Cend}, where Cstart and Cend 

are its start and end coordinates, two options are possible. When a user performs a GO 

THERE or STOP THERE command, a new path is calculated by the path planning 

module of the 3D environment side in such a way that Pnew = {Ccar, …, CPOI}, where Ccar 

is the current car position and CPOI are the coordinates of the target POI. Figure 52a 

shows an example of this case. The vehicle starts to follow its original path (red line) in 

the ‘Start’ position. While the red diamond corresponds to a calculated POI of a 

command that was rejected, if the user performs and confirms another command, a new 

path (blue line) is created and followed (green dotted line) until the vehicle reaches the 

new POI (end of path). 

In the case a user gives a TAKE THAT EXIT or TURN THERE command, the 

new calculated path has the form Pnew={Ccar, …, CPOI, …, Cend}. In this way, the car 

navigates towards the target POI coordinate CPOI and continues its path to the original 

path end coordinate Cend. Figure 52b shows an example of this case. For this particular 

scenario, the calculated POI (black diamond) is the landmark where the vehicle has to 

turn, continuing afterwards to the original final destination. 
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The basic scheme of the new path landmarks formation depending on the 

command semantics is depicted in Figure 53. 

 

 

 

 
Figure 52. Examples of path updates: a) 'Go there' command; b) 'Turn there' command 

 

 
Figure 53. New path landmarks creation depending on command semantics. 
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Finally, the result the path planning module is a matrix of path points 2nxX  . 

These path points can be converted into a ‘drivable’ smooth path, resulting in a 

smoothed path points matrix 2nxY   such that [149], 

1 1.( ) .( 2 )

where,
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      (16) 

 

 

E. Results 

The simulation framework described in Chapter IV was executed in order to 

analyze the performance of the speech recognition engine and dialog module of this 

chapter. 

A total of 84 experiments combining all the voice recognition grammars and 

dialog feedback events explained in this chapter were performed.  

The speech recognition engine reached an overall combined accuracy rate of 

79.5%. A major factor (88.5%) that influenced the potential inaccuracies in the speech 

recognition process was the inclusion of the GARBAGE items (words) of the grammars 

described in this chapter. The objective of this GARBAGE is to make the speech process 

more natural to the user. For example, a user may find more natural say “No, I meant the 

red building” than “No, red”. The speech recognition engine, then, filters the 

GARBAGE and only recognizes the important parts of the sentence (“No”, and “red” in 

this case). However, it was found that this affected the accuracy of the recognition 

process, as the GARBAGE parts may be confused by actual words that the speech 
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recognition system has to recognize. Other sources of voice recognition inaccuracies are 

related with words that may have similar pronunciations (for example, green and grey). 

Thus, as it will be mentioned in Chapter VIII other speech recognition engines may be 

used in future implementations. 

In Chapter IV the system command structure was described (Figure 5). The 

creation of this command structure by the speech recognition engine and the gesture 

recognition engine lead to the successful creation of the corresponding command. If the 

command was confirmed by the user, the new path was always successfully calculated 

and followed, as depicted in Figure 52. 

Experiments were also performed to test the POI disambiguation and Command 

confirmation / rejection / correction dialog events, and how the system recognized and 

updated the corresponding command structure. 

In the case of POI disambiguation dialog, presented in Figure 46, when the 

system detects more than one potential POI, the system was able to find the find the 

correct POI in its potential POI list every time the semantics of the user reply to the 

system feedback were recognized (80%), and calculate and follow the new created path. 

In the case of command confirmation / rejection / correction dialog, the semantics 

recognition corrected colors lead to a correct new POI calculation 73% of the times. The 

remaining times, the functions of the computer vision toolbox used in this research [123] 

had issues to filter the correct building color. This could be solved by adding more color 

RGB codes to the corresponding functions and is not considered a problem in this 

dissertation, as its objective is not to provide a color filtering system, just make use of it. 
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However, adding more colors, means add them to the colors grammar of Figure 41, 

adding more complexity to the recognition process. By using annotated maps, as the one 

described in Chapter V, with color as a map element property, the use of computer vision 

to disambiguate the potential POI can be avoided. This will be explained in Chapter VII. 

If the user corrected the task part of the command, this was properly updated all the times 

the semantics of the task were recognized. 

Finally, all the command structures created by the combination of voice and 

gestures, and the dialog feedback messages were successfully created for all the 

simulations. Moreover, the dialog feedback module allowed the user to be aware every 

time of the system status. 

 

 

F. Summary 

This chapter focused on answering the Research Question 2 of this dissertation. 

First, a proof of concept was developed using a set up based on a driving simulator, an 

Arduino robot platform [144], a low cost stereo camera [145], and a Microsoft Kinect 

sensor [126] (Figure 33). This proof of concept showcased how a user could command an 

autonomous car by means of a command structure based on voice and pointing gestures. 

The second part of this chapter focused on the development of the voice 

recognition engine and the associated speech recognition grammars. In this way, the 

semantics of the user voice commands were combined with the target POI coordinates 

computed in Research Question 1 to create the system’s command structure. This 

command allowed to update the autonomous path of the car, depending on the semantics 
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of the task that the user intended the car to perform. Some final results of this process 

were depicted in Figure 52. 

In addition, other grammars where defined to be recognized when the dialog 

feedback system module asks the user for command or POI clarification. Of the 84 

experiments performed, the voice recognition accuracy was 79.5%, which lead to the 

correct command creation, correction if needed and its corresponding path update. 

This demonstrates how a voice based dialog feedback system is needed to solve 

potential conflicting situations such as negative result of the feasibility analysis module 

or POI disambiguation, and make the user aware of the system state. 

 

As we already mentioned, the system of this dissertation is designed as a level 

structured FSM in order to be able to handle any event that lead to its corresponding 

dialog message to the user. This is analyzed in the next chapter. 
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VII. CHAPTER SEVEN: LEVEL STRUCTURED STATE MACHINE TO HANDLE 

CONFLICTING SITUATIONS 

A. Introduction 

This chapter elaborates on Research Question 3: How can this system be 

designed so that it can handle conflicting situations such as feasibility of the command or 

POI ambiguity?  

Chapter VIII described the role of the dialog feedback module to give information 

to the user about the system state, as well as to solve via a dialog, potential ambiguous 

and challenging situations, such as command not feasible in terms of traffic rules 

compliance, ambiguous POI computation, or confirmation / rejection of the user 

command. 

This feedback is the result of the design of the system as a FSM. The proposed 

system in this dissertation is designed as a level structured state machine, with different 

state levels. In this way, as it will be described during this chapter, the first level is the 

system level which controls the behavior of the system as a whole. In addition, other 

levels control command semantics based on voice, POI calculation and command 

creation. This structure results in a system that can be considered modular and scalable. 

In particular, as it will be described, the 2nd and 3rd level could be exchanged by other 

interaction modes, as long as they keep their basic objective (command semantics 

representation for Level 2 and POI calculation for Level 3). Finally, a feasibility analysis 

module controls the feasibility state of the resulting command in terms of traffic rules 

compliance. 
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Using the simulation framework described in Chapter IV the functioning and 

interactions between each state level are demonstrated. In addition, the use of POI 

disambiguation is showcased for improving the results of Research Question 1. 

 

B. States design approach 

As it was mentioned, the system developed in this dissertation is based on the 

combination of different subsystems, which keep their internal states and trigger the state 

transitions to other subsystems. Designing the system as a level structure state machine 

allows to modular, scalable and flexible. In particular, as it will be further discussed in 

Chapter VIII, other interaction modes could be used with this same structure. For 

example, Level 2 is focused on the command semantics. Although it has been named 

Voice Recognition States level, it could be seen as a Semantics Recognition States. Thus, 

as long as the interaction allows to provide command semantics, this level would remain 

the same and no major changes would need to be applied to them. With regards to Level 

3, its objective is to compute the target POI. Although this dissertation focuses on 

pointing gestures, other modes could be used as long as they allow to calculate the target 

POI. In addition, color was taken as the POI property for POI disambiguation. However, 

other properties would be possible. Thus a more general state waiting_poi_property 

instead of just color would be more appropriate.  Figure 54 shows the main state levels of 

the system design as well as the transitions between them. 
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This part of the chapter describes each subsystem state machine and the 

interaction between them. 

 

1. Level 1: System states 

Figure 55 shows the design and main tasks of the system states. This states 

describe the functioning of the overall system, and it is composed of the following states: 

a) start describes the starting of our system, where the synchronization with our 

simulation framework takes place. Once this synchronization is done, the 

system transitions to the ini state. In addition, all the system states are 

initialized. 

 
Figure 54. System design as a level structured state machine. 
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b) In the ini state the system initializes all the vehicle and sensor parameters. In 

addition, the initial autonomous path calculated by the path planning module 

is received and smoothed, so it can be drivable. This state also executes the 

asynchronous speech recognition engine module, which runs in parallel to the 

rest of the system. Once the initial path is received and smoothed, the system 

transitions to the noCommand state. 

c) The noCommand state performs all the main functions of the system. This 

state triggers the rest of the state machine levels that are described in this 

chapter. That is, this state can be considered the parent of the rest state 

machine levels. This state executes the gesture recognition engine, sensor 

fusion, external POI identification, command constructor, dialog feedback 

and feasibility analysis modules of the simulation framework described in 

Chapter IV. In addition, the path following module is also executed, as well 

as the speech recognition engine (in asynchronous mode). When a new 

command is confirmed and processed, the system transitions to the 

Command state. 

d) The Command state is triggered when a user performs a command, it is 

confirmed and the target POI and command semantics are processed to 

update the vehicle path. The new path is then received and smoothed in this 

state. Afterwards, all the system states are initialized. 

e) Finally, the system reaches its end state when the vehicle arrives to its final 

destination. 
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2. Level 2: Voice Recognition states 

Chapter VI described how the speech recognition engine allows to recognize the 

semantics of a voice-based user command. In order to keep track of the voice recognition 

process, this dissertation designed it as a two states state machine. In this way: 

a) no_voice represents the state in which no command semantics are 

recognized. 

b) When a user performs a voice command and its semantics are recognized by 

the speech recognition engine module, the voice system transitions to the 

voice state, which processes the semantics of the command and triggers the 

execution of the POI calculation state machine level. 

 

 
Figure 55. Level 1: System states. 
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As it was already mentioned, the objective of this state level is to process the 

command semantics. Thus, other interaction modes that allow to process them 

(for example, gesture control or brain signal recognition) could be used. 

 

3. Level 3: POI computation states 

If the system recognizes the semantics of a voice command, and it did not 

received any command request yet (i.e. it is waiting for receiving a new command in the 

form described in Figure 5 of Chapter IV), the POI calculation state machine is triggered. 

This state machine controls the POI computation process. 

a) The no_poi state is in charge of executing the gesture recognition engine 

module. In this way, when the system receives the voice part of the 

command, the user is asked to point to the target POI. As it was described in 

Chapter IV, a real-world implementation of the system would consider the 

voice and pointing as parallel processes (similar to the work presented in 

[147], [148]). However, for simplification purposes, this step was performed 

sequentially in this dissertation.  

 
Figure 56. Level 2: Voice Recognition States. 
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b) Once a user performs a pointing gesture the system transitions to the 

waiting_poi_confirm state. As the pointing gesture is subject to noise, more 

than a potential target POI can be detected, thus having POI ambiguity. In 

this state the system triggers the dialog feedback in order to solve this 

situation. If the system detects that only one POI is possible, it transitions to 

the poi_confirmed state. If the system detects that multiple POI are possible, 

it transitions to waiting_poi_color state. It is important to note that a more 

general development should be able to handle any POI properties related to 

the disambiguation process, and not only the color. Moreover, assuming that 

an annotated map is available, those characteristics should be retrieved from 

it. In this part of the dissertation, we did not assume any annotated map was 

available. Thus, the POI characteristics (color in this case) were retrieved 

using computer vision functions available in [123]. Other disambiguation use 

cases with annotated map information will be described latter in this chapter.  

c) As it was already mentioned, if more than one potential POI is detected the 

system transitions to waiting_poi_color state. By means of the dialog 

feedback system described in Figure 46 of Chapter VI as part of the Research 

Question 2, the system and the user try to disambiguate the selection of target 

POI in the following way. When more than one target POI is detected, the 

system retrieves the colors corresponding to each potential target POI and the 

average coordinates corresponding to them. By means of the dialog feedback 

system described in Figure 46, the system asks to the user what building is he 
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/ she is referring to. In this way, the user can clarify to the system the color of 

the desired building. If this color corresponds to one of the potential building 

colors of the previous list, the system will retrieve its corresponding 

coordinates, construct the command and analyze its feasibility. At that point, 

if the command is feasible in terms of traffic rules compliance, it is assumed 

that the POI is confirmed and the system will directly transition to the 

command_confirmed state described latter in this chapter. If by any reason 

the user says a color that is not in the potential target POIs list, the system 

will inform the user about this, discard the command, and transition to the 

system initial states, ready to wait for new commands. 

d) If the system detects only one potential target POI, it will transition to the 

poi_confirmed state. In this state the system will calculate the POI 

coordinates, construct the command and analyze its feasibility. If the 

feasibility result is positive, the system will transition to the 

waiting_confirmed state. Otherwise, the system will be initialized to its 

initial states, ready to receive a new command. 
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4. Level 4: Command States 

When a voice and pointing gesture command is created, the 4th level of states is 

activated (Figure 58). This level controls the command status. In this way: 

a) not_confirmed state represents a state where no command structure 

(described in Chapter IV) was confirmed. 

b) When a user performs a command and the corresponding structure has been 

created, the system transitions to the waiting_confirmed state. This state is in 

charge of performing the dialog feedback that allows a user to confirm, reject 

or update a command, as it was described in Figure 48 of Chapter VI. 

When a command is created, the dialog feedback system asks the user for 

confirmation. In this phase, the user can either confirm or reject the command. 

If the user confirms it, the system will transfer to the command_confirmed 

 
Figure 57. Level 3: POI computation states. 
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state. If the command understood by the system is not correct, the user have 

the following voice dialog (as shown in Figure 48): 

1) Directly reject it. In this case, the system will initialize all its states and 

will be ready to accept new commands. 

2) Reject it and update the POI properties. It may happen that the system 

miscalculated the POI, resulting in the wrong POI property (color in our 

case). The user can tell the system the correct POI property, so it can be 

updated and the new POI calculated. 

3) Reject it and update the task. It may happen that the system misunderstand 

the intended task. In this case, in the same way as the previous case, the 

user may tell the system to correct it, so the task can be updated. 

4) Reject it and update POI and task. It may happen that the system is wrong 

in POI property and task. In this case, the user is able to correct both, so 

the command can be properly updated. 

After 2, 3 or 4 are performed, the system asks once more for confirmation. If 

the user confirms the new command, the system will transition to the 

command_confirmed state. Otherwise, the system will discard the command, 

initialize its states, and get ready to receive a new command. 

In the case the user target POI color is no longer in the field of view of the 

vehicle, the system will give the proper feedback and discard the command. 

This process is depicted in Figure 59. 
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c) The command_confirmed state is triggered when a user confirms a 

command. This state is in charge of processing the command and transmit its 

corresponding fields to the vehicle path planning module. In this way, the path 

of the vehicle can be updated as described in Chapter VI. This state triggers 

the transition to the 1st level state Command previously described. 

 

 

 

 

 
Figure 58. Level 4: Command States 

 

 
Figure 59. Command confirmation / rejection / update process. 
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This state design approach allowed a successful implementation of the system 

presented in this dissertation, reaching the experimental results described in Chapter VI. 

 

C. Feasibility Analysis Module 

When a user performs a voice and pointing gesture command, it will only be 

executed if it is feasible in terms of safety and traffic rules compliance. The feasibility 

analysis module is executed every time a new command is created. As it will be 

described in this subsection, to demonstrate this module a map database was created 

based on the 3D environment side of the simulation framework described in Chapter IV. 

In this way, certain coordinates were associated with a traffic element type. As it has 

been mentioned during this dissertation, if the user performs a command and the 

feasibility analysis module result is negative, the command will not be performed, the 

proper feedback will be given to the user and the vehicle will keep following its pre-

defined autonomous path. Otherwise, the path planning module will update it. A 

simplified version of the overall process is depicted in Figure 60. 

 
Figure 60. Feasibility analysis modules integrated in the system process. 
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A map database with three tables was created. The corresponding tables are 

presented in Figure 61. 

 

The meaning of the tables in Figure 61 are the following: 

a) Map Element contains the mapped elements of our environment. Every map 

element has a name and an array of coordinates associated. For this particular 

dissertation the map elements are buildings and the associated coordinates 

form the perimeter of the building. 

b) Traffic Types associates coordinates with their corresponding element types. 

For example, in this dissertation four types were defined: intersection, no 

stop, pedestrian crossing, and wrong way.  

 
Figure 61. Map database tables. 
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c) Traffic Rules associates an element type of the traffic type table with its 

corresponding banned task. For example, an intersection is an element where 

stopping is not allowed 

 

Taking into account the map database that was just described, the feasibility 

analysis module defines the feasibility state of the performed command as it is depicted 

in Figure 62. When a user performs a command, it is processed by the feasibility analysis 

module. In this way, the coordinates of the command (target POI) are compared with the 

Map Element table in order to select the closest point in the database. The Traffic Types 

table determines if the selected point has an element type associated. The resulting 

element type is then searched in the Traffic Rules table in order to determine its 

corresponding banned tasks. If any of these banned tasks coincide with the command 

tasks, the command is considered not feasible and will not be executed. This feedback is 

given to the user, as it was shown in Figure 49. 
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D. POI disambiguation process for Research Question 1 

The Research Question 1 of this dissertation (Chapter V) analyzed the 

computation of the target POI coordinates. However, as it was shown the results were not 

100% accurate. In Research Question 2 the topic of POI disambiguation using a dialog 

feedback system based on voice was discussed (Chapter VI). In that case, the feedback 

was demonstrated in the simulation framework described in Chapter IV.  

This subsection describes how two additional POI disambiguation use cases, 

applied to improve the POI computation accuracy of Research Question 1. As it was 

described in this chapter, this POI disambiguation would fit in the 3rd state level of Figure 

54. In this particular case, for simplification purposes, voice feedback was not used, and 

the simplified feedback messages were prompted in the simulation command window. 

 
Figure 62. Feasibility analysis module. 
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1. POI disambiguation based on map database POI property 

The method presented in the first part of Research Question 1 was based on the 

comparison of the calculated target POI coordinates with an annotated map database. In 

this way, the selected map element was the one with minimum distance to the calculated 

target POI. 

For this, a table of the minimum distances of the target POI to each of the 

elements of the map database was created, with their basic fields map element name and 

minimum distance coordinates. Using the method described in Chapter V the system will 

prompt a message with the detected target map element, and a menu with options to the 

user to specify if the selected is the correct map element or it is another one. If the user 

selects another map element, its name will be compared with the minimum distance table 

in order to extract the coordinates of the correct target POI. Figure 63 shows an overview 

of this process. 

 

 
Figure 63. POI disambiguation process by map element name/property. 
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As it is shown, the system detects the orange building as the target POI. However, 

the user specifies that the correct one was the pink one. With this method, as it is depicted 

in Figure 64, the system can correct and update the target POI. 

 

As it is shown in Table 7 this method was able to correct all the POI inaccuracies 

of the simulated part of Research Question 1. 

 
Figure 64. Result of POI disambiguation by map element name/ property. 

 

Table 7. POI disambiguation. Simulation accuracy results. 

POI computation method 
Intersection 

based 

POI disambiguation 

improvement 

Accuracy 

(%) 

Non-

cluttered 
96% (+4%) 100% 

Cluttered 76.5% (+23.5%) 100% 

Total 86.25% (+13.75) 100 
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2. POI disambiguation based on spatial information 

Another method of POI disambiguation developed in this dissertation is based on 

user perceived spatial relation of map elements. In this way, given a map database with 

the fields of Table 8, map element name, coordinate of its center, and polygon 

coordinates (perimeter in this case).  

 

Applying the minimum distance method described in Chapter V, the system 

calculates a potential POI, prompts a message with the detected map element and a menu 

with options to the user to specify if the selected POI is the correct one or it is another 

one (Figure 65).  

 

 

 

 

 

 

Table 8. Map Elements database table. 
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Considering the value of the angle α, it is possible to determine the spatial 

relations of the map elements with respect the pre-selected one, as it is depicted in Figure 

66. 

As it is shown, the system detects the Hangar 1 building as the pre-selected target 

POI. However, the user specifies that the correct one was the one behind it. With this 

method, as it is depicted in Figure 64, the system can correct and update the target POI. 

 

 
Figure 65. POI disambiguation process by spatial relation of map elements. 

 

 
Figure 66. Map elements spatial relations based on alpha angle. 
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As it is shown in Table 9 this method was able to correct all the POI inaccuracies 

of the real world experiments part of Research Question 1. 

 
Figure 67. Result of POI disambiguation by spatial 

relation. 

 

 

Table 9. POI disambiguation. Real world experiments accuracy results. 

POI computation 

method 
Intersection based 

POI disambiguation 

improvement 

Accuracy 

(%) 
Cluttered 33.3% (+66.7%) 100% 
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E. Summary 

This chapter focused on answering the Research Question 3 of this dissertation. 

The state machine design approach presented in this chapter allows to a successfully 

execution of the system presented in this dissertation. This approach enables the 

successful execution of the dialog feedback messages to the user (analyzed in Chapter 

VI), so that he / she can collaborate with the system to solve potential conflicting 

situations, such as POI ambiguity or feasibility of the intended command. In addition, this 

level structured state machine design enables a scalable and modular system in a way that 

it could allow to expand it by using other interaction modalities, as well as POI 

properties.  

The method presented for the feasibility analysis of the user command is based on 

the comparison of the target POI with an annotated map that contains the traffic rules 

associated to certain coordinates of it. In this way, the traffic rules define what tasks are 

not allowed to be performed. If the task semantics of the user command are in this ‘not 

allowed’ set, the result of the feasibility analysis is negative and the command will not be 

executed (and the proper feedback message will be produced). 

Another conflicting situation is related with POI ambiguity or error. In this 

chapter we explored how this ambiguity can be solved in the two scenarios that Research 

Question 1 analyzed. In the simulation scenario a method based on POI property was 

proposed. On the other hand, in the real world scenario a method based on the target POI 

spatial relations was proposed. Both methods used the information available in an 

annotated map and were able to solve all the POI conflicting situations. 
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VIII. CHAPTER EIGHT: CONCLUSIONS AND FUTURE WORK 

 

A. Conclusions 

This dissertation presented a strategy for a multimodal human vehicle interaction 

system based on voice and pointing gesture command to enable users of autonomous cars 

to make and communicate situation awareness decisions to the vehicle, with the objective 

of commanding it towards a target point of interest; modifying, under feasible safe 

conditions, its pre-defined autonomous route. In this way, the interaction flexibility vs. 

user control/spontaneity dilemma that current autonomous vehicles approaches have can 

be mitigated. 

In Chapter IV the system architecture that enabled this strategy was presented, as 

well as its basic functions, building blocks and command structure based on voice and 

pointing gestures. In addition, the simulation framework developed for this research was 

also described. This framework was based on a 3D virtual environment and a system 

processing environment. The 3D virtual environment provided the vehicle model and 

position, sensors (such as visual sensor), and path planning data, which was transmitted 

to the processing environment for performing the main functions of the system. 

Chapter V concentrated on the POI computation challenge. First, a method for 

POI computation when the target POI is out of the sensors range was developed. This 

method was based on the intersections of pointing rays over the time of the pointing 

gesture process. In this way, these intersection points were used to calculate the 

coordinates of the target POI. This method is especially interesting for cluttered 

environments, where more than one target POI may intersect the pointing ray formed 
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during the pointing gesture process. The simulation results identified correctly the target 

POI 76.5% of the times in cluttered environment, while the traditional ray-casting method 

would have failed always.   

The limited number of real world experiments (13 valid collected files: 7 for non-

cluttered and 6 for cluttered environments) showed that the proposed method was 16.25% 

more accurate than the traditional ray-casting based POI computation method. However, 

due to current instrumentation limitations in the data collection experiments, this 

accuracy differs from the one resulting from the simulation results. Moreover, real world 

experiments may be subject to more sources of noise and inaccuracies.  

The second part of this Chapter V presented a POI computation method for target 

POIs that are in the range of the sensors of the car. The simulation results showed that 

this method is able to identify the target POI correctly, with a distance error with respect 

to the ground of truth of 0.95±0.09m for non-cluttered conditions and 1.24±0.28m for 

cluttered ones. 

In Chapter VI the role of voice was analyzed from two use cases. The first one, as 

a mean to extract the command semantics and combine them with the output of the POI 

computation in the same command structure, so that the system can update its pre-defined 

autonomous path depending on the meaning of those semantics. In this way, for example, 

the path update of the command semantics GO was treated in a different way than the 

command semantics TURN. 
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The second use case for the use of voice was related with the dialog feedback 

system as a method to solve in collaboration with the user potential conflicting situations, 

such as POI ambiguity or command not feasible in terms of traffic rules compliance. 

The simulations in this part were performed using the namespaces of 

System.Speech [121]. The functions that this library contains allowed to perform speech 

recognition and synthesis processes needed for the speech recognition engine and dialog 

feedback module. Also, following the W3C Recommendation “Speech Recognition 

Grammar Specification” [122], custom built grammars were developed in order to 

recognize the semantics of the user voice commands, reaching an overall recognition 

accuracy of 79.5%. 

Finally, in Chapter VII the system design approach followed for the development 

of the strategies and system presented in this dissertation was analyzed. A design 

approach based on level structured state machine allowed to create a modular system able 

to handle the conflicting conditions of POI ambiguity and command feasibility, as well as 

provide the proper feedback to the user at all times, an perform the user intended 

commands. 

The method presented in this chapter for the feasibility analysis of the user 

command was based on the comparison of the target POI with an annotated map that 

contains the traffic rules associated to certain coordinates of it. In this way, when a user 

performed a command, the feasibility analysis module checked if the intended task was 

compliant with the traffic rules associated to the target POI.  
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Another conflicting situation was related with POI ambiguity or error. In this 

regards, using the information available in the annotated maps developed in this 

dissertation, two methods were explored to improve the POI computation results of 

Chapter V: one based on map element properties, such as color, and another one based on 

the spatial relation between the map elements. In both cases, all the POI identification 

errors were solved.  

 

B. Future Work 

This research work can be extended in different areas in order to make a more 

robust system.  

The real world is more complex than the simulator framework presented in this 

dissertation. In addition, it is subject to more sources of error. Although in this 

dissertation the gesture recognition error was included in the simulated ‘click based 

pointing gesture’, other errors such as the external sensor errors or vehicle localization 

errors may be included in future implementations. It is considered also interesting to 

include other common modules of the autonomous vehicle architecture, such as 

perception, localization, collision avoidance, behavioral planning, or others. These were 

not included in this dissertation in order to focus on the key objectives of it. However, in 

a more realistic simulation scenario they would be needed. 

As it was mentioned in Chapter V, a more refined instrumentation hardware 

would allow to better perform the pointing gesture experiments in a real world 

experimentation set up. 



 136 

Although the speech recognition engine achieve accuracy rates of 79.5%, it has to 

be recognized that there is room for improvement in this regards. Especially when 

GARBAGE words are included in the speech. The modularity of the system presented in 

this dissertation would allow to test other speech recognition engines [152], [153]. 

As it was mentioned in Chapter VII, the level structured state machine system 

design approach would allow to explore the use of other interaction modes for retrieving 

the command semantics or calculating the target POI. Although in Chapter III of this 

dissertation voice combined with pointing gestures were identified as natural interactions 

modes for human-robot interaction, other interaction modes may be explored. Moreover, 

it could be interesting to even explore commands performed by people outside the car, 

similar to the work done in the field of human-robot interaction [96], [97]. 

It would be interesting to evaluate the proposed system in this dissertation from a 

user perspective. In this way, different experiments can be performed to study the 

potential differences in the way user perform pointing gestures or voice commands. For 

example, it would be interesting to explore the differences between left and right handed 

users, as well as users with different accents. In addition, user experiments may be 

performed in order to analyze the usability and user experience of the proposed system in 

this dissertation, in order to potentially adapt it to the output of those studies. 

Finally, implementing parts of the system presented in this dissertation in a real 

car, with real sensor will give invaluable insight of other future challenges that may arise. 

 

 

 

 



 137 

IX. APPENDIX: EXAMPLES OF SIMULATION OUTPUTS 

 

This appendix provides some examples of the system execution. 

 

A. Command not feasible in terms of traffic rules compliance 

Figure 68 shows an example of a user performing a command that does not 

comply with the traffic rules. In this case, the system informs the user about this 

conflicting situation and asks for another command to try to solve it. As the second 

command is feasible, the system asks for command confirmation. Once it is confirmed, as 

it is seen in Figure 69, the new command is used to update the autonomous path. 

 

 

 

 
Figure 68. Example of command not feasible. 
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B. POI disambiguation 

As it has been explained in this dissertation, it may happen that more than one 

potential target POI are detected by the system. In this case, as it is depicted in Figure 70, 

 

 
Figure 69. Resulting command and path for STOP command. 
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by means of a user-system dialog, this ambiguity can be solved, and the new path created 

(Figure 71). 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 70. POI disambiguation dialog. 
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Figure 71. Result of POI disambiguation. 

 



 141 

C. Correction of POI property: color 

 

Figure 72 shows a dialog where the user corrects the POI property color. As it is 

shown in Figure 73, its new coordinates are computed and the new path is created (Figure 

74). 

 

 

 

 

 

 

 

 

 

 
Figure 72. Correction of POI color dialog. 
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Figure 73. Color filtering to determine the new POI coordinates. 

 

 
Figure 74. Result of POI color update. 
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D. Update command task and POI property (color) 

 

Figure 75 shows a dialog where the user updates the command task and the POI 

color. In this case, as it is shown in Figure 75, the TAKE command sets the new POI as an 

intermediate landmark for the new path. It is also important to note that for this 

dissertation only POI and task were update, thus the semantics of location remain the 

same (however in further scenarios this could be updated as well). 

 

 

 

 

 

 
Figure 75. Dialog for task and color update. 
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Figure 76. Result from task and color update. 
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