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Abstract

In the context of scienti�c computing, validation aims to determine the wor-

thiness of a model in supporting critical decision making. This determination

must occur given the imperfections in the mathematical representation result-

ing from the unavoidable idealizations of physics phenomena. Uncertainty in

parameter values furthers the validation problems due to the inevitable lack of

information about material properties, boundary conditions, loads, etc. which

must be taken into account in making predictions about structural response.

The determination of worthiness then becomes assessing whether an unavoid-

ably imperfect mathematical model, subjected to poorly known input parame-

ters, can predict su�ciently well in its intended purpose. The maximum degree

of uncertainty in the model's input parameters which the model can tolerate

and still produce predictions within a prede�ned error tolerance is termed as

robustness of the model. A trade-o� exists between a model's robustness to

unavoidable uncertainty and its agreement with experiments, i.e. �delity. This

dissertation introduces the concept of satisfying boundary to evaluate such a

trade-o�. This boundary encompasses the model predictions that meet pre-

scribed error tolerances. Decisions regarding allocation of resources for addi-

tional experiments to reduce uncertainty, relaxation of error tolerances, or the

required con�dence in the model predictions can be arrived at with the knowl-

edge of this trade-o�. This new approach for quantifying robustness based on

satisfying boundaries is demonstrated on an application to a nonlinear �nite

element model of a historic masonry monument Fort Sumter.
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1 INTRODUCTION

1.1 Motivation

Analysis of civil engineering structures is increasingly reliant on physics-based compu-

tational models, thanks to capable and expanding computational resources. However,

computational models simply provide approximations of the underlying physics of the

structure. Uncertainties inevitably arise in the de�nition of material properties, sup-

port conditions and loading con�gurations due to lack of knowledge about the system

properties [1�4]. Given such unavoidable uncertainty, the accuracy and precision of

the predictions of these computational models depend on two main factors: (i) how

well the model predictions match experimental observations, i.e. �delity, and (ii)

how well the model maintains �delity under the unavoidable uncertainty, i.e. robust-

ness [5, 6]. It has been demonstrated that �delity to observations and robustness

to uncertainty are antagonistic attributes of computational models [7, 8]. Thus, the

model developer is required to accept sub-optimal, yet satisfactory predictions in or-

der to ensure the model's usefulness (or applicability) in the entire input parameter

domain [9].

Thus, developing computational models of structural systems, keeping both �-

delity to experiments and robustness to uncertainty as the objectives, requires an-

alyzing the trade-o� between these two attributes. Such a trade-o� analysis can

allow the model developer to make decisions regarding allocation of resources either

to reducing uncertainty by performing more experiments or accepting more error in

predictions depending on the importance of the structure and consequence of failure.
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1.2 Problem Statement

Traditionally, input parameters of computational models are calibrated to maximize

�delity of experimental measurements [10�15], thus allowing their treatment as an

optimization problem. However, as [16] have noted, it is common with this approach

to obtain an optimal model that shows large variations due to relatively small per-

turbations in the problem variables. In other words, calibrated models may demon-

strate large variations in their predictions under small perturbations in input param-

eters [2, 7, 8, 17, 18]. The usefulness of such models is limited for systems, such as

historic structures, in which variability (spatial and temporal) and uncertainty (due

to lack of knowledge regarding the system properties) is inherent and unavoidable.

It is, thus, imperative that the computational model that is developed to represent

these structures must be robust to such uncertainty.

1.3 Background Overview

Engineering problems are typically classi�ed as direct or inverse problems [19, 20]

(Figure 1). Direct problem, in the context of structural engineering and mechanics,

may be regarded as the prediction of structural response to known input parameters

[21]. Inverse problem then, refers to inferring the unknown parameters of a system

from known (i.e. experimentally determined) system response [10�13]. Thus, inverse

analysis can be con�gured to supply the system parameters for solving the direct

problem. In literature, the process of �nding solutions to inverse problems appears

under di�erent names, e.g. model updating [22�24], calibration [14,15,25], parameter

identi�cation [26,27], back-analysis [28] etc., depending on the speci�c �eld.

Published studies on inverse analysis in structural engineering applications is pri-

marily aimed at determining the material properties and boundary conditions from

2



Figure 1: Comparison of process �ow in direct and inverse problems.

measurements [25, 29�36] or at determining the damage present in the structural

system [37�41]. The latter is typically achieved by characterizing the damage as a

function of the material properties and/or boundary conditions. In structural engi-

neering, implementation of inverse analysis techniques to determine the loads from

measurements is limited to structural dynamics applications where the impact force is

inferred by measuring dynamic response of the structure [42�45], in a well-researched

�eld of study also known as force reconstruction. In most of the applications of

inverse analysis in structural engineering, the experimental data is either provided

by non-destructive tests on the actual structures or destructive tests on laboratory

models.

Inverse problems may be ill-posed [46, 47]. According to Hadamard's de�nition,

a well-posed problem is de�ned as the one whose mathematical models have the

following properties [48�51]:

3



1. A solution exists

2. The solution is unique

3. The solution is not susceptible to a slight change in the initial condition.

Liu and Han [21] classi�ed ill-posedness of general inverse problems as Type I,

Type II and Type III following a thought process very similar to Hadamard's. Type I

ill-posedness refers to the non-uniqueness of solutions caused due to the problem being

under-posed, i.e. the number of unknowns is greater than number of knowns (second

item in Hadamard's de�nition). Type II ill-posedness is caused due to the insensitivity

of the unknowns to the knowns, which may result in an unsolvable problem or a

divergent behavior of solutions (�rst item in Hadamard's de�nition). Lastly, Type III

ill-posedness is caused due to the excessively high sensitivity of the outputs to noise

or uncertainty in the inputs, or in other words, the solutions are unstable (third item

in Hadamard's de�nition).

Broadly speaking, a computational model of a structural system is composed of

four inputs, namely, the geometry, material properties, boundary conditions and,

loads. The governing equations adopted in the model relate these input parameters

with the output response. Solution of the inverse problem, in the context of this dis-

sertation, refers to identifying a set of model input parameters that results in model

output response that matches experimental observations within speci�ed tolerances

on �delity. Classical parameter identi�cation involves systematically adjusting the

parameters in a model until a desired level of �delity to observations is achieved [12].

In classical parameter identi�cation, as in any inverse analysis, uniqueness of solution

is not guaranteed [20, 21]. Several factors contribute to this non-uniqueness. Firstly,

the measurements are obtained on a �nite number of spatial locations on the system

(i.e. spatial incompleteness), while the system response is a continuous function of

in�nite number of spatial co-ordinates. Also, in the comparison of the model pre-

4



dictions with observations, a low-dimensional �delity metric is utilized (even when

the observation data is large in quantity, it is typically reduced to a manageable size

through data reduction or feature extraction techniques). The low-dimensionality of

the �delity metric makes it susceptible to tightly coupled interactions and compen-

sating e�ects between parameters [52]. Another source of non-uniqueness of solutions

is the uncertainty prevalent in the model predictions as well as the measurements.

In civil engineering applications, the sources of modeling uncertainty are numerous

(refer [53�55]). Uncertainties in the measurements can be attributed to the measure-

ment error and variations in the system response due to uncontrollable environmental

factors. As a result, inverse analysis techniques that are con�gured to �nd determin-

istic solutions that yield optimal �delity to observations cannot a�rm the credibility

of the solution, since the model predictions are not guaranteed to be useful after

considering all the sources of uncertainty. Robustness of the model to handle the

uncertainties is a requirement that is often ignored.

1.3.1 Quanti�cation of Robustness

In this dissertation, robustness of a model is de�ned as the amount of uncertainty

that can be accommodated in the model's input parameters for a desired level of

agreement with experimental measurements. Optimal solutions to inverse problems

that minimize errors are not guaranteed to be the most robust [56, 57]. Analysis

of robustness to uncertainties has been studied in a vast number of �elds including

engineering, mathematics, networks, biotechnology, �nance, social sciences, etc. Ir-

respective of the application domain, the primary motive of robustness analysis is to

study the e�ects of unavoidable uncertainties on the system outputs of interest [58].

In manufacturing engineering, robust design concept [59] was pioneered by Taguchi

in the quality engineering domain for reducing the e�ects of uncertain environmental
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and operational variables on performance and reliability of manufactured products.

Since then, robust design has found application in several �elds including structural

design [60�63]. The objective of robust design in the Taguchi sense is to minimize

the variation of system performance due to variations in the design variables and/or

uncontrollable environmental and operational variables.

Info-gap decision theory (IGDT) is another robust design technique [64,65] that is

fundamentally di�erent from Taguchi methods in that a design is sought that satis�es

a given level of performance under uncertainty. The only information required about

the input variables is their nominal estimates and no assumptions or knowledge on

the error bounds or uncertainty distributions are required. The IGDT approach seeks

designs that are least sensitive to hard-to-control variability while maintaining a given

level of performance rather than designs that minimize performance variability under

uncertainties. While IGDT and Taguchi methods are fundamentally di�erent in their

de�nition of robustness, they do not replace one another.

1.4 Main Dissertation Contributions

This dissertation contributes to the �eld of modeling and simulation in three dis-

tinct ways. First, a novel model evaluation technique is presented that analyzes the

trade-o� between the model's �delity to available experimental measurements and

its robustness to unavoidable uncertainty. Such an evaluation helps model develop-

ers to make decisions regarding a model's usability for the purpose it is meant to

serve. Furthermore, such a trade-o� analysis facilitates the resource allocation ques-

tion of whether to perform further experiments to reduce uncertainty or relax �delity

requirements of the model. An additional probabilistic measure quanti�es the con�-

dence level in the model in making predictions within tolerable error, o�ering another
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degree of freedom for the model developer.

Secondly, the comprehensive process of model development is demonstrated on

a case-study full-scale historic monumental structure, beginning from on-site data

collection to the calibration of model using non-destructive test data. Using this

model, the full-scale engineering application of the satisfying boundary concept is

tested and the practical issues of the application are explored.

Lastly, an approach is developed that can relate structural damage to the struc-

ture's loss in strength in terms of its load-carrying capacity. A novel measure of

structural redundancy is formulated which accounts for the position of damage rela-

tive to the applied operational loads on the structure. The loss in redundancy due to

damage is quanti�ed as the consequent change in the structure's internal load paths

between the load and the supports.

Along with model evaluation, this dissertation provides a thorough account of

the process of model development of existing structures using on-site destructive

and non-destructive tests, which acts as a signi�cant addition to the knowledge base

for computational modeling of historic masonry monuments. The contents of this

dissertation are submitted as four separate articles to peer reviewed journals.

1.5 Dissertation Overview

Chapter 2 contains an overview of the computational modeling techniques commonly

used for evaluation of masonry structures. Some of the subsections in this chapter are

part of a review paper accepted for publication in The Masonry Society Journal [66].

Other subsections are part of a proceeding paper published by EuroDyn [67].

The concept of satisfying boundary introduced in Chapter 3 produces a trade-o�

between the uncertainty in model input parameters and maximum prediction error
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that can be tolerated. A third criteria which is the probability of satisfying is intro-

duced to quantify the con�dence in the model predictions to meet prescribed error

tolerances under uncertainty. The decisions that can be arrived at using the resul-

tant trade-o� analysis are discussed. This chapter also compares some of the existing

model evaluation metrics with the proposed approach. This chapter is conditionally

accepted for publication in Computers and Structures Journal (Elsevier) [68].

The concept of satisfying boundaries is �rst demonstrated on a controlled aca-

demic example which exhibits strict proper continuous behavior. To evaluate the

concept on a non-trivial example a full-scale model of an existing unreinforced ma-

sonry monument is developed in Chapter 4. The process of model development is

�rst detailed, covering on-site experiments, incorporation of the experiments in the

computational model and �nally, calibration of the model to vibration test data. The

model is used to make predictions under di�erential foundation settlement and a qual-

itative metric is de�ned to evaluate the extent of damage. Uncertain input parameters

are calibrated to experimental data gathered via vibration testing with �delity as the

objective. Next, the analysis of trade-o� between robustness and �delity is performed

according to the satisfying boundary concept to assess the usability of the model in

making predictions of response to foundation settlements. Practical considerations

and discussion on decision making using the trade-o� analysis is also provided. The

contents of this chapter have been published in Engineering Structures Journal [69].

In Chapter 5, the computational model of the historic masonry monument de-

veloped in Chapter 4 is used to demonstrate a novel measure of a structure's post-

damage loss in redundancy, which is based on load paths within the structure. Using

this redundancy measure, non-destructive measurement that characterize structural

damage can be related to the remaining load-carrying capacity by developing empir-

ical relationships. This chapter has been submitted to ASCE Journal of Structural
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Engineering [70].

Finally, Chapter 6 provides the conclusions of the dissertation long with the major

�ndings of each chapter. Also, the limitations and avenues for expansion of the study

are given in this chapter.
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2 LITERATURE REVIEW

Much of the world's architectural monuments are survived by their masonry elements.

However, these masonry monuments are continually degraded by the multitude of

physical, chemical and biological processes that subvert their material and structural

characteristics. At critical levels, the degradation caused by these processes may lead

to structural failure and to the ultimate loss of these culturally-signi�cant monu-

ments. Examples throughout the last century include the 1902 collapse of St. Mark's

Campanile in Venice, Italy, the 1989 collapse of the Civic Tower of Pavia, Italy [71],

the 1990 collapse of the Church of Kerksken, Belgium [72]; the 1992 collapse of a bell

tower at the church of St. Maria Magdalena in Goch, Germany, the 1996 collapse of

the Noto Cathedral in Sicily Italy [73]; the 2006 partial collapse of the Maagdentoren

Tower in Zichem, Belgium [74] and the bell tower of the St. Willibrordus Church in

Meldert, Belgium [74]. While failures such as these are typically sudden events, the

preceding processes of material and structural decline tend to be gradual, often going

unaddressed for extensive periods.

The processes of gradual, time-dependent degradation typically occur in three

phases [75] (Figure 2). In the �rst phase, initial instances of material degradation

occur at a local level. In the second phase, degradation progresses in severity and can

spread to a�ect the structural components of a monument. In the third phase, struc-

tural damage caused by gradual material degradation can lead to secondary damage

in an exponential manner and to the ultimate failure of vital structural elements.

In a structural health monitoring framework, damage from the �rst phase may be

imperceivable while detection of that from the third phase may not provide su�cient

time for intervention. Health monitoring and damage assessment should therefore

focus on damage from the second phase in order to provide timely warning of the
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Figure 2: Three phases of continual degradation leading to ultimate failure.

oncoming third phase and the possibility of structural failure.

Historic masonry structures are subjected to a variety of physical processes that

slowly degrade their material composition. Di�erential foundation settlement, a com-

mon problem amongst historic masonry buildings, can pose a direct threat to the

overall integrity of a structure. While the process of settlement does not typically

continue inde�nitely, changes in the local groundwater level or soil moisture content,

nearby excavation activities [76�78], nearby vibration sources (i.e. construction, rail-

roads, vehicle tra�c, etc.) [79�81], and the decay of wood piles (if used beneath the

foundation) can lead to increased foundation settlement long after a monument's ini-

tial construction has taken place and the weight of the structure itself has caused

initial compaction in the soil beneath the foundation.

Given the large weight of historic masonry monuments, creep (a material process

that involves the gradual and permanent deformation under long-term loading) can

contribute to the slow, gradual decline of masonry materials and may ultimately lead

to structural failure [82, 83]. For instance, the collapses of both the Civic Tower of

Pavia (Italy) and the Tower of Maagdentoren (Belgium) are attributed to increased

strains in heavily loaded elements due to creep [84]. Furthermore, temperature �uc-

tuations over several years lead to weakening of the unit-mortar bond primarily due
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to variations in thermal expansion properties and inception of tensile stresses [85].

Persistent, chemical and biological processes also cause gradual degradation of

the composition and durability of masonry materials. In many of these processes,

water is a key factor that can both initialize and sustain the processes of weathering,

ice formation, freeze/thaw cycling, capillary �ow, and biological growth [86�89]. At

the macro-scale, historic masonry buildings may fall under the attack of larger plant

systems [90�92]. The continual growth of these plants, as well as their invasive root

systems, cause stresses in the masonry materials that can lead to pervasive damage.

As the size and complexity of these plant systems grow with time, their damaging

e�ect on masonry structures can worsen.

Preservation of the heritage structures is pivotal in the conservation of the culture

and history of a region for future generations. The assessment of the structural safety

is a major component of any preservation e�ort, which is increasingly reliant on com-

putational modeling. The following section overviews the practices in computational

modeling of historic masonry including the modeling philosophy, obtaining and recre-

ating geometry, material behavior assumptions, element and meshing options, and

calibration of input parameters.

2.1 Computational Modeling of Masonry

Computational modeling historic masonry presents a unique set of challenges, mostly

related to lack of information regarding composition, materials, construction history

and support conditions for de�ning the model's input parameters and geometry. Pa-

rameter values that cannot be obtained directly must be inferred via calibration of the

computational model to match model predictions with experimental measurements.

Notwithstanding, uncertainty in the parameter values cannot be entirely eliminated
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for the following reasons:

(i) Spatial and temporal variation in the masonry material. No two masonry units

in a historic building show the same material properties, given the workmanship and

varying degradation patterns. The properties are also sensitive to moisture level

and ambient temperature. Masonry is essentially a composite of unit and binder.

Since modeling every brick unit and mortar is impractical for full-scale structures,

homogenized material properties have to be assumed over the volume of the structural

components leading to idealization errors [93].

(ii) Lack of knowledge of the structure's interior composition. The internal compo-

sition and degradation characteristics on masonry components is most often unknown

and hard to evaluate. Thus, assumptions often have to be made regarding masonry

that cannot be directly observed. The presence of internal damage adds to this un-

certainty.

Given the current and continuing advancements in computational processing power,

model developers can accommodate this unavoidable uncertainty in the model's pre-

dictions. Therefore, it is only appropriate for the model developer to embrace the

presence of uncertainty and errors in model-based decision making.

Unreinforced masonry exhibit a highly non-linear behavior owing to low tensile

capacity and composite nature. Furthermore, the complex geometries of the curved

members found in most historic monuments makes the use of analytical relations

impractical for full-scale structural analysis. Three-dimensional �nite element (FE)

modeling has proven successful for the non-linear structural analysis of historic mon-

uments due to its capabilities in creating complex geometries, incorporating non-

linear material behavior and utilizing high-performance computational resources for

predicting a wide range of system response and easy visualization of the predicted

results [25,94,95]. Some of the pioneering studies that applied FE modeling to struc-
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tural analysis of historic monuments include [96�101]. The primary di�culties in

development of FE models arise from the selection of modeling type, recreating the

geometry, and selecting material behavior, boundary condition and element formula-

tion. Each of these issues are discussed in the following subsections in the context of

historic masonry structures.

2.1.1 Modeling types

The accuracy of the computational model largely depends on the accuracy with which

the mechanical behavior of the heterogeneous composite masonry is reproduced. In-

deed, the selected modeling type a�ects every subsequent step of the model develop-

ment process. In unreinforced masonry (URM), tensile cracking is the most primary

form of damage. Cracking leads to formations of internal hinges in the structure

and once a su�cient number of hinges is formed, the structure can collapse without

clear visual warning in the form of large deformations. Thus, any modeling approach

adopted for URM must account for cracking of the material.

Three plausible modeling strategies are available to model the masonry com-

posite: (i) detailed micro-modeling, (ii) simpli�ed micro-modeling and (iii) macro-

modeling [102�105]. Detailed micro-modeling provides the most realistic represen-

tation of the masonry assembly by modeling the units and the mortar separately

and assigning independent material properties for the two [103, 106�111]. Detailed

micro-modeling, however, requires the highest e�ort in development of the geome-

try, thus demanding highest computational e�ort, limiting its application to smaller

components of a building such as walls and arches [103]. Micro-modeling is recom-

mended only when local failure modes within structural elements are of interest. In

the simpli�ed micro-modeling approach [112�119], the each unit and the surrounding

mortar is homogenized into a single �ctitious unit, a.k.a. Representative Volume El-
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ement (RVE), with homogenized material properties. Macro-modeling assumes the

masonry composite as a homogenized continuum throughout the structural member,

making no distinction between the masonry units and joints. Macro-modeling is the

most commonly used modeling strategy for full-scale structures owing to its geometric

simplicity and relatively low computational e�ort.

In a comparative study of the three modeling approaches on a model of a scaled

masonry dome [102], detailed micro-modeling was found to be most accurate in the

prediction of load-carrying capacity, sti�ness, and distribution of cracks, while macro-

modeling was the least accurate. Although micro-modeling provides the most ac-

curate predictions, it is computationally intensive, requires hard-to-obtain material

parameters de�ning friction behavior and bond strength. Furthermore, for using

detailed micro-modeling and simpli�ed micro-modeling approaches, two feasibility

conditions must be satis�ed: (i) the bond pattern or RVE is repetitive throughout

the structure and (ii) the knowledge of the masonry bond type beneath the surface

is known. Also, it is not feasible to model every brick and mortar joint separately

for medium to large scale structures. Moreover, additional material parameters entail

additional sources of uncertainty in the parameter values.

Modeling support settlement: This dissertation is focused on the simulation

of foundation settlements of historic structures. Previously, a number of model-

ing strategies have been employed for extracting structural response to settlement.

For instance, [120�122] have used the simpli�ed micro-modeling approach to simulate

foundation settlements in unreinforced masonry structures. The masonry blocks were

modeled as elastic or rigid volumes while the joints are idealized either as frictional

contacts or contact surfaces with tensile and shear strengths governing the separation

of the blocks. Di�erential settlements in masonry buildings have been studied most
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commonly using the macro-modeling approach. For instance, Liu et al. [123] investi-

gated the damage to masonry buildings due to tunneling induced settlements using

2D FE model with elastic no-tension material model to represent masonry. In this

study, the elements were assumed to be cracked if the principal stress state is tensile.

The cracking was smeared across the element by assuming a small value of sti�ness

in the direction normal to the major principal stress direction. A similar treatment

can be seen in [77, 124�126]. Rots [127] used a smeared cracking approach to repre-

sent fracture in masonry to simulate settlement damage due to settlement of historic

masonry monument in Amsterdam. Invernizzi et al. [128] presented the results of

a FE analysis of di�erential settlement of a two-span masonry arch bridge using

the smeared cracking approach governed by speci�ed limit tensile and compressive

strengths. Domede et al. [129] analyzed a masonry arched railway bridge for failure

load after applied di�erential settlement. A homogenized orthotropic material model

was assumed using a smeared crack analogy with the possibility of crack opening

and closing. These studies emphasize the requirement of incorporating post-cracking

behavior of masonry for analysis under di�erential settlements. In this dissertation,

macro-modeling approach is employed due to (i) relative di�culty in regenerating the

complex structural geometry by modeling every brick and joint individually, (ii) lack

of knowledge of the bond type underneath the surface layer, (iii) lack of knowledge of

the brick-mortar interface characteristics, and (iv) signi�cantly lower computational

demand.

2.1.2 Geometry

Construction drawings, if available may be used to recreate the solid geometry. These

drawings, however, rarely match the on-site geometry owing to any age-related per-

manent deformations (for instance, foundation settlement and creep). On the other
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hand, on-site measurements which ensure the recreation of the as-is geometry, can

be time-consuming, especially for a large building with inaccessible components. 3D

photogrammetry [130�133] is a fast and accurate technique that allows visualization

of the structure to account for existing cracks and other structural degradation of the

masonry. These techniques, however only provide information on the surface of the

masonry. The thickness of the members beneath the surface must be obtained either

via direct measurement, if possible or from construction drawings.

3-D laser scanning [132, 134�136] is another fast and accurate technique that is

gaining popularity. The laser scans typically produce a cloud of points, which can be

reduced in a CAD modeling software to speci�c keypoints preserving the structurally

signi�cant features of the monument. If the interior surfaces of a structural compo-

nent, such a wall or a vault are accessible, with the 3-D laser scanning, the thickness

of members can be obtained by stitching the scan data.

In situations where the rear region of the walls and vaults is inaccessible and there

are no readily available holes to measure the depth, non-invasive techniques such

as impact-echo, impulse radar, sonic tomography or electromagnetic conductivity

[137] may be used to determine the thickness. The unit dimensions and mortar

joint depth are typically assumed to be perfectly uniform throughout the structural

member, thus disregarding the minor variations due to uneven workmanship, minor

material degradations as well as non-structural elements. Such property-preserving

simpli�cations, while making the process of geometry creation and meshing much

easier, negligibly a�ect the model predictions.

2.1.3 Material Properties and Material Models

Unreinforced masonry (URM) is one of the oldest but least understood building ma-

terials still in use. Key characteristics of URM include highly non-linear behavior
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owing to low tensile capacity and composite nature. Accurately de�ning material

properties is challenging because of the spatial and temporal variability of material

properties, typical of historic structures. At best, one may obtain samples from the

site in the form of cores or loose material. In such samples, however, large sample-

to-sample variability is typically observed [138�140]. If distributions of the material

property values are available through testing of a large number of material coupons

or samples, these distributions may be used as prior distributions to calibrate the

input parameters that de�ne the material behavior.

Masonry may be viewed as a composite material with rigid blocks bound by soft

mortar. However, in realistic full-scale applications, macro-modeling approach is

invariably used where masonry is treated as a homogeneous material where homog-

enized properties of the masonry assemblage are obtained either from tests on the

assembly or using one of the numerous homogenization techniques [117,118,141�149].

The primary mode of failure of masonry material is brittle tensile cracking, which is

why obtaining tensile properties is necessary for prediction of structural damage due

to applied loads. Although masonry behavior is largely non-linear due to the forma-

tion of extensive micro-cracking, a simple linear elastic treatment of the material is

justi�ed under small loads, such as self-weight, to understand the stress distributions

and to identify regions with high tensile stresses [150�152].

2.1.4 Boundary Conditions

Computer models often focus on the components of larger structural systems, for

instance a single bay of a Gothic Cathedral or a single casemate of a fort or the

bell tower of a church. De�ning the structural behavior at the boundaries between

modeled and unmodeled components of a structural system is a challenging under-

taking [153, 154]. Theoretically �xed or free boundary conditions that are readily
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available in most structural analysis software packages are only approximations of

the complex, semi-rigid behavior of real life masonry systems at their boundaries.

The restraining forces at these boundaries are dependent on the masonry material

properties and the con�guration of the adjacent members. Unlike material properties,

non-destructive test methods to estimate such boundary conditions are limited.

One suitable technique for accounting for boundary conditions is substructuring,

which essentially reduces the adjacent structure to its interface degrees of freedom

that it shares with the structure of interest to form superelements. This approach

is advantageous for structures with repetitive geometries such as Gothic cathedrals,

forts, etc. since the same FE model may be used to generate the substructures of

adjacent structures.

Component mode synthesis [155�158] is usually employed for dynamic analysis of

large structures. The method consists in dividing the structural system into a number

of substructures or components and then coupling the components to form the reduced

system. This approach is useful for analyzing a speci�c component of a structural

system where reduced order models of the adjacent components are employed on the

interface. Component mode synthesis involves three principal steps: (i) division of

the system into components, (ii) calculation of component modes and (iii) coupling of

the component models to form the reduced order system. The component modes of

each structure are calculated independently which are then assembled systematically

through compatibility constraints.

Another widely used technique to approximating the boundary conditions is ap-

plying translational and rotational springs at the boundary with assumed (but un-

known) spring sti�ness [153, 154]. These sti�ness constants must then be calibrated

using non-destructive test data. A parametric analysis, with the spring sti�ness as

the variable, may be completed to de�ne a range of sti�ness values that lead to a

19



semi-rigid connection. This range can be identi�ed by observing the response of in-

terest of the system at varying spring sti�ness and selecting the range in which the

response of interest varies between an upper and lower converged limit.

2.1.5 Element Type and Meshing

In the context of FE modeling, the cracking and crushing damage in the masonry,

which is assumed as a continuum, is usually incorporated in either a smeared sense

or discrete sense [152]. Under the smeared crack assumption cracking and crushing

is modeled via modi�cation of the material properties of the damaged elements [152,

159]. As such, geometric continuum is maintained throughout the solution. In the

discrete crack approach, cracking is accounted for via modi�cation in the geometry

by disrupting continuum or elimination of elements. The discrete approach becomes

infeasible for large scale structures due to its heavy computational demand.

Many available FE software packages commonly o�er dedicated element types that

o�er smeared crack analogy. For instance, the SOLID65 element provided by AN-

SYS was originally designed to emulate concrete [160, 161]. The element introduces

a plane of weakness in the direction of the failure by modifying the elastic modulus

at the element face to a near-zero value, thus replicating the cracking behavior while

maintaining mesh continuity. Consequently, this and other elements have been ex-

tensively applied to model the unique material properties and geometric irregularities

of historic masonry structures [104,162�164].

The meshing of the FE model must achieve a suitable balance between solution

accuracy and computational time. A coarse mesh can degrade solution accuracy while

an overly �ne mesh can result in excessive computation. A mesh re�nement study may

be performed by predicting the response of interest at varying mesh sizes followed by

an extrapolative calculation of a reference solution [165�167]. The reference solution
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is an approximation of the solution corresponding to an in�nitesimal element size

yielding a theoretically-exact solution. A mesh size must be sought that yields an

error with respect to the reference solution that is less than the expected measurement

error, which is indicated to be around 10% for large scale civil structures under normal

operational conditions [154].

2.1.6 Calibration of Input Parameters

In developing computational models, often the input parameters de�ning the mate-

rial and boundary conditions are not directly measurable via experiments. When

measurements are available, the spatial and temporal variability still exists in the

parameter values. In such situations, measurable quantities that are sensitive to the

model input parameters are �rst obtained via experiments. The input parameters

are then adjusted such that model predictions of the measured quantity match the

experimental values. This process of systematically adjusting input parameters such

that model predictions show maximum agreement with experimental measurements

is termed as calibration [15, 168, 169]. To obtain experimental data for correlation,

vibration testing is most common for historic structures due to its non-destructive

nature. In most applications, material properties that de�ne the sti�ness, mass, and

damping as well as parameters de�ning support conditions are calibrated to linear

vibration response features such as mode shapes, natural frequencies as well as to

the raw time and frequency domain response and their derivatives. Prominent exam-

ples of calibration process applied on full-scale masonry monuments using vibration

features include [153,170�178].

Selection of comparative features: The comparative features are the low di-

mensional signatures extracted from both the model predictions and experimental
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measurements. As their name indicates, they serve as a link between test and analy-

sis. Hence, feature extraction is essentially a process of data reduction where a large

number of raw data points are reduced to a much smaller vector or a scalar quantity.

Comparative features must be selected such that they are sensitive to the selected

calibration parameters. A variety of comparative features which can be extracted

via on-site dynamic measurements, such as temporal moments and regression char-

acteristics of the time history data, are discussed in [179]. Features most commonly

implemented during calibration are the modal parameters including natural frequen-

cies and mode shapes. It must be noted however that modal parameters only allow

calibration of the linear parameters in a model, such as elastic modulus, density and

linear boundary conditions. For calibration of non-linear parameters such as tensile

strength, destructive and semi-destructive tests would be needed [180, 181]. Thus,

the process of selecting comparative features and calibration parameters depends on

the calibration goals and available experimental data.

Selection of calibration parameters (uncertainty propagation, e�ect screen-

ing): The selection of a model input parameter as a calibration parameter depends

on its sensitivity to the model prediction of interest as well as the uncertainty re-

garding the parameter's precise value. These two factors of sensitivity and uncer-

tainty are assessed in combination in the Phenomenon Identi�cation and Ranking

Table [182�184], based on which, a decision is made on the selection of calibration

parameters. In the absence of su�cient experimental data, one common approach is

de�ning parametric uncertainty using expert opinion on the minimum and maximum

bounds and assuming a uniform distribution within these bounds. Prior to the se-

lection of calibration parameters, a sensitivity analysis must be conducted. The �rst

goal of sensitivity analysis is to ensure that the comparative feature is su�ciently sen-
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sitive to the selection of calibration parameters. The second objective of sensitivity

analysis is to assess the interactions between the parameters and their combinatorial

e�ect on the comparative feature. If the parameters are strongly interdependent,

calibrating one parameter may compensate for the inaccuracy in another parameter

and ultimately lead to an unsatisfactory model calibration. The e�ect of interdepen-

dency or correlation between parameters, once identi�ed, may be resolved either by

holding one of the correlated parameters at its nominal value (assuming that reliable

information regarding the nominal value is available) or by performing co-ordinate

transformation on correlated parameters to obtain new uncorrelated parameters.

Test analysis correlation and associated metrics: As the name suggests, test-

analysis correlation involves systematic correlations between the comparative features

obtained from model predictions and experimental measurements. For such compar-

ison however, a suitable metric that quanti�es the agreement (or lack thereof) in

the comparative feature must �rst be de�ned. The de�nition of this metric closely

depends on the nature of the comparative features. A select few examples of such

metrics include the Euclidean distance, i.e. the absolute geometric distance between

two points [185]; the Mahalanobis distance, i.e. the weighted distance between a

point and a population that considers the correlations [186]; and the Bhattacharyya

distance, i.e. the weighted distance between two populations that also considers the

correlations [187].

Calibration procedure: The goal of calibration is to adjust the parameters such

that the test-analysis correlation metric is improved. The two common approaches to

parameter calibration are (i) optimization-based techniques [153], which often treat

the model predictions and experimental measurements in a deterministic manner and
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(ii) probabilistic techniques [170], which acknowledge the inherent uncertainties in the

model predictions and experimental measurements. A notable probabilistic approach

is Bayesian inference, which has recently received attention from those involved in

the modeling and simulation of masonry monuments [176]. It must be emphasized

however that calibrating parameters of a model against experiments neglects any

potential biases that might be present in the model due to unavoidable model im-

perfections. Such biases, which may result from simplifying assumptions established

during the development of the geometric model or through the use of a homogenized,

macro-model representation of the heterogeneous masonry and mortar assembly, are

commonplace in modeling masonry monuments. Bias in model predictions can be

approximated through an independently developed error model. Such a model, once

trained, can also be used to bias-correct the model predictions. Of course, training

of this error model must be completed simultaneously with the parameter calibra-

tion. Recently, methods have been developed to simultaneously �ne tune calibration

parameters and train a model to represent bias [188]. Another future area of study

may lie in the development of methods for the determination of predictive maturity

among computational models to establish a more quanti�ed level of con�dence in

model predictions [189].
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3 THE CONCEPT OF SATISFYING BOUNDARY

3.1 Introduction

Despite of how sophisticated and detailed they might be, computer models can only

provide approximations of the reality they are built to represent. As the famous dec-

laration of statisticians George Box and Norman Draper reminds us, �all models are

wrong, but some are useful.� Thus, the raison d'etre of a model is not to be a correct

representation of reality, but to include su�cient realism to be useful in decision mak-

ing [190]. Model prediction accuracy and precision are therefore necessary only to the

extent that they contribute to the answers for the questions asked of the model [191].

In this chapter, we are concerned with assessing the usefulness of physics- and/or

engineering-based models in aiding our understanding of and our ability to probe the

reality of interest. We should therefore consider the three distinct components of the

development process for such models:

1. the domain in which the problem will be evaluated, typically de�ned by the

control parameters that dictate the environmental or operational conditions of

the system,

2. the mathematical representation of the underlying processes, also referred to as

model form, de�ned in accordance with the identi�ed domain,

3. the input parameters that characterize the properties of the system of interest

in accordance with the mathematical representations.

Proper determination of the domain is one of the �rst and most critical steps in

predictive modeling as the model's internal structure will be determined according

to this domain. Hence, the domain of interest must be de�ned strictly based upon
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what is necessary for decision making. Herein, we will conveniently1 assume that the

model developer has identi�ed the suitable domain (item 1) and focus our attention

on the selection of a model form and its associated parameter values (items 2 and 3).

Item 2 declares that no model form is a perfect representation of reality and is

closely associated with item 3, which emphasizes the lack of knowledge in the values of

(a subset of) input parameters for virtually all models concerning non-trivial, real-life

systems. The close association of items 2 and 3 raises the following question: should

we use parameter values that suitably compensate for the model form's imperfectness

or rather those that most accurately depict the real parameters? The former is typ-

ically what is achieved by calibrating model parameters against experiments and of

course, the latter is only possible if the parameter has a physical, measurable meaning

(i.e. density of a material, geometric dimension, etc.). How should we approach this

problem then if a model's parameters have no physical meaning, or worse, if those

with physical meaning are wrongly excluded during model idealization? As seen,

a great many complications arise in the selection of input parameters for imperfect

model forms while no universally accepted approach exists to help in their determi-

nation. One logical way of approaching this problem is to ensure that the selected

mathematical representation (i.e. model form) must not only provide su�ciently ac-

curate predictions of observable reality2, but that it must do so given uncertainty in

its own parameter values. We will call the capability of a model form in accommo-

dating parametric uncertainties as robustness [192, 193]. A model is then said to be

robust if its predictions remain within acceptable �delity bounds despite variations in

its input parameter values. Models that a�ord higher uncertainties while satisfying a

1Note that we have also conveniently assumed that model yields converged solutions within the
time and spatial domains and that numerical uncertainties are of little concern.

2Of course, the observables must be in su�cient quality and quantity to identify the model's
�aws.
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prede�ned agreement with experiments would therefore be preferable [192].

The objective of this chapter is to develop and illustrate decision-making indica-

tors for model selection that e�ectively evaluate a model's usefulness for its intended

use. The indicators presented in this chapter provide information about the structure

of the input-output domains and the eventual pitfalls and windfalls that can occur as

model evolves through the input parameter domain during a search for a better agree-

ment with experiments in the face of uncertainty. This chapter is organized as follows.

Section 3.2 of this chapter overlays the proposed approach to evaluating �delity and

robustness of model predictions based on the concept of a satisfying boundary. An

optimization based approach to obtain the proposed satisfying boundary is presented

in Section 3.3. The development of a case study application involving the proposed

approach is presented in Section 3.4. Section 3.5 presents a discussion of the impli-

cations of this approach using the case-study application along with generalizations

to a wide range of practical problems. In Section 3.6, some existing model selection

criteria are put in the perspective of the proposed approach. Finally, Section 3.7

concludes the chapter and discusses limitations of the proposed approach as well as

the future direction for improvement.

3.2 Concepts and Methodological Perspectives

In engineering and science, there are many of problems in which the probabilistic

knowledge of parameters involved is incomplete or entirely unavailable, but the pa-

rameter values can be de�ned in a bracket with plausible minimum and maximum

values [194]. In such situations, representing such poorly known parameters with

bounded uncertainty (rather than assuming questionable probabilistic distributions)

o�ers a meaningful alternative. Following the discussions provided by Elishako� [2]
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and Ben Haim [195], we will represent the compact space of input parameters by

prede�ned intervals of bounded uncertainty.

Now, let us consider a model that is a proper, uniformly continuous function

within the compact space of its uncertain parameters, where an admissible, �nite

change in the input parameters will yield a small, �nite change in the model's output

(i.e. micro-continuity). Hence, unstable systems which may yield disproportionately

large changes in their output due to small perturbations in their input are left out

of the scope of our discussion. Now, the implication of con�ning our scope to proper

uniformly micro-continuous functions is that for a compact space of input parameters,

the model's output will be compact (i.e. closed and bounded) (see Figure 3).

Within the compact output, it might be tempting to seek for the solution that

yields the best agreement with available experiments. Seeking this so called �best-

�delity� solution would require that experimental measurements are collected with

certainty and are available in su�cient quantity, the ideal metric for calculating the

agreement (or lack thereof) between the predictions and measurements are known,

the input parameters to be calibrated are orthogonal in that they do not compensate

for each other, and the model bias is negligible in that it does not interfere with pa-

rameter calibration. In practical applications, these requirements are rarely satis�ed

and compensations inevitably allow multiple combinations of input parameter values

(those both correct and appear to be correct) to yield predictions of similar �delity, a

phenomenon known as non-uniqueness [196]. Thus, a model developer relying solely

on �delity and seeking for the solution that yields the best agreement with available

experiments may become unable to distinguish between truly accurate models and

those that have bene�ted from compensations.

With a focus on organizational decision-making and emphasizing the idealized

nature of analytical methods, [197] and [198] both suggested evaluating all alternative
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solutions that satisfy a minimum threshold rather than selecting single best solution.

Following this idea, we can identify the realizations, which satisfy a certain error

tolerance when compared with experimental observations. Here, we will leave the

de�nition of error and its associated metric up to the user; virtually any measure of

error can be applied. Error tolerance is the criteria with respect to which the model's

adequacy to ful�ll it's purpose will be assessed (see [199] for a discussion on how such

criteria can be determined).

Here, we introduce the concept of a satisfying boundary that encompasses all

model input parameter sets that satisfy the prescribed error tolerance. From another

perspective, this boundary marks the periphery beyond which lie combinations of

parameter values that yield unacceptable model predictions. This boundary exists

as an n-dimensional hyper-volume where n is the number of model input parameters

to be evaluated. The volume encompassed by this boundary reminds us Starr's do-

main robustness criterion [200]. Obviously, the shape and the size of the satisfying

boundary are strongly dependent upon the model form itself. Intuitively speaking,

two alternative model forms with the same set of uncertain parameters, the model

with a larger satisfying boundary, i.e. larger volume of the n-dimensional hypervol-

ume, can accommodate higher levels of uncertainty while meeting the error tolerance

requirement.

We build upon this concept and closely integrate two independent pieces of infor-

mation: a satisfying boundary that is intrinsic to the model form and the bounded

uncertainty space that is intrinsic to the uncertain model parameters. Here, we de-

termine a model's probability of satisfying a given error tolerance for a given level of

uncertainty in its parameters. Hence, for a given error tolerance and uncertain pa-

rameter space, a model's performance can be quanti�ed by comparing the parameter

sets contained within the satisfying boundary to those contained within the uncertain
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Figure 3: Conceptual �gure showing the mapping from uncertain parameter space to
output space and the compact satisfying boundary.

Figure 4: Probability of satisfying the error tolerance for a 2-parameter model given
three distinct parameter spaces are (a) 99%; (b) 79%; and (c) 62%.

parameter space. Accepting the principle of indi�erence, this comparison can be ac-

complished by calculating the ratio of respective volumes. Hence, the ratio of volume

de�ned by the parameter sets that are encompassed by the satisfying boundary to

the volume de�ned by the uncertain parameter space yields the model's probability of

satisfying the error tolerance. Figure 4 demonstrates how this ratio can be calculated

for a two-parameter model for increasing bounded uncertainty3.

The knowledge of the satisfying boundary can help determine the in�uence of

parameter uncertainty on the output of a model. For instance, for a given error tol-

3If one has better knowledge regarding the parameter values however, nothing prevents him/her
from incorporating this knowledge in this step.
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Figure 5: Conceptual �gure showing the absence of a satisfying boundary as output
errors fall outside the error tolerance.

erance, if 100% of the parameter value sets within the bounded uncertainty space are

e�ectively contained within the satisfying boundary, parameter uncertainty can be

deemed inconsequential as the model predictions satisfy the error tolerance require-

ment regardless of lack of precise values for the parameters. Thus, the model form

can be said to be robust and able to make reliable predictions. However, if this is not

the case, then we can resort to quantifying the probability that the model output will

satisfy the error tolerance given the uncertainty of its parameters. For the desired

error tolerance, if the probability of satisfying is inordinately low, it may indicate a

problem with either (1) the model form or (2) the uncertain bounds suggesting that

we must invest in developing a better model form or in better de�ning our parame-

ters. Figure 5 demonstrates such a case where the probability of satisfying the error

tolerance is 0%. As the uncertain parameter space expands, some model instances

may begin to satisfy the error tolerance leading to a counter-intuitive increase in

probability of satisfying with increasing parameter uncertainty. Such behavior can

point to the imperfections in either the model form or the uncertainty bounds on the

parameter values.

Parametric uncertainties can usually be reduced by additional data collection or
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further analysis. What is necessary however is to �rst inquire as to whether a reduc-

tion in parameter uncertainty will indeed improve the usefulness of the model (i.e. in

our de�nition, the probability of satisfying a prescribed error tolerance). Hence, in

our evaluation, we do not require that a single uncertainty bound be speci�ed for an

input parameter. Instead, an array of di�ering levels of uncertainty can be studied

to observe how a model's probability of satisfying the �delity tolerance changes with

varying levels of parametric uncertainty (see Figure 4). Of course, a higher probabil-

ity of satisfying relates to an increase in the worthiness of a model for its intended

use. Such a trade-o� analysis allows us to estimate the potential impact of e�orts

aimed at reducing uncertainty.

Up to now, we have assumed that a perfect, normative de�nition for an error

tolerance is known. The reality is such a tolerance may not be easy to determine

and the decision-maker may �rst need to decide how to decide (how good is good

enough?). The point the decision-maker agrees on a maximum allowable error toler-

ance however, he/she immediately becomes blind to the di�erences in the behaviors

of alternative models for error tolerances less than that prede�ned tolerance. Note

that in our context setting a maximum tolerance means that the prediction error is

expected to be at least a certain amount or less. What would it mean then if a model

demonstrates the largest robustness for error tolerance of (say) 10%, but it is the least

robust for less error tolerance of (say) 9%? See for instance 6, where Models 1 and 2

appear to be identical as these two models provide the same satisfying boundary for

the given error tolerance, however the robustness of Model 1 is superior to Model 2

for error levels less than the maximum tolerance. One possible remedy is evaluating

the satisfying boundary for varying levels of error tolerance. One would expect the

satisfying boundary to monotonically increase in size as the error tolerance becomes

less and less stringent (encompassing more and more input parameter sets) as shown
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Figure 6: Inability to distinguish between multiple models within the same satisfying
boundary. The gray band represents experimental uncertainty.

Figure 7: A schematic representation of the satisfying boundary monotonically in-
creasing with increasing error tolerance in the predictions (i.e. decreasing �delity)

by nested sets in Figure 7. What we propose here is then exploring the trade-o�s be-

tween model's predictive �delity and the ill-e�ects of parameter uncertainty by noting

changes in the model's probability of satisfactory prediction within error tolerance.

Note that in Figure 6, the gray band represents the bounded experimental uncer-

tainty, which may originate from a variety of sources including: measurement noise,

unit-to-unit variability, operator-to-operator variability, etc. This experimental un-

certainty can be re�ected in the analysis by de�ning the error tolerance with respect

to these uncertainty bounds (instead of the mean) or by making the error tolerance

itself uncertain. The latter option will be discussed later in Section 3.6.3.
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3.3 Towards the Derivation of Satisfying Boundary

The satisfying boundary can be constructed by sampling the uncertainty interval and

generating hypervolumes (in n-dimensional input space) encompassing instances that

satisfy the error tolerance. For instance, [201] implemented Monte Carlo sampling

to approximate the volume of the satisfying boundary. Such a method is feasible

only in cases where the model is fast-running and the number of uncertain inputs is

rather small, otherwise the sampling task quickly becomes prohibitive (i.e. curse of

dimensionality). A number of other algorithms have been previously developed for

calculating the hypervolume, see for instance [202], [203] and [204]. In our study,

in contrast with the previous work, we focus on de�ning the boundary itself, not

the volume. Once the boundary is de�ned, then low-cost sampling techniques can

be adapted to determine the what portion of the parameter space falls within the

satisfying boundary. In this section, we will discuss an optimization-based algorithm

we have developed to de�ne the satisfying boundary.

Let us now consider a modelM which is proper continuous with n uncertain input

parameters, Ui, (i = 1, 2, ..., n), de�ning an n-dimensional parameter space, where

yp = M(Ui) for i = 1, 2, ...n (1)

where yp is the model output vector and Ui, are the model input parameters. Here,

the analyst is assumed to have prior knowledge regarding the uncertainty bounds for

Ui; however, their distributions are unknown. The model error can be de�ned for

instance as the normalized deviation of these model predictions from experimental

measurements as given in Equation 2:

R =
||yo − yp||

yo
(2)
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where R represents the norm of the error between the model predictions yp and

the experimental measurement yo. In Equation 2, ||.|| indicates a suitable metric

(such as a Euclidean distance, i.e. absolute geometric distance between two points;

Mahalanobis distance, i.e. weighted distance between a point and a population that

considers the correlations; Bhattacharyya distance, i.e. weighted distance between

two populations that also considers the correlations). See [205] for a discussion on

these metrics in the context of model validation.

Assuming that a n-dimensional parameter space contains a solution that can iden-

tically reproduce the results of an experimental measurement; i.e., Rt = 0, where Rt

represents the prede�ned �delity threshold, it would be possible to �nd optimal so-

lution(s) Ui that satis�es zero error tolerance. If such a solution(s) does not exist,

then there will be solution(s) that would yield the best �delity (i.e., lowest R value)

to experiments. Let us evaluate the functional form of Equation 2 for a model with a

two-dimensional parameter domain Ui corresponding to the input parameters U1 and

U2 given by the following generalized model where the model error R is a function of

the parameters:

R = f(Ui) (3)

This representative functional form of Equation 3 with two uncertain parameters

is illustrated in Figure 8. The goal is to �nd all coordinate pairs of U1 and U2 in this

three-dimensional domain that give produce error within acceptable error tolerance

Rt. Under the given error tolerance, the worst case input parameters Uic satisfy the

following conditions:

f(U1c , U2c)−Rt ≤ ε (4)
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Figure 8: Depiction of a minimization function in two-dimensional parameter space

where ε is tolerance used as the optimization stopping criteria, usually a small value

e.g. 10−7.

The set of these input parameter Uic in the entire uncertainty interval form the

satisfying boundary for a given error tolerance. Therefore, by de�ning an objective

function in the following form and minimizing the z value, the points on the satisfying

boundary can be sought.

min z = min |f(U1c , U2c)−Rt| (5)

Most optimization approaches require an initial, starting point for the algorithm.

Here, we used the center of the uncertainty interval of the input parameters as the

initial starting point. Subsequent points are chosen via a suitable optimization algo-

rithm that searches for an optimal point around the previously selected point. The

search is bounded within the speci�ed uncertainty intervals on the input parameters.

The number of such points that de�ne the satisfying boundary is decided based on

the computational demand of the model. A �ow chart describing the algorithm's

step-wise process is shown in Figure 9.
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Figure 9: Flowchart of optimization algorithm used to de�ne the failure surface of a
two-dimensional uncertain parameter domain

3.4 Proof-of-concept Demonstration: Steel Moment Resisting

Frame

3.4.1 Description of Frame Structure

The concepts introduced in the previous chapters are demonstrated on a 2-D steel

frame shown in Figure 10. The frame is constructed with vertical columns that rest

on �xed supports, while the beams are semi-rigidly connected to the columns at both

levels. In steel frame structures, the connection sti�ness values are typically highly

uncertain due to the natural variability of material properties and geometries as well

as the construction practices [206, 207]. Hence, in our proof-of-concept example, the

connections sti�ness at the top of the �rst story columns are treated as uncertain

parameters. These connections are represented with linear rotational springs with

uncertain sti�ness constants. All members of the portal frame are assigned uniform
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Property Description Beams & Columns
All Member Lengths (in) 72
Cross-Sectional Area (in2) 4.44
Moment of Inertia (in4) 48.0
Young's Modulus (ksi) 29000

Table 1: Input values for the portal frame

Figure 10: Single-bay, two-story portal frame with rotational springs at the top of
the �rst story columns

dimensions with the geometric data and material properties provided in Table 1.

Static, horizontal loads are applied to the portal frame as shown and the members

are oriented to bend about their strong axes.

3.4.2 Synthetic Experiments and Satisfying boundary

There is almost always more than one way to develop the mathematical representation

for an engineering or natural phenomena. A variety of simplifying assumptions may

be established or idealizations may take place leading to multiple competing model

forms. In this section, we demonstrate on a controlled academic example how the

probability of satisfying the error tolerance can be used to compare three distinct

model forms with varying levels of model imperfectness (i.e. prediction bias).

Experimental data describing the frame's translation and rotation response at
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each connection while subjected to the loading conditions shown in Figure 10 is

synthesized using the so-called exact model built using the Timoshenko beam theory

[208]. This exact model not only accurately accounts for the e�ects of axial, shear,

and �exural deformations but also uses the so-called true values of K1 and K2 of

10 kip − in/rad (Table 1). The corresponding exact Y1 and Y2 are 0.095 in and

0.54× 10−3 rad respectively for an applied load P = 1 kip.

An example satisfying boundary is shown in Figure 11 for an error tolerance of

2.5% in the output Y1. Using the optimization algorithm described in Section 3.3

with 200 points, the entire satisfying boundary is identi�ed (note that in Figure 11

satisfying boundary goes beyond what is shown in the �gure). If a more complex sat-

isfying boundary is of concern, the number of points evaluated during optimization

may be gradually increased until a converged de�nition for the boundary is obtained.

Since the frame model is computationally cheap, sampling is also a plausible option

for this example. In Figure 11, 40, 000 instances of (K1, K2) are sampled within their

uncertainty bounds, which in this case is set to be between 5 and 15 kip − in/rad.

Contours in the input space that join extremities of the sampled point clouds agree

well with the satisfying boundary obtained using the previously discussed optimiza-

tion algorithm.

3.4.3 Competing Model Forms

Alongside the exact model, two inexact (biased) model forms are built: one that

underestimates and one that overestimates the shear area by 25% within the Timo-

shenko beam sti�ness formulation. Hence, the two inexact models will inaccurately

account for the shear deformations, while all three models will contain uncertainty as

to which values of K1 and K2 are appropriate for the analysis. These inaccurate and

imprecise models will thus result in unavoidable disagreements between predictions
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Figure 11: The satisfying boundary for Parameter Y1 in the input parameter space
for an error tolerance of 2.5%.

and experiments o�ering a decision maker three alternative options.

3.5 Satisfying Boundary for Decision-making: Steel Moment

Resisting Frame

3.5.1 Exact Model with Uncertain Input Parameters

Here, the bounds of the parameter space for K1 and K2 are set to be between 5 and

15 kip − in/rad. For various combinations of K1 and K2 within these bounds, the

model predictions are compared to the synthetic experimental data to calculate the

percentage prediction error. Two outputs of the frame are selected, the rotation at

the �rst story and the translation at the top story (marked as Y1 and Y2, respectively

in Figure 10). The corresponding prediction errors, R1 and R2 are the percentage

di�erences with respect to the exact model. Figure 12 illustrates the relationship

between the error in the model output (i.e. lack of �delity) and the two uncertain
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Figure 12: Three-dimensional representation of prediction errors R1 and R2 in the
exact model.

parameters.

Subsequently, satisfying boundaries are generated for varying error tolerances, Rt,

shown in Figure 13. Rt is varied from 0 to 5% prediction error in steps of 0.5%.

In Figure 13, each contour corresponds to an error tolerance level Rt such that all

instances of K1 and K2 that lie within the contour satisfy that error tolerance. As

expected of a continuous system, the satisfying boundaries are nested with their size

increasing as error tolerance increases. The model form used in the development

of this �gure was 'exact', which is why the true parameter values are encompassed

within the satisfying boundaries.

3.5.2 Inexact Models with Uncertain Input Parameters

The two inaccurate �nite element models studied herein underestimate and overesti-

mate the shear area of the beam and column elements by 25% (i.e., 75% and 125%

shear area, respectively). This intentional error is meant to mimic a possible model-

ing mistake resulting in biased model predictions. The satisfying boundaries for the

two inexact models are shown in Figures 14 and 15.

As seen in Figure 14, the underestimation of shear deformation causes the satisfy-

ing boundaries to shift downwards, which is evident when compared to the satisfying
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Figure 13: Nested sets of satisfying boundaries for increasing levels of error tolerance
for the exact frame model for (a) output Y1 and (b) Y2.The black dot represents
the location of the �true� parameter values (those that were used while generating
synthetic experiments).

Figure 14: Nested sets of satisfying boundaries for increasing levels of error tolerance
for the biased frame model (25% lower shear area) for (a) output Y1 and (b) Y2. The
black dot represents the location of the �true� parameter values (those that were used
while generating synthetic experiments).
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Figure 15: Nested sets of satisfying boundaries for increasing levels of error tolerance
for the biased frame model (25% higher shear area) for (a) output Y1 and (b) Y2. The
black dot represents the location of the �true� parameter values (those that were used
while generating synthetic experiments).

boundaries obtained from the unbiased model shown earlier in Figure 13. An im-

portant observation we can garner from Figure 13 is that the true parameter values

represented by the black dot (K1 = K2 = 10 kip− in/rad ) in Figure 14 are no longer

encompassed by the initial (smallest) satisfying boundary. This is the result of the

inherent bias in the predictions of these two inexact models. Figure 15 shows the

satisfying boundaries for the frame model with the shear area overestimated by 25%

and a bias in the opposite direction.

3.5.3 Utilizing the Satisfying Boundaries

The satisfying boundaries for the three competing models (one exact and two inexact)

discussed in the previous section are used herein to evaluate the probability of satis-

fying prede�ned error tolerances within the uncertain parameter space. In this evalu-

ation, bounded uncertainty is allowed to gradually increase from 0.5 to 5 kip− in/rad

in steps of 0.5 kip − in/rad as show in Figure 12. An uncertainty of 5 kip − in/rad
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Figure 16: Three-dimensional plot showing trade-o� between probability of satisfying,
error tolerance and parametric uncertainty for the (a) accurate model, (b) inaccurate
model with 25% underestimated shear area and (b) inaccurate model with 25% over-
estimated shear area.

means that the parameter value can vary between 7.5 and 12.5 kip − in/rad. This

evaluation is also repeated for increasing levels of error tolerance from 0 to 5%, in

steps of 0.5%. Figure 16 displays the relationship between the varying levels of error

tolerance in model predictions, the parameter uncertainty and the subsequent prob-

ability that the model satis�es this prede�ned error tolerance. Since two outputs,

namely the translation at the top story (Y1) and the rotation at the �rst story (Y2) of

the steel frame, are considered, the joint probability of satisfying the error tolerance

in both outputs is calculated (see Figure 16).

Figure 16 can be used as a diagnostic tool to identify the usefulness of a computer

model. It can be observed from Figure 16 that as error tolerance increases so does

the probability of satisfying the error tolerance. The rate of increase depends on the

level of bounded uncertainty. When the uncertainty in the parameters is low, the

probability is observed to increase at a more rapid rate than when the uncertainty in

the parameters is high. The light region in Figure 16 represents the situation where

the model is not suitable for its intended use (as de�ned by the error tolerance) given

the available knowledge (as de�ned by the parametric uncertainty). On the other

hand, the dark region in Figure 16 represents the situation where the model is a good
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Figure 17: Probability of Satisfying as a function of Error Tolerance for a 3 kip −
in/rad uncertainty in K1 and K2.

�t for its intended use. This region is obtained when the experimental uncertainty

approaches lower values and when the error tolerance approaches higher values. The

model with the exact form (Figure16a) displays larger dark region compared to the

two inexact models (Figures 16b and c).

Figure 17 depicts the relationship between the probability of satisfying the error

tolerance and the error tolerance itself for 30% uncertainty in K1 and K2. As can

be seen in Figure 17, for an error tolerance of 0%, the corresponding probability of

satisfying this tolerance is 0%, meaning that no model form can accommodate the

given level of uncertainty and satisfy the required error tolerance. Only by increasing

the error tolerance does the probability of satisfying increases. It can be observed in

Figure 17 that the exact model consistently yields a higher probability of satisfying the

error tolerance compared to the two inexact models4. Furthermore, the exact model's

probability of satisfying the error tolerance increases more rapidly with error tolerance

(higher slope) than the two imperfect models. Although Figure 17 demonstrates

this observation for a constant level of uncertainty, this �nding is noted to be valid

4This is of course because our uncertainty bounds for parameter values were centered around the
so-called true values.
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Figure 18: Probability of Satisfying as a function of parameter uncertainty for a
constant error tolerance (Rt = 3%).

throughout the entire parameter space evaluated herein.

Figure 18 plots the probability of satisfying the error tolerance of 3% as a func-

tion of uncertainty in the input parameters. This plot allows the model developer to

observe a potential improvement that can be gained in the probability of satisfying

the desired error tolerance by reducing the uncertainty in the input parameters. For

instance, if the developer of the exact model wants to ensure at least 90% probabil-

ity of satisfying the 3% error tolerance, then resources must be allocated to ensure

that the uncertainty in the input parameters is lower than 2 kip − in/rad. Figure

18 also shows that for uncertainty levels of 0.5 kip − in/rad, all models yield pre-

dictions that are 100% within the error tolerance. Hence, from this �gure, we can

deduce that allocating resources for reducing uncertainty below 0.5 kip − in/rad is

not justi�able. Increased levels of parameter uncertainty however lead to a reduction

in the probability of satisfying, as expected, during which the role of bias once again

becomes important. For very high levels of parameter uncertainty, all three models

converge to unacceptably low probabilities of satisfying the error tolerance. As seen,

Figure 18, similar to Figure 17, can be used as a comparative tool and aid in model
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Figure 19: Prediction error as a function of parameter uncertainty for a constant
Probability of Satisfying (Ps = 80%).

selection. For instance, a decision maker may establish a minimum probability of

satisfying requirement and subsequently evaluate which model performs best given

varying degrees of parameter uncertainty.

Alternatively, one can evaluate the relationship between the �delity of model

predictions and parameter uncertainty for a given probability of satisfying (shown

for 80% in Figure 19). The two inexact models are inadmissible when the parameter

uncertainty is less than 1.8 kip− in/rad. This can be explained by the fact that the

biased model's satisfying boundaries are o�set (recall Figures 14 and 15) resulting in

the parameter spaces corresponding to low uncertainty falling entirely outside these

satisfying boundaries. This concept, demonstrated earlier in Figure 5, supplies a

means for diagnosing fundamental �aws in either our model's form or the values

associated with the parameters of these model forms.

3.6 Model Selection Criteria based on Satisfying Boundary

The concept of satisfying boundaries readily presents other useful model selection cri-

teria, including: the optimal deterministic model, info-gap robustness, model distin-
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guishability, and the value of information. In this section, we will discuss other, lower

dimensional model selection criteria that can be deduced from the three-dimensional

plots presented in Section 3.5.

3.6.1 Deterministically optimized model

The special case of Rt = 0% corresponds to the optimal deterministic design. Pre-

ferring one model over another based only on its performance at a point is generally

not recommended. Figure 20 shows the satisfying boundaries for varying error tol-

erances speci�ed on both outputs Y1 and Y2 for the biased frame model (25% lower

shear area). In this �gure, the star represents the deterministic optimal parameter

values which di�er from the supposed true parameter values used while generating

the synthetic experiments. This di�erence is due to the fact that the deterministic

optimal parameter values compensate for the model form error, masking the model's

de�ciency and making it appear to have good agreement with experiments.

3.6.2 Info-Gap Robustness analysis

Info-gap decision theory [64] provides a framework for investigating the impact of

epistemic uncertainty in model parameters on the performance by quantifying the

maximum level of uncertainty that can be tolerated while still ensuring a critical

level of performance. Info-gap robustness can be evaluated based on the de�nition of

a system model, an info-gap model of uncertainty, and a system performance:

α̂ = max

{
α : max

U∈Υ (U0,α)
R(U) ≤ Rt

}
(6)

where α is the horizon of uncertainty, U is the vector of uncertain parameters, R(U)

the scalar measure of performance, and Υ (Uo, α) the info-gap uncertainty model cen-
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Figure 20: Nested sets of satisfying boundaries for increasing levels of error tolerance
for the biased frame model (25% lower shear area). The black dot represents the
location of the exact parameter values while the star represents the deterministic
optimal parameters.

tered about the nominal design U0. An example of an envelope bound model for

Υ (U0, α) is:

Υ (U, α) =

{
U :

‖U − U0‖
‖U0‖

≤ α

}
, α ≥ 0 (7)

where α represents the fractional error in the uncertain parameters, representing for

instance the compensating e�ects between the parameter values and various sources

of errors (as discussed in Section 3.6.1). Here, it is important to note that Equation 7

requires the de�nition of a nominal value. Info-gap robustness, α̂ is then the maximum

allowable α that satis�es a prede�ned error threshold, Rt.

The robustness, very similar to the way it is introduced in Info-gap decision theory,

can also be de�ned using the satisfying boundaries. For this, one needs to evaluate

the largest expansion in the prede�ned uncertainty bounds for which the probability
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Figure 21: Conceptual �gure showing the info-gap robustness α̂ with respect to the
satisfying boundary in the input space.

of satisfying remains Ps = 1. This can be seen in Figure 16, where the info-gap

robustness are highlighted for di�erent error tolerance levels. Also recall Figure 18

where the maximum uncertainty (X-axis) corresponding to Ps = 1 re�ects the info-

gap robustness of the three competing models. For an error tolerance of 3%, the

info-gap robustness for the accurate model and the two biased models is 1.5, 1 and

0.5 respectively. Schematically speaking, the info-gap robustness for an envelope

bound uncertainty model (Equation 7) is the half of the edge-length of the largest

the bounded uncertainty envelop that one can �t within the satisfying boundary as

conceptualized for a 2-parameter model in Figure 21.

3.6.3 Model distinguishability

Model distinguishability, a fundamental characteristic of input-output spaces, quan-

ti�es the extent to which models can be ranked based on their �delity-to-data alone
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given the presence of measurement errors. High model distinguishability indicates

that model behaviors are su�ciently distinct from one another and that regions of

�delity-equivalent solutions are relatively small. Low distinguishability indicates that

there are large regions in the parameter space with nearly equivalent output errors.

This means that �delity-to-data alone is not su�cient to select a model from a set of

indistinguishable models (recall the phenomena of non-uniqueness discussed earlier).

Model distinguishability presents a means for incorporating the experimental un-

certainty into the evaluation. If αe is the measurement noise, the indistinguishable

models are a set of all models that satisfy the speci�ed error tolerance Rt within a

tolerance of αe:

Uid(Rt) = {U : ||R(U)−Rt|| ≤ αe} (8)

Figure 22 illustrates the notion of model distinguishability based on the nested

sets of satisfying boundaries for the biased frame model (25% lower shear area) for

the mean output error R = 1
2
(R1 + R2). The colored zones correspond to sets

of indistinguishable models for measurement noise of 0.5% and output errors of

0.5%, 1.5%, 2.5%,... etc. Models with these zones are �delity-equivalent and can

not otherwise be ranked without additional information, for example parameter con-

straints or new experiments.

3.6.4 Value of added information

In general, performance requirements are speci�ed based on more than one experi-

mental outcomes, for example: static tests under di�erent load con�gurations, subsets

of eigensolutions from modal tests, and etc. Having multiple performance require-

ments can prove both favorable (e.g. reinforcing the uniqueness of the solution and
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Figure 22: Model distinguishability for the biased frame model (25% lower shear area)
assuming measurement noise level of 1% and the mean output error R = 1

2
(R1 +R2)

0.5%, 1.5%, 2.5%, etc.

increasing model distinguishability) and detrimental (creation of multiple minima

and reduction of robustness). Therefore, investigating the changes in the satisfying

boundary resulting from the inclusion or exclusion of performance requirements pro-

vides a useful tool for quantifying the value of information added by including new

experiments.

Figure 23 shows how the global satisfying boundary, the intersection of the indi-

vidual satisfying boundaries of each output, is a�ected as new performance require-

ments are added. In Figure 23a, performance requirement in terms of error tolerance,

Rt = 2.5%, is speci�ed only on the output Y1 (refer Figure 10). In Figure 23b and

Figure 23c, the same performance requirement is added on outputs Y2 and Y3, lead-

ing to lesser instances of (K1, K2) being satis�ed, e�ectively shrinking the satisfying

boundary. In this particular example, by adding performance requirements reinforces

the uniqueness of the solution, however, there might very well be cases, where multiple

satisfying boundaries fail to intersect revealing an inherent de�ciency in the model's
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Figure 23: Satisfying boundaries (Rt = 2.5%) of three model outputs and their
intersection which is the safe region.

predictive ability.

3.7 Conclusion

In numerical modeling, uncertainties arise due to imprecisely-known input param-

eter values just as biases arise from our imperfect understanding of the underlying

physics. This chapter has presented a method to evaluate the usefulness of alternative

model forms in answering the questions asked of them given the availability of infor-

mation regarding their parameter values. This evaluation is completed considering

three criteria. The �rst criterion, which relates to a model's intended use, involves

the desired �delity of model predictions to experimental observation. The second

criterion, which relates to the availability of information, concerns how well a model

can maintain these desired �delity levels given uncertainty in its input parameters.

The last criterion combines the �rst two criteria by assessing a model's probability of

satisfying a prede�ned error tolerance requirement.

In this chapter, we introduced the concept of a satisfying boundary, as the bound-

ary that encompasses all admissible parameter sets. Focusing our attention on uni-
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formly continuous, proper functions, we calculated compact satisfying boundaries

and observed the trade-o� between the error tolerance in the model predictions and

the probability of achieving predictions that indeed satisfy this allowable error for

various levels of parameter uncertainty. In this study, we evaluated the case where

the uncertain parameters are enveloped within bounds. Representation of bounded

uncertainty in nested sets allowed us to evaluate the e�ect of uncertainty in input

parameters on the satisfying boundary as well as probability of success, visually de-

picting the sensitivity of the results to changes in the amount of information available

regarding input parameters. However note that if one has more information (such

as probabilistic information) about the parameters, nothing prevents him/her from

incorporating this information while determining the probability of satisfying.

Here, the individual tasked with validating the model must establish certain ade-

quacy criteria regarding the tolerable error in model predictions or the desired prob-

ability of ensuring that the model satis�es this tolerable error. For a given level of

uncertainty, only one of these two criteria need be known or de�ned, from which the

third can then be determined. Hence, knowledge of the trade-o�s between these two

criteria can a�ord a decision maker useful insight in selecting the most useful or appro-

priate values based upon the model's intended application. Additional model selection

criteria closely related to the notion of a satisfying boundary have been presented to

enhance the visibility of important characteristics of the design space, including the

deterministic optimal solution, the robust optimal solution, model distinguishability,

and the value of added experimental outcomes.

A level of awareness of model's weaknesses is necessary for the approached pre-

sented herein as one still needs to select the uncertain parameters to be included in

the analysis, the response feature of interest to used to evaluate �delity as well as the

metric (mathematical means) for calculating error. As every aspect of model devel-
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opment, the selection of features must depend on and closely relate to the purpose

for which the model is built. This issue which requires careful discussion has been

left out of the scope of this chapter, but must nonetheless be an integral part of the

application of the proposed approach.

As discussed earlier, the discussion in this chapter is limited to uniformly contin-

uous proper functions to ensure compactness of the satisfying boundary. Although

satisfying this requirement within the parameter space is su�cient for our proposed

approach to be applicable, relaxing this assumption may result in discontinuous or

non-compact satisfying boundaries. Therefore, future work must explore this occur-

rence in hopes of determining its implications and how model validation should occur

in these instances.

Also note that our de�nition of 'usefulness' as the ability to predict available

experiments is naive in the sense that models are likely to be build to predict at

untested settings. Therefore, an expansion of this study to investigate the ability

of the model forms selected through this method in predicting at untested settings

within the domain is in order.
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4 MODELING AND SIMULATION OF FORT SUMTER

4.1 Introduction

Di�erential settlements occur when soil conditions below the foundation are inhomo-

geneous or the load distribution at the soil-structure interface is non-uniform. An-

thropogenic activities in the structure's vicinity, such as tunneling and vibration from

tra�c and construction activity, are also causes for di�erential settlement. The sub-

sequent angular distortions and tilting of the superstructure disturbs the structure's

intended geometry, resulting in the development of tensile stresses. These tensile

stresses can lead to cracking if the magnitude of the tensile stress exceeds the rather

small tensile capacity of masonry. Thus, a relatively small magnitude of settlement

can lead to cracking of the masonry assembly. These cracks, if uncontrolled, can

ultimately lead to sudden hinge formations due to the brittle nature of historic un-

reinforced masonry, which in turn can result in structural instability. Little is known

however, about the early warning signs of settlement induced damage to historic ma-

sonry structures, which typically are a complex system of arches, vaults, piers and

walls. If such warning signs are known, infrastructure managers could identify when

support settlement are the cause of structural distress and take precautionary actions

to prevent potential structural instability.

For many existing structures, the settlement magnitudes and types that form

hinges in the structure and lead to cracking are di�cult to determine through an-

alytical, closed-form-solutions, given the structure's complex geometric con�gura-

tion and material behavior. Empirical approaches published in literature regarding

the determination of critical settlements have many limitations such as isolation of
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settlement-induced damage from other sources and lack of exhaustive, quantitative

analyses [209�212]. On the other hand, numerical simulations are identi�ed as ef-

fective tools for analyzing the behavior of masonry structures under any settlement

severity and con�guration [76,77,213,214]. The major challenge in developing numer-

ical models for historic masonry is the assignment of accurate input parameters, such

as geometry, material properties and boundary conditions [154, 215]. This challenge

is further magni�ed in the case of historic monuments that have irregular geometric

features with permanent deformations, high spatial variability of material properties,

and uncertain interactions between adjacent components and between the structure

and ground [93,154,216].

To ensure model predictions are representative of the actual structural behav-

ior, on-site data must be incorporated to mitigate potential uncertainties and errors

in model input parameters [170, 217, 218]. Accordingly, using a numerical approach

integrated with experiments, this chapter presents an evaluation of the settlement-

induced damage to an unreinforced masonry vaulted casemate of Fort Sumter under

the incremental development of a wide range of possible settlement scenarios. This

chapter is organized as follows. Section 4.2 provides a brief history and reviews the

structural characteristics of Fort Sumter while Section 4.3 details the �eld investiga-

tions that support the development of the numerical models. The development of the

three-dimensional nonlinear FE model of the casemate is discussed in Section 4.4, fol-

lowed by a discussion on the calibration of the imprecisely known parameters of this

model against in-situ vibration measurements in Section 4.5. The model calibrated

for maximizing �delity is tested for robustness using the satisfying boundary approach

in Section 4.6. Section 4.7 presents the simulated response of the vaulted casemates

for various support settlement while, quantitative and qualitative assessments under

the simulated support settlement scenarios are provided in Section 4.8. Summary of
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the chapter and concluding remarks are provided in Section 4.9.

4.2 Fort Sumter National Monument: History and Structural

System

The construction of Fort Sumter began in 1829 with local sand being used to create a

two-acre island. Ten thousand tons of granite and over sixty thousand tons of other

assorted rocks were used to provide a foundation [219]. By 1860, the pentagonal-

shaped fort had �ve ft. thick, 50 ft. tall brick walls, enclosing a parade ground

of approximately an acre (Figure 24). The nearly four million bricks used in the

construction of the walls were manufactured locally. The mortar used was a mixture

of local sand, cement from New York and limestone from burnt oyster shells [219]. The

walls of the fort, except for the gorge wall, are made up of a series of structures called

casemates which once held two tiers of arched gunrooms. The perimeter of the fort

is encased by a scarp wall, which has gun embrasures on four sides to allow cannons

to �re. Typical of third system coastal forti�cations, the barrel vaulted casemates,

which hold the cannons, are built adjacent to, but, detached from the scarp wall.

This construction detail separates the scarp wall and the casemate as independent

structural entities and keeps any external damage by cannonballs isolated to the scarp

wall [220]. During the Civil War, Fort Sumter was bombarded from virtually all sides

and left in a state of �practical demolition� [221] (Figure 25a). After the war, three

barbette platforms and 11 lower-tier gunrooms were reconstructed. Originally over

50 ft. tall, the fort's walls have been reduced to one tier of casemates (Figure 25b). In

1948, Fort Sumter was declared a national monument and has since been maintained

by the National Park Service.
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Figure 24: Roof plan marking the six casemates to be modeled and the locations of
the core sampling points (plan drawing courtesy of National Park Service).

Figure 25: (a) Photo taken on August, 1863 showing the �rst breech in Fort Sumter
walls (original photograph by G.S. Cook), (b) Photo taken in August, 2011 showing
the current condition of Fort Sumter casemates.
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Figure 26: Solid model of the casemate showing the di�erent material assignments
and the location of the scarp wall interface modeled with contact elements.

4.3 Site Inspection and Evaluation: Data Collection for Model

Development

This section discusses the �eld inspections of the present condition of Fort Sumter,

including (i) physical tests on material samples, (ii) three-dimensional laser scanning

of the fort's geometry and (iii) ambient vibration testing of the casemates.

4.3.1 Coring Samples and Material Testing

Although the construction drawings of the fort indicate the fort was originally de-

signed with brick masonry all throughout the walls (see U.S. National Archives,

Drawer 66, Sheet 1), on-site evaluations and cored samples reveal a construction

of masonry walls with concrete in�ll (Figure 26). Therefore, the brick walls of Fort

Sumter are heterogonous in nature, not only in the use of masonry units and mortar

joints, but also in the inner morphology of the structural system with lower strength

�ller material or cavities. To re�ect this heterogeneity, three distinct regions with

individual material properties are identi�ed in the numerical model: (i) the masonry

walls and piers, (ii) the barrel vault of the casemate and, (iii) the tabby concrete in�ll

in the scarp wall and piers (Figure 26). An independent parameter value is assigned

for the vault to re�ect the di�erences in the joint orientation.

60



Figure 27: (a) Block specimen from the remains of the fort; (b) block specimen
segmented into smaller samples for testing; (c) Coring of the wall in progress; (d) an
intact core sample of tabby concrete in�ll.

Most masonry mortar used at Fort Sumter is constituted of natural cement (also

known as Rosendale cement), lime and sand [222]. Rosendale cement is a binder

generally producing lower strength mortar than Portland cement-sand mortars [223].

The concrete in�ll of the fort can be best described as �tabby concrete�- a concrete-like

compound generally composed of quicklime (obtained by burning oyster shells) and

aggregate (composed primarily of oyster shells and sand with some brick pieces) [224].

To determine characteristics of brick and mortar used during the construction, a

305Ö355Ö152 mm block sample is collected from the site and tested in the laboratory

(Figure 27a & b); while the characteristics of the concrete in�ll are determined from

the cored specimens.
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Two samples, cut from the block specimen collected on site (Sample A and Sample

B as shown in Figure 28), are tested to obtain both compressive and tensile material

properties. During compression experiments, sample A is tested for compressive

strength in the direction normal to the bed-joint (Figure 28a), while Sample B is

tested for compressive strength in the direction parallel to the bed-joint (Figure 28b).

The compressive strength of the brick and mortar assembly is determined using 50

mm cube specimens according to ASTM C109/109M -11a. The modulus of elasticity

is calculated as the slope of the elastic region of the stress-strain curves as shown

in Figure 28c. For both samples, averaged modulus of elasticity of 3.57 GPa and

compressive strength of 20.7 MPa are obtained. The mean values for modulus of

elasticity are considered as prior information for the calibration of the numerical

model against experimentally obtained vibration measurements (discussed later in

Section 4.5.2).

Three point �exural tests conducted on samples cut from the block specimen

(Figure 29) yield the tensile strength of mortar and brick as 0.65 MPa and 2.37

MPa, respectively. The �nal tensile strength is calculated as a volumetric average

of the mortar joints and brick units and set to 2.07 MPa. Moreover, bulk densities

are calculated by cutting the specimen into cylinders and measuring the weight-to-

volume ratio. The densities of brick and mortar that are measured as 1490 kg/m3

and 1670 kg/m3, respectively. A volumetric average yields a density of 1500 kg/m3

for the masonry assembly.

Diametral tests on three core samples of tabby concrete, shown in Figure 27d,

provide a compressive modulus of elasticity of 530 MPa and average tensile and

compressive strength of 0.53 MPa and 6.37 MPa, respectively. The density of the

tabby concrete in�ll is measured from the core samples as 1600 kg/m3. The material

properties used in the FE model are summarized in Table 2. Note that values of the
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Figure 28: (a) Sample A crushed in the compression test; (b) Sample B crushed in
the compression test; (c) Stress strain curves for Sample A and Sample B from the
compression test. The slope of the elastic region is taken as the elastic modulus.

Figure 29: Samples cut from the block specimen for 3-point �exural test and corre-
sponding stress-strain curves.
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modulus of elasticity of the masonry are �ne-tuned as described in Section 4.5.2.

4.3.2 Laser Scanning and Geometric Model Development

Masonry construction must carry loads in a compressive manner requiring curved

elements to span distances, such as arches and vaults, and thus result in complex

geometries. Over the life of the structure, the geometry is further complicated by

the accumulation of structural degradation, such as permanent deformations, crack

formation, and support movements. While geometric features must be simpli�ed

to reduce computational demands, it is crucial to preserve the structural properties

(such as, cross sectional area, moment of inertia, etc.) for achieving high-�delity

numerical models [225]. For this purpose, laser scanning has been successfully applied

to three-dimensional surveying of several masonry structures such as, masonry arch

bridges [131,134,226] and masonry vaulted monuments [136].

To obtain the geometry of Fort Sumter in its present form, a high-resolution

three-dimensional laser scan of the fort is performed. The Trimble CX laser scanner

uses proprietary technology that combines time-of-�ight methodology for long range

distance discrimination and phase shift methodology for high short range accuracy.

This combined methodology provides high resolution positional measurements of the

Elastic
Modulus
(GPa)

Tensile
Strength
(MPa)

Compressive
Strength
(MPa)

Density
(kg/m3)

Masonry of
piers

3.1 2.07 20.7 1500

Masonry of
vault

1.58 2.07 20.7 1500

Tabby
concrete

0.53 0.53 6.37 1600

Table 2: Material properties of the masonry and tabby concrete.
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object's surface at the rate of 54,000 points per second from distances in the order of

up to 50 m and measures the return time for the re�ection from the object. Assuming

the pulse travels with a constant speed, the distance between the laser scanner and

the object can be calculated in a straightforward manner [227]. This distance com-

bined with the simultaneously measured horizontal and vertical angles provides high

accuracy positions of the collected points. The Trimble CX scanner has a positioning

accuracy of 4.5 mm at 30 m and a distance measurement accuracy of 1.2 mm at 30

m. Also, the scanner corrects for temperature and humidity. For the distances within

the casemate, the expected positional accuracy is ± 3mm or better which is insignif-

icant enough to cause a substantial change in the FE model outputs of interest. The

scan data was collected from multiple setups of the scanner in and around the case-

mates. To maintain the integrity of the overall models created from multiple scanner

setups, a high accuracy control survey was performed to provide control points for

the scanner. The control points were established with procedures that insured gross

and systematic errors were accounted for such that random errors were minimized

in order to achieve a relative positional accuracy of ± 1 mm. This ensured that the

individual scan setups meshed together accurately.

The laser scan data, obtained in the form of a point cloud is post-processed using

Polyworks v.11 geometric modeling systems. Using triangulated irregular network

generation, surfaces (triangles) are created between adjacent points in the point cloud.

During triangulation, the maximum dihedral angle is kept at 45 degrees and maximum

edge length is left unconstrained. The surfaces are then decimated by a factor of 80%.

Finally, wireframe models are created from the casemate polygon mesh using RhinoV5

including important geometric features such as cracks and indentations. Figure 30

shows the polygonal mesh and the corresponding wireframe model for Casemate 4.
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Figure 30: (a) Polygonal mesh of Casemate 4 generated in Polyworks V11; (b) Wire-
frame of Casemate 4 generated in Rhino v5.0.
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4.3.3 Ambient Vibration Testing

Ambient vibration tests are performed on the casemate with a total of 41 measurement

points located on the piers, arches and vault (Figure 31). 20 measurement points are

located on the piers to measure horizontal acceleration response, while 9 measurement

points on the three arches and 12 measurement points on the vault measure vertical

acceleration response. The measurement locations are chosen after a careful study

of the mode-shapes from a preliminary modal analysis performed on the FE model

of the casemate. From this preliminary model, it is observed that for the �rst 10

modes of the casemate, the most dominant modal displacements are the vertical

de�ections of the vault and arches and the horizontal de�ections of the piers. The

sensor locations are chosen accordingly to capture these displacements with su�cient

spatial resolution to prevent spatial aliasing.

PCB 393B04 seismic accelerometers are deployed to record 30 minute vibration

responses due to ambient excitation forces (see [228] for a discussion on ambient vi-

bration testing of historic masonry monuments). The PCB 393B04 seismic accelerom-

eters have a sensitivity of 1000 mV/g, measurement range of ±5g and a frequency

range of 0.06-450 Hz. The high sensitivity is ideal for measuring low-amplitude ambi-

ent vibrations for an operational modal test. A baseband frequency range of 0-1.6 kHz

is used with a sampling frequency of 819.2 Hz. Thus, a total of 1,474,560 samples are

collected over the measurement duration. The sampling frequency is down-sampled

to 160 Hz to reduce the size of the data vectors. Using Enhanced Frequency Domain

Decomposition system identi�cation method [229,230], two modes are extracted from

the raw data at 27.48 Hz and 45.2 Hz with a MAC rejection level of 0.8. The identi�ed

natural frequencies and the corresponding modes shapes are given in Figure 32.
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Figure 31: The experimental set-up showing accelerometers mounted on the vaults
and piers.
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Figure 32: Comparison of measured and simulated modes with respective MAC val-
ues.

4.4 Development of the Structural Finite Element Model

This section discusses the development of the structural �nite element model, includ-

ing (i) generation of the model, (ii) veri�cation of the mesh size and (iii) implemen-

tation of substructuring techniques to represent the adjacent components.

4.4.1 Generation of the Finite Element Model

The geometry of the FE model is built in ANSYS 13.0 according to the wireframe

model generated in Rhino 5.0 (Figure 33). When necessary, property-preserving ap-

proximations are made to eliminate di�culties in geometric modeling and mesh dis-

cretization. A prede�ned 8-noded solid iso-parametric SOLID65 element in ANSYS

13.0 is implemented. SOLID65 element faithfully represents typical masonry failure,

characterized by cracking in tension and crushing in compression. SOLID65 element

accounts for cracking through a smeared crack analogy and crushing through a plas-

ticity algorithm in three orthogonal directions according to Willam-Warnke failure
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Figure 33: Sub-structured FE model of Casemate 4 with springs used to represent
the foundation. The meshed region is the casemate itself adjoined by superelements
of the neighboring casemates.

criterion [160,231]. SOLID65 element allows the input of open and closed crack shear

transfer coe�cients ranging from 0 to 1, where 0 represents a smooth crack (no shear

transfer at the crack surface) and 1 represents a perfectly rough crack (complete

shear transfer at the crack surface) [232]. In this study, shear transfer coe�cients are

prescribed as 0.2 for open cracks and 0.6 for closed cracks, respectively [233,234].

According to construction drawings, the initial construction of Fort Sumter in-

cluded a narrow gap between the scarp wall and casemate (Figure 34). This gap has

been closed due in part to permanent deformations and in part to the reconstruction

of the fort. Currently, the interface between these two structural systems exhibits

a contact of unknown nature with highly uncertain force transfer characteristics. In

the FE model, this interface is modeled using contact elements on one surface (con-

tact surface, CONTA174 in ANSYS) and target elements on the other surface (target

surface, TARGE170 in ANSYS) forming a contact-target pair (as indicated in Figure

26) [235]. In these contact-target pairs, the nature of the force transfer is dictated

by normal and tangential contact sti�ness. Herein, normal contact sti�ness, which

controls the penetration, is assumed identical to the sti�ness of the masonry beneath
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Figure 34: Casemate used for connectivity tests showing the outline of the scarp wall
interface (a) in elevation and (b) in section.

the contact surface. The sliding behavior between the scarp wall and piers is a com-

plex combination of interlocking, friction and possible cohesion, which are di�cult

to measure without destructive tests. The combined tangential force transfer, that

governs the sliding behavior at the interface, can be idealized by a friction coe�cient

applied to the contact elements, which represents the tangential sti�ness at the in-

terface. This friction coe�cient is, thus, a homogenized idealization of the sliding

resistance at the scarp wall interface and must, therefore, be inferred via calibration

measurements collected on site, as it will be discussed in Section 4.5.1.

The foundations, which are excluded from the model, provide a semi-rigid support

to the casemate which can be idealized by a system of identical but independent,

closely spaced vertical and horizontal linear springs (COMBIN14 in ANSYS) dis-

tributed throughout the base of the casemate forming a Winkler foundation [236,237]

(as indicated in Figure 33). The springs are of course, �ctitious and thus, the spring

sti�ness's are uncertain quantities requiring calibration to experimental measurements

as it will be explained later in Section 4.5.2.
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The resulting model is thus nonlinear, incorporating (i) the material non-linearity

(concrete material model), (ii) geometric non-linearity (P-Δ e�ects) and (iii) non-

linear boundary conditions (contact elements). Thus, the FE model requires an iter-

ative solver. Herein, the Newton-Rhapson equilibrium iteration scheme [238] is used

to update the tangent matrix and the restoring force vectors corresponding to the

element internal forces. In solving the nonlinear equations, considerable use has been

made of the Clemson University high performance computing capability, Palmetto

Cluster.

4.4.2 Determining the Optimal Mesh Size

To ensure numerical solutions accuracy and prevent errors from compensating dur-

ing calibration, a mesh size that strikes a balance between computational time and

numerical precision is sought. First, a reference solution is de�ned using a general-

ized Richardson extrapolation [165]. This reference solution at element size , i.e. a

model with in�nite elements, theoretically yields the exact solution. The maximum

element edge length, of the solid tetrahedral element is varied between 0.18 m to 0.26

m in steps of 0.01 m. Solution convergence as the maximum element edge length is

reduced is checked for the �rst four free-free natural frequencies. Figure 35 shows

that employing a mesh size of 0.23 m yields a numerical uncertainty below 4% of

the reference solution, less than the experimental variability that can be attributed

to temperature and moisture variations commonly observed in masonry and concrete

construction (i.e., 5-6%) [172, 239]. Herein, a maximum element edge length of 0.23

m is implemented, which yields a model with 87,555 elements and 131,232 nodes with

three translational degrees of freedom.
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Figure 35: Mesh re�nement study showing the change in the �rst four natural fre-
quencies as a function of the element size.

4.4.3 Substructuring of the Un-modeled Adjacent Casemates

To represent lateral restraints from the un-modeled adjacent casemates, the struc-

ture is partitioned into substructures through Component Mode Synthesis (CMS)

[240�245]. The method consists of �rst reducing the order of the components of lesser

interest, i.e. the adjacent casemates, down to their interface degrees of freedom,

generating what are referred to as superelements. Substructuring must therefore be

applied after an appropriate mesh size is selected. Next, these reduced order superele-

ments are coupled to the structure of interest, i.e., Casemate 4, to form the complete

system. Note that the loads applied to Casemate 4 are also applied respectively to

the adjacent casemates and are transferred through the interface degree-of-freedoms

via a reduced superelement load vector. Herein, a �xed-interface CMS is employed,

where the eigenvalue problem for the component is solved by restraining each of the

interface degrees of freedom, as it is computationally less expensive due to the smaller

size of the eigenvalue problem.

Substructuring is computationally advantageous over the common approach of
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including adjacent structural components for each axis of symmetry [154, 246]. Note

that the use of a substructuring technique for Casemate 4 results in an approximate

three-fold reduction in the number of degrees-of-freedom that would be solved and

stored if the adjacent casemates were also modeled.

4.5 Calibration of the Structural Finite Element Model

This section reviews the calibration activities that include (i) back-calculation of the

unknown friction coe�cient of the contact elements used to represent the interface

between the casemate and scarp walls and (ii) inference of the imprecisely known

spring constants model input parameters.

4.5.1 Back-calculating the Friction Coe�cient through Load Path Anal-

ysis

Recall Section 4.4.1, where a �ctitious friction coe�cient is de�ned to represent the

highly uncertain force transfer at the interface between the casemate and scarp wall.

This coe�cient, being highly dependent upon the present condition of connectivity

and interlocking between these two structural components, is back-calculated from

available on-site measurements. As suggested by [247], structural connectivity can

be inferred by measuring the vibrations transferred between adjacent structural com-

ponents. If the scarp wall and casemates are in full contact resulting in a complete

force transfer (i.e. no sliding), the displacements parallel to the interface must be

continuous (i.e. the displacement of the scarp wall and the casemate within the im-

mediate vicinity of the cold-joint must be nearly identical). Therefore, the measured

relative dynamic displacements of these two adjacent structural systems can be used

to estimate the friction coe�cient.
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Figure 36: Test set-up on the North pier of Casemate 4 showing two adjacent ac-
celerometers mounted parallel to the scarp wall interface with one accelerometer on
the pier and one on the scarp wall.

A hammer impact test is performed [248, 249], in which two accelerometers, one

on the casemate pier and one on the scarp wall, are mounted parallel to the interface

and a hammer strike is applied parallel to the interface (Figure 36). PCB 393B04

accelerometers with a frequency range of 0.06 to 450 Hz ± 5% and weight of 50 gm

each are used to measure the vibration response of the fort. B&K 8210 modal sledge

hammer with a 5.44 kg (12 lb) head and a maximum force range of 22.2 kN (5000 lbf)

is used to excite the structure. First, the low frequency noise in the acceleration time

history measurements are �ltered with a high-pass Butterworth �lter with a frequency

cuto� of 20 Hz [250]. Next, the acceleration response is converted to displacement

using cumulative trapezoidal numerical time integration with a time step size of 0.002

sec [251]. The cuto� frequency of 20 Hz that yields displacement response with a zero-

mean is applied after studying a range of cut-o� frequencies. From displacement time

histories, the ratios of the maximum displacements of the casemate and scarp walls

are calculated. To capture the potentially nonlinear behavior of the interface, these

ratios are calculated for six levels of impact force increasing from 2.6 kN to 8.8 kN.

For all force levels, the average relative displacement ratio is obtained to be 3.8,

considering both South and North sides of the casemate.
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Figure 37: Plot showing the relative displacement ratio using (a) standard surface
interaction model and (b) no-separation surface interaction model for di�erent values
of applied force and µ.

The friction coe�cient µ, in the FE model shown earlier in Figure 33, is back-

calculated such that the relative displacement ratio in the FE model is equal to 3.8.

This back-calculation is completed considering two surface interaction models that

di�er in the treatment of separation between surfaces. In Figure 37, by interpolating

between data points, a coe�cient of 1.14 is obtained as an average of the two surface

interaction models and the impact force levels. This value is used for the �ctitious

friction coe�cient for the CONTACT174 elements in the FE model to approximate

the connectivity and interlocking behavior between the scarp wall and casemate (as

indicated earlier in Figure 26).

4.5.2 Calibrating the uncertain parameters of the Finite Element Model

Despite of the concerted e�orts made to collect on-site information regarding the

present condition of the fort, uncertainties remain in (i) the material property values

and (ii) the spring constant that represents the support at the base of the structure. It
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is of value to reduce the uncertainty in these input parameters by systematically com-

paring the numerical model predictions of global mechanical behavior of the casemate

against those that are measured on site, a process commonly known as model cali-

bration (see [154] for a thorough overview of model calibration as applied to masonry

monuments).

With the modal parameters of the fort identi�ed in Section 4.3.3, uncertain FE

model input parameters can be calibrated. Since computation of modal parameters

is deeply rooted in the linearity assumption, only parameters a�ecting the linear

response can be calibrated, namely the elastic modulus of the materials and spring

constants representing the boundary conditions. The elastic modulus of walls and

piers (θ1), the elastic modulus of the vaults (θ2) (recall Figure 26) and sti�ness of the

springs at the supports (θ3) (recall Figure 33) are imprecisely known input parameters

in the FE model. Through a fully Bayesian implementation of the statistical inference

procedure proposed by [168], these three model input parameters are inferred by

exploiting the availability of known modal parameters (see [15] for the derivations of

the statistical inference approach and [154] for a discussion on the implementation of

this procedure on a masonry monument).

For the material properties (θ1 and θ2), in the absence of a su�ciently large number

of material tests, prior distributions are de�ned to be uniform distributions. The

bounding limits of the uniform distribution are determined such that the predicted

natural modal parameters envelop the experimentally measured modal parameters;

thus for θ1 a range of 3 GPa � 4 GPa and for θ2 a range of 1.5 GPa � 2.5 GPa are

considered. The bounding limits of θ2 are considered to be lower than those of θ1 due

to the vertical orientation of the joints in the vaults.

The range for the spring constant θ3 is de�ned to ensure a semi-rigid connection

through a parametric analysis of the �rst six natural frequencies, in which the sti�ness
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Figure 38: The �rst six natural frequencies obtained from the FE model plotted
against logarithmically varied foundation spring sti�ness.

of the linear springs is logarithmically varied to �nd the sti�ness values at which

the foundation becomes e�ectively pinned (lower bound) and e�ectively rigid (upper

bound) (Figure 38). According to Figure 38, the prior distribution of the spring

constant is set to be uniform between 10 and 103 MN/m.

The domain de�ned by the prior distributions of the three calibration parameters

is explored via Markov Chain Monte Carlo (MCMC) sampling. A total of 20,000

MCMC accepted runs are obtained to generate the posterior distributions for the

calibration parameters. These posterior distributions yield the likely values for the

three uncertain model input parameters that improve the agreement between the two

experimentally measured and predicted natural frequencies (see Figure 15).

The values corresponding to the peak of the probability distributions shown in

Figure 39 are used as the calibrated input parameters, which correspond to an elastic

modulus of 3.1 GPa for the walls and piers (θ1), 1.58 GPa for the elastic modulus

of the vault (θ2), and a support spring sti�ness of 60 MN/m (θ3). The correlation

between the �rst two experimental modes and the corresponding model predictions

obtained with these calibrated input parameters is given in Figure 32.

The calibrated model yields a �rst natural frequency, which is 8.8% higher and
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Figure 39: Posterior distribution of input parameters (θ1 is the elastic modulus of
walls and piers, θ2 is the elastic modulus vaults and θ3 is the foundation spring
sti�ness)

a second natural frequency, which is 5.3% lower than the experimentally obtained

natural frequencies. While comparing the agreement between experiments and model

predictions, another commonly used metric is modal assurance criteria (MAC) that

represents the degree of linear correspondence between two mode shape vectors [252].

MAC lies between zero and unity, where a higher MAC value indicates better agree-

ment. Between the experiments and the calibrated numerical model, a MAC value of

0.86 for the �rst mode and 0.60 for the second mode is observed for the experimental

and simulated mode shapes.

4.6 Remaining Uncertainties

Models that are calibrated in a deterministic manner to maximize �delity to limited

experiments do not guarantee �delity in their entire operational domain. In Section

4.5, the elastic moduli of two materials assumed in the FE model are calibrated using

natural frequency and mode shapes. Despite the calibration e�orts, uncertainty still

remains in the two elastic moduli for the following reasons:
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1. Spatial variations in the material properties: By using homogenized determin-

istic parameters to represent the masonry over entire structural components,

the e�ects of brick-to-brick and joint-to-joint variations in material properties

is ignored. Such an assumption may not be suitable for making predictions of

quantities other than the ones used for calibration.

2. Temporal variations in material properties: Similar to spatial variations, time-

dependent variations in material properties are ignored in the calibration. Fac-

tors such as moisture, ambient temperature and material aging modify proper-

ties of masonry.

Thus, predictive capability of the FE model depends on how well �delity is main-

tained under such variations. The calibrated values of the elastic moduli maximize

�delity (i.e. minimize prediction error) to the �rst two measured natural frequencies

and mode shapes, i.e. calibration experimental data. Thus, the calibrated parameter

values are the best guess given the limited experimental measurements. In an e�ort

to maximize �delity, the calibration process may infer input parameter realizations

that render the model highly sensitive to variation in parameter values. By quanti-

fying the robustness of this model, the usefulness of the calibrated model in making

predictions of required structural behavior can be validated. Observing the trade-

o� between allowable prediction error and parametric uncertainty allows making a

decision whether to perform additional experiments to reduce uncertainty or accept

larger errors in model predictions.

4.6.1 Design of Experiments

The usefulness of the model is speci�c to the purpose of the model, i.e. the desired

prediction or model output. Here, for the purpose of demonstration, the desired
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Calibrated value Upper bound Lower bound

K1 3.1 GPa 2.32 GPa 3.87 GPa
K2 1.58 GPa 1.19 GPa 1.98 GPa

Table 3: Calibrated values, upper and lower bounds for uncertainty propagation.

prediction is the strain at the underside of the vault due to di�erential settlement.

The settlement scenario considered here is the di�erential settlement of the south

piers with respect to the north piers (Refer Figure 26) with a maximum settlement

magnitude of 0.1 m. The simulation is divided into 25 substeps and normal strains

are recorded at each step. The two uncertain elastic moduli, K1 for the piers and

K2 for the vault, are sampled with a uniform distribution with a 25% uncertainty

centered around the calibrated values (recall Section 4.5.2). The upper and lower

bounds on the two parameters are given in Table 3. The sampled input space thus

consists of combination of 20 uniformly spaced samples each of K1 and K2 resulting

in 400 settlement simulations.

The two model outputs of interest Y1 and Y2 represent the vector composed of

nodal strain predictions at each node at the underside of the vault in the X-direction

(N-S, along the span of the vault) and Y-direction (E-W, along the length of the vault)

respectively at each of the 25 substeps. Corresponding prediction errors R1 and R2

are calculated at each substep as the sum of the absolute di�erence with respect to

the strain vectors Ỹ1 and Ỹ2 calculated on the model with calibrated elastic moduli

values. R1 and R2 are plotted for 5 substep intervals in Figure 40 and 41 respectively.

4.6.2 Trade-o� Analysis

Satisfying boundaries are obtained in the input space for varying levels of error toler-

ance Rc as well as at increasing time steps. Figures 42 to 46 show satisfying boundaries

at an interval of 5 substeps. Recall that the 0.1m settlement is divided into 25 equal
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Figure 40: Error in X-direction strain predictions (R1) for incremental load steps.

Figure 41: Error in Y-direction strain predictions (R2) for incremental load steps.
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substeps. Thus, the 5th substep corresponds to 0.02m, 10th step corresponds to 0.04m

settlement and so on. It is evident at the 25th substep, the input-output relation no

longer obeys the proper continuous behavior assumption for using satisfying bound-

aries. For instance, in Figure 46 corresponding to Rc of 6%, the parameter realizations

are no longer compact, causing the satisfying boundary to encompass non-satisfying

parameter realizations.

Figure 47 shows the trade-o� between uncertainty in parameters, the error toler-

ance and probability of satisfying at increasing substeps denoting increasing settle-

ment. Substeps 5 to 20 show expected relations between the three criteria. Probabil-

ity of satisfying increases monotonically with increasing error tolerance and decreases

monotonically with increasing uncertainty. However, for substep 25 (Figure 46), the

monotonic relation is violated due to the non-compact input-output relation, due to

which, the satisfying boundary encompasses failed samples. Thus, at this load-level

the validity of the trade-o� analysis is limited.

Some key decisions can be arrived at using the relation between the three criteria as

seen in Figure 47. For instance, say the model developer decides that a 5% variability

in predictions of strains under settlement is tolerable as such an error is unlikely

to lead to potentially disastrous decision. Under this constraint, a 5% uncertainty

or variability in the elastic moduli can provide reliable results with a probability of

satisfying of 100%. Now, suppose the model developer realizes that anything less

than 10% uncertainty is di�cult to achieve even after further experimentation. In

such a case, the model developer can specify to the end user that the con�dence in

model predictions is 70%, i.e. there is a 30% probability that model predictions vary

more than 5%. Essentially, if any one of the criteria is known, the other two can be

calculated. Based on this information, the model developer may decide to conduct

further experiments or specify the tolerable output variability of the model or specify
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Figure 42: Satisfying boundaries for increasing error tolerance Rc obtained at the 5th

substep.
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Figure 43: Satisfying boundaries for increasing error tolerance Rc obtained at the
10th substep.
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Figure 44: Satisfying boundaries for increasing error tolerance Rc obtained at the
15th substep.
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Figure 45: Satisfying boundaries for increasing error tolerance Rc obtained at the
20th substep.
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Figure 46: Satisfying boundaries for increasing error tolerance Rc obtained at the
25th substep.
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Figure 47: Three-dimensional plot showing trade-o� between probability of satisfying,
error tolerance and parametric uncertainty for increasing substeps.

the required probability of success.

4.7 Support Settlement Analysis of Fort Sumter

Seven possible settlement con�gurations are simulated, each with a maximum mag-

nitude of 100 mm in the vertical direction as shown in Figure 48. Aside from the

settlement of the supports, the self-weight of the casemate itself is also considered

in the simulation. The con�gurations are designed accounting for the two adjacent

casemates on the two sides of Casemate 4. The settlement con�gurations are gener-

ated as bi-variate quadratic curves using the MATLAB procedure poly�tn [253] and

are designed to encompass global settlement of the three casemates as well as local

settlement of the piers and walls. The settlement con�gurations are grouped as sag-

ging con�gurations (1, 2 and 3), pier settlement (4) and tilting settlements (5, 6 and

7). As the settlement is incremented, cracks begin to develop in the casemate. The

pattern of the cracking is observed to be dependent upon the settlement con�guration
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Figure 48: Seven settlement con�gurations used for FE simulations.

and magnitude:

Sagging Settlement Con�guration 1 simulates the unsymmetrical sagging under

the north side of the scarp wall. The cracks begin forming at the bottom of the

scarp wall on the intact side and gradually progress upwards. At around 50 mm of

settlement, a crack which initiates at the base of the scarp wall on the intact side

progresses diagonally across the scarp wall and fully forms a diagonal crack (indicated

with a dotted line in Figure 49). While such a settlement results in substantial

cracking within the scarp wall, owing to the cold joint between the scarp wall and

the rest of the casemate, the vault, arches and the inner piers are not signi�cantly

a�ected. Con�guration 2 simulates the sagging under the entire north side of the

casemate. Beginning at the scarp wall, heavy cracking is observed on the less settled

side of the casemate. At approximately 50 mm of settlement, a complete diagonal

crack is formed on the scarp wall (indicated by a dotted line in Figure 49). Cracking

is also initiated at the springing of the arch on the South side at a 50 mm settlement

magnitude. Con�guration 3 simulates symmetrical sagging of the ground, which

results in symmetrical cracking of the arches (indicated as a and b in Fig 49). At

approximately 60 mm settlement, a load bearing arch is formed within the scarp wall
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Figure 49: Crack plots of the casemate under 100 mm settlement of the seven con�g-
urations.

to span across the regions of settlement (as indicated by a dotted line in Figure 49)

in agreement with an earlier simulation-based study by [213].

Settlement of Piers Under Con�guration 4, which simulates settlement under the

north-pier, cracking begins �rst at the base of the scarp wall on the south side and

the south-pier at a settlement magnitude of 10 mm. The con�guration also leads

to cracks at the springing of the arch (indicated as b in Figure 49) at a settlement

magnitude of approximately 60 mm. Extensive cracking and formation of a hinge

are also observed within the vault (indicated as a in Figure 49). It can be concluded

that when one of the piers settles more than the other, unsymmetrical cracking of the

vault occurs on the side of the pier that exhibits more settling. Also, the pier itself

that settles less among the two endures more cracking than that which settles more.
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Tilting settlements Con�guration 5 represents inward tilting of the foundation

towards the west. According to the model predictions, cracking is predicted at the

springing of the arch above the inner piers of the casemate (indicated as a and b in

Figure 49). Cracking is initiated at the outer tips of the base of the north- and south-

piers at a settlement magnitude of approximately 10 mm while cracking at the outer

edge of the base of the scarp wall is initiated at approximately 20 mm. These cracks

gradually progress upwards and reach the springing point of the arch (indicated as

a and b in Figure 49) at a magnitude of 50 mm. Con�guration 6 simulates outward

tilting of the foundation towards the east. Cracking is predicted at the springing

point of the arches above the inner piers on the side of the scarp wall. At a settlement

magnitude of 15 mm, cracking at the inner tips of the base of the piers is �rst observed,

with the inner edge of the base of the scarp wall beginning to crack at around a 40

mm of settlement. Cracks in the piers and scarp wall progress upwards and reach

the springing point of the arch at approximately 60 mm of settlement. Settlement

in Con�guration 6, which represents the outward tilting of the foundation towards

the east, is less structurally critical compared to Con�guration 5 primarily due to

the highly sti� scarp wall resisting the thrust of the vault. Finally, Con�guration 7

simulates tilting of the foundation towards the north in the longitudinal direction of

the right face. The south pier of the casemate is heavily cracked due to the horizontal

thrust exerted by the vault. Diagonal cracking, initiated in the scarp wall originating

from the base on the south side runs completely across the scarp wall at a 50 mm

settlement (indicated by a dotted line in Figure 49). Cracking at the springing point

of the north arch is initiated at a 50 mm of settlement (indicated as b in Figure 49),

while cracking of the vault on the south side is initiated at 80 mm (indicated as a in

Figure 49). The cracks in the vault form a hinge rapidly through the length of the

vault at a 90 mm settlement.
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Results presented in this section reveal that the mechanism, in which the fort

withstands the support settlement, di�ers signi�cantly for di�erent settlement con-

�gurations. Therefore, visual observations of crack patterns can be used to diagnose

potential settlement con�gurations. However, it must be noted that not every crack-

ing in the structure can be attributed to settlement. Cracking may occur due to

temperature and moisture expansion, seismic and high wind activity, forces from

adjacent buildings, chemical and biological processes, freeze-thaw cycles, etc.

4.8 Qualitative Classi�cation of Settlement-Induced Damage

When cracking occurs within an element, the strain in the direction normal to the

cracked element edge increases signi�cantly. Total strain is, thus, proportional to

the number of cracks and their widths. Therefore, the degree of settlement induced

damage can be quanti�ed using the total principal strain in the entire structure.

Figure 50 plots the total principal strain as a function of the settlement magnitude.

It can be deduced that con�guration 3, which is the symmetric sagging under the

casemate is the most damaged case in terms of the intensity of crack formation, while

con�guration 5 which is the outwards tilting of the casemate is the least damaged in

the same sense.

Focusing on the damage patterns discussed in section 7, a qualitative damage

classi�cation scheme is devised. Minor smeared cracking limited to walls and/or piers

is classi�ed as slight damage, while the initiation of large cracks or discontinuities in

walls and piers is classi�ed as moderate damage. Severe damage is reported when

through cracks are completely formed in the walls and piers. When the discontinuities

are formed in the vaults and arches in the form of hinges, an instability condition is

assumed. Although, further cracking may be allowed past the assumed instability
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Figure 50: Total principal strain plotted as a function of settlement magnitude.

Figure 51: Qualitative structural damage matrix showing damage levels based on
crack locations and magnitudes.

condition, cracking of vaults and arches is treated as a critical condition as structural

collapse is imminent at any value of further settlement. Figure 51 indicates the

settlement magnitudes at which the above-mentioned damage classi�cations occur.

The instability condition, as de�ned herein, is not experienced under con�gurations 1

and 6 up until a 100 mm settlement magnitude. The assumed instability conditions

are experienced under con�gurations 2, 3, 4 and 5 between 60 and 80 mm settlements.
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4.9 Conclusions

This chapter investigates settlement-induced damage patterns speci�cally focusing on

Fort Sumter, S.C., a historic 19th century island fort, through a numerical analysis

substantiated with experiments and �eld investigations. The FE model of one of the

fort's casemate is built that allows cracking of the masonry material when the failure

criterion is exceeded. The input parameters of the model are determined following

on-site experiments and model calibration.

In order to test the model's usefulness in making predictions of structural response

under foundation settlement, the model's robustness to the remaining uncertainties in

the calibrated parameters is assessed using the satisfying boundary approach. Critical

decisions regarding the amount of tolerable uncertainty and expected variability in

predictions can be reached at using the tradeo� between parameter uncertainty, error

tolerance and probability of successful predictions.

A total of seven settlement con�gurations are simulated to include global set-

tlements as well as localized settlements under the piers and walls. The cracking

behavior is observed at each step as the settlement magnitude is increased up to 100

mm in increments of 2.5 mm. The formation and progression of cracks are observed

to be unique to the settlement con�gurations. Therefore, by visual investigations of

early warning signs in form of cracks, the stewards of historic monuments can draw

conclusions regarding the settlement con�guration causing damage to the structure.

Unsymmetrical sagging types of settlements are characterized by diagonal cracking

of the scarp wall originating from the bottom on the less-settled side. Symmetric

sagging under the casemate, however, forms cracks that originate from the bottom

of the scarp wall from both sides and converge at the center forming an arch that

spans the length of the casemate and bears the loads of the wall above. Cracks due to
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stress concentrations are seen for most settlement con�gurations at the intersection

of the structural members such as the springing of the arches and vaults. Cracking

of the vault is observed in con�gurations that involve di�erential settlements of the

piers. Cracks once formed in the vaults, progress rapidly without warning as the

settlement increases. Thus, cracking of the vault should be taken as a structural

stability concern.

Structural damage is quanti�ed by the total principal strain in the casemate as it

approximately re�ects the number of cracks and the crack widths. Symmetrical sag-

ging is found to be the settlement scenario that amounts to the most crack damage.

A qualitative damage classi�cation system is devised on the basis of crack propaga-

tion and location that indicates the level of damage encountered as the settlement

magnitude increases. The damage levels range from slight damage signifying minor

cracking in walls and piers to instability conditions when cracks occur in the horizontal

members i.e. vaults and arches.

In future studies, the settlement analysis must be performed by also incorporating

foundation soil properties and the soil-structure interactions that will alleviate the

simpli�cations assumed in this study for the spring foundations that were assumed

linear and isotropic. Such a study can also assess the e�ect of the fort on its foundation

to infer the possible settlements to be expected in the future. Both a sound numerical

model of the fort, discussed in this chapter, as well as a dependable numerical model

of the soil will be required for coupling of these two �elds.
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5 ASSESSMENT OF STRENGTHDEGRADATION

DUE TODAMAGEUSING A LOAD PATH-BASED

APPROACH

5.1 Introduction

Masonry monuments constitute the vast majority of historic heritage around the

world5. The negative e�ects of aging and accumulated damage have degraded the

structural integrity of these monuments, making it necessary to closely monitor their

remaining load-carrying capacity. Over the last two decades, Structural Health Mon-

itoring (SHM) has been developed as an automated approach for such monitoring

by detecting the onset of damage from the changes in the monument's response

features measured in a non-destructive and continuous (or quasi-continuous) man-

ner [254�260]. Dynamic testing has been a prominent damage identi�cation technique

for SHM, relying on the basic principle that change in the sti�ness distribution in a

structure from damage (similarly, from repair or retro�t activities) alters the struc-

ture's dynamic behavior [179, 261�264]. This concept has been successfully demon-

strated on several historic masonry monuments primarily through the monitoring of

modal parameters, such as natural frequencies and mode shapes [265�271].

SHM's popularity in long-term assessment of historic masonry can be attributed

to its potential for enabling condition based repair and strengthening e�orts, provid-

ing life-safety and economic bene�ts, and supporting historic preservation [170, 272].

However, the missing link between what is being measured (sti�ness-related quanti-

ties) and what needs to be known for historic preservation (strength-related quan-

5Until the mid-19th century the only other widely used construction material was timber. Most
of timber structures have since decayed or burnt during �res.
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tities) is hindering these ambitious goals [181]. Dynamic response features provide

an indication of sti�ness degradation due to damage. However, structural engineers

are more interested in the actual loss of load-carrying capacity to both justify and

con�gure repair and rehabilitation activities. Sti�ness degradation is seldom a direct

representation of strength degradation and hence, determining the degree of change

in such dynamic response features as natural frequencies and mode shapes is insu�-

cient to assess how much the integrity of the structure (i.e. load-carrying capacity)

is compromised due to damage. Model updating techniques implemented to pinpoint

the location of damage, although useful for aiding inspection, still leave the stewards

of historic monuments uninformed about the negative e�ects of the identi�ed damage

on structural integrity.

In this article, the authors implement a load path-based approach to �rst evaluate

the negative e�ects of damage on structural redundancy and then, link this deter-

mined redundancy loss to the reduction in load-carrying capacity. In this context,

redundancy is the ability of the structure to assume alternative load paths to carry

the applied load such that if one path is disturbed due to damage, the loads can safely

be transferred to the supports. Here, load path refers to the trajectory of the load be-

tween the point of application and the supports. The onset and progression of cracks

disturbs this trajectory forcing the system to transfer the loads through alternative

paths, gradually reducing the structural redundancy. In general, the higher the loss

in a structure's redundancy, the higher the loss in its load-carrying capacity [273,274].

Using this relation, this study proposes a redundancy measure based on quanti�ed

disturbance in load path to estimate the loss in load-carrying capacity. In this study,

disturbance in load path due to damage is calculated as the total force that must be

redistributed from damaged regions to the intact regions within the structure. This

calculation is performed using computational models of the structural system. Using
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load path disturbance in conjunction with the relative position and magnitude of

damage, this study formulates a redundancy measure. Thereafter, empirical relations

between the redundancy measure and the consequent loss in load-carrying capacity

are derived to enable estimation of strength degradation due to identi�ed damage.

In this chapter, the feasibility and application of the proposed approach are demon-

strated on a 19th century brick masonry coastal forti�cation, Fort Sumter located in

Charleston, S.C.

This chapter is organized as follows. Section 5.2 provides a brief background

on the current practices and limitations of non-destructive vibration-based damage

detection in the context of preservation of historic masonry monuments. Section

5.3 �rst demonstrates the dependance of load-carrying capacity on the disturbance

in load paths due to damage, next provides a brief background on the available

redundancy measures and �nally presents a generalized methodology to calculate

redundancy based on change in load path. Section 5.4 details the implementation

of the proposed load path-based redundancy measure on the case-study structure.

Finally, concluding remarks, including a discussion of generalizations and limitations

of the proposed approach are provided in Section 5.8.

5.2 Background Perspectives on Vibration-based Damage De-

tection

In vibration-based SHM, changes in the prede�ned response features from an earlier

measured reference state are used to infer the onset of damage (see [254, 261, 275]

for a review). Vast majority of the damage detection studies on masonry structures

have been completed on scaled laboratory models using shifts, for instance, in the

modal parameters (natural frequencies, mode shapes and their derivatives) between
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the damaged and undamaged (or repaired) state. For instance, [265] studied two

laboratory scaled arches, one intact and one with spandrel wall separation and noted

di�erences in mode shapes as well as mode sequences. [266] observed reduction in the

�rst natural frequency of a 1/5th scaled masonry building due to formation of cracks

induced via a shake table. [172] imposed progressive damage scenarios on a laboratory

scaled arch by increasing static load and observed that the natural frequencies identi-

�ed after each load increment show a decreasing trend with progressing damage. [276]

recorded reduction in natural frequencies of a full-scale model of a masonry triumphal

arch after damage was induced in the form of settlement of one of the arch pedestals.

Studies conducted on existing monuments were primarily focused on the changes in

the dynamic behavior due to repair and retro�t activities as it is implausible to dam-

age an existing masonry monument for research purposes. For instance, [275,277�280]

all documented an increase (up to 40-45%) in the natural frequencies after a retro�t

or repair campaign.

Rytter [258] popularly categorized vibration-based damage detection into four

levels involving (i) detection, which provides a qualitative indication of the existence of

damage in a structure; (ii) localization, which determines the location of the damage

detected in the �rst level; (iii) assessment, which identi�es the severity or extent of

the damage; and lastly (iv) consequence, which involves assessing the e�ect of the

identi�ed damage on structure's safety6. The �rst three levels have received the most

attention in the published literature with the the fourth level being the least widely

studied [282]. In earlier studies, the fourth level has commonly been treated as the

residual service life of the structure in the context of prognostic evaluation. Such

a treatment is perfectly suitable for aiding maintenance scheduling of replaceable

6Researchers have later added damage classi�cation as a crucial process to understand the type
of damage [281].
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parts of equipments in a condition-based manner in, for instance, rotating machinery.

However, in the context of civil engineering where every structure is one of a kind,

a more practical treatment of Rytter's fourth level becomes estimating the damage-

induced loss in load-carrying capacity.

Majority of the studies published on the use of vibration response features for

estimating the reduction in load-carrying capacity were based on �nite element (FE)

model updating. For example, [283, 284] estimated the load-carrying capacity of

a reinforced-concrete bridge deck by representing the e�ect of damage as reduced

moment of inertia, the value of which was updated using measured natural frequencies

of the damaged deck. This concept that involves the use of FE models updated against

vibration measurements to calculate the load-carrying capacity has been applied in

a number of recent studies on bridge structures [285�287] and masonry domes [181].

While the use of updated models is promising, its application on historic masonry

monuments with complex geometries would be time-consuming, hard to automate

and plagued with uncertainties due to poorly known model parameters.

Aside from these studies that use updated models, others have investigated the

development of direct empirical relationships between natural frequencies and load

carrying capacity for a given structure. For instance, [288] evaluated the relation-

ship between the natural frequency and the applied load as the load was increased

gradually until the failure for a small-scale masonry arch. Similarly, [289] observed

that, upon monotonically increasing the back-�ll load on a masonry arch, the nat-

ural frequency decreased until failure where sharp drops in natural frequency were

correlated with crack formations. Developing such relationships, although helpful in

relating easily measurable quantities such as natural frequency to the hard-to-measure

load-carrying capacity, is plausible only for laboratory-scaled models. The need for

destructive testing was bypassed by [181] through the use of updated FE models
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for load carrying capacity estimation. Nevertheless, these empirically developed re-

lationships may not guarantee uniqueness when damage is caused by factors other

than the applied load. Non-uniqueness, here implies that similar loss in natural fre-

quency may correspond to vastly di�erent reductions in load-carrying capacity, which

is demonstrated later in Section 5.3.1.

As seen, SHM research has been conceived to primarily address the �rst three

levels of damage detection and the current capabilities are not amenable for strength

assessment of full-scale historic masonry monuments. What is missing is a holistic

treatment of strength estimation that is non-destructive and incorporates the nature

of the SHM identi�ed damage as well the nature of the operational load that the

structure is expected to bear.

5.3 Redundancy Assessment based on Load Paths in Dam-

aged Structures

After damage in a structure has been characterized according to the Rytter's �rst

three levels of damage detection, the subsequent loss in load-carrying capacity must

be predicted. This can be accomplished, for instance by performing a non-linear static

analysis with load incremented until failure, or by establishing an empirical relation

between an damage sensitive feature and the load-carrying capacity. The latter ap-

proach is more amenable to real-time long term health monitoring as it eliminates the

necessity of performing a non-linear structural FE analysis each time a new instance of

damage is characterized which in turn eliminates the need for expertise in non-linear

modeling and powerful computing resources. Complicated non-linear simulations to

estimate ultimate load are required only for developing the empirical relationships.

Therefore, this study implements the later approach involving the development of an
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empirical relationship and uses the concept of redundancy. Redundancy of a struc-

ture is the ability of the structure to assume alternate (i.e. sub-optimal) load paths

to redistribute the loads after damage [273,290�294]. Structural damage reduces the

possible load paths, thus impairing redundancy. Loss in redundancy in turn leads to

a loss in load-carrying capacity. Based on this association, the authors propose using

a redundancy measure to estimate post-damage load-carrying capacity of a structure.

5.3.1 Role of load path in strength degradation due to damage

Let us consider a single bay frame shown in Figure 52 with a distributed load applied

on one of its beams. The load carrying capacity of this frame will be analyzed under

two hypothetical damage scenarios, one on the beam where the load is applied, which

is directly within the load path of the system (referred to as damage scenario 1,

DS1) and one that is further away from the load on the opposite beam and not

directly within the load path (referred to as damage scenario 2, DS2). Here, damage

is simulated by reducing the elastic modulus and the slopes of the strain hardening

model by a factor of 10. For these two di�erent damage scenarios, the load carrying

capacity of the structure is computed as the load at which a sudden large vertical

deformation occurs corresponding to a small increment in the load. From the load-

de�ection plots (Figure 52), the load carrying capacities are estimated as given in

Table 4.

As seen in Table 4, damage scenario DS1 results in a 50.6% loss in load-carrying

capacity as opposed to a 2.5% loss resulting from DS2. However, both damage cases

result in an equal change in natural frequency of 10.9% when compared with the un-

damaged frame (Table 4). Hence, for this particular frame, a hypothetical vibration-

based SHM campaign detecting approximately a 10% change in the �rst natural

frequency could imply anywhere from an insigni�cant (2.5%) to a signi�cant (50.6%)
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Figure 52: (a) FE model of the single-bay frame showing the location of the load and
(b) damage scenarios DS1 and (c) DS2, and (d) the corresponding load-de�ection
plots.

Load-carrying
capacity (MPa)

Loss in
load-carrying
capacity (MPa)

Natural
Frequency (Hz)

Undamaged 0.81 - 11.18
DS1 0.40 0.41(-50.6%) 10.05(-10.9%)
DS2 0.79 0.02(-2.5%) 10.05(-10.9%)

Table 4: Changes in the load-carrying capacity and �rst natural frequency between
the undamaged and two damage scenarios.
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loss in structural strength. Such dichotomy can be attributed to natural frequency

being a global feature of the structure only accounting for loss in overall sti�ness

due to damage. As seen, an additional step to identify the actual impact of damage

on structural integrity (Level 4: consequence, as Rytter [258] puts it) is essential to

obtain meaningful information regarding the loss in load-carrying capacity. Such an

identi�cation must account for the relative location of the damage with respect to

the applied loads.

5.3.2 Overview of existing redundancy measures

Several deterministic as well as probabilistic measures of structural redundancy have

been proposed in published literature. Probabilistic measures of redundancy are

employed when the damage itself is uncertain and must be treated as stochastic. For

the purpose of strength assessment after having identi�ed the damage, the authors

limit this discussion to deterministic measures of static redundancy. For instance,

[273] evaluated four measures of redundancy in trusses and bridges. The �rst was

the static indeterminacy of the truss which was shown to be an inadequate measure

of redundancy as the importance of each member in the load distribution is not

accounted for:

R1 = nf − ne (9)

where nf and ne are the number of reactive forces and the number of equilibrium

equations respectively. The next three redundancy measures in [273] were based on

the load-carrying capacities of the intact (Pintact) and damaged (Pdamaged) structure,

given design load Pdesign:
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R2 =
Pultimate
Pdesign

(10)

R3 =
Pdamaged
Pintact

(11)

R4 =
Pintact

Pintact − Pdamaged
=

1

1−R3

(12)

where Pultimate is the ultimate load-carrying capacity of the structure. The measures of

redundancy in Equations 10, 11 and 12 require the structure's load-carrying capacity

to be computed, which defeats the goal of the present study of using redundancy

measures to estimate the loss in load-carrying capacity.

[295] proposed a Redundancy-Strength index Rs as the ratio of load-carrying

capacity of a structure to the load Pyield at which signi�cant yielding of the overall

structure occurs:

Rs =
Pultimate
Pyield

(13)

This redundancy measure is proposed as a representation of the ability of the structure

to distribute loads from failed to intact members. The point of �signi�cant yielding�

is di�cult to de�ne for historic masonry monuments as the global ductility of unrein-

forced masonry structures is a result of several local brittle failures (see later Figure

60a). Also, similar to Equations 10, 11 and 12, this measure of redundancy requires

calculation of Pultimate, once again defeating the purpose of the present study.

[296] expressed redundancy of structures as being inversely proportional to the

response sensitivity of the structure. Response sensitivity is a derivative of the struc-

tural response such as stress, strain, displacement, etc. with respect to a damage
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parameter (for instance, the reduced material strength property or volume/area of

the elements after damage). It is, however, not demonstrated how this redundancy

measure relates to the ultimate load-carrying capacity of the structure. Nevertheless,

this sensitivity-based approach comes closest to the approach proposed in this chapter

as it demonstrates sensitivity to the distribution of forces within the structure.

5.3.3 Redundancy measure based on load paths

Applied loads on a continuous structure get distributed throughout the volume of

the structure to reach the supports. However, some regions within the structure

bear more load than other regions [297]. Load path de�nes the region within the

structure that bears a higher portion of the load and thus, may be thought of as the

trajectory of the applied load from the point of application to the supports [298]. This

de�nition is reminiscent of the topology optimization problem in which, the optimal

distribution of material between the load and the supports is sought [299,300]. If we

consider the load path as analogous to the optimal topology, any removal of material

from this optimal topology would require an alternative sub-optimal topology to be

found. This sub-optimal topology, however would provide a reduced, sub-optimal

minimum compliance. Similarly, in existing structures, a disturbance in the primary

load path due to the onset of damage would force the structure to assume a sub-

optimal, alternative load path with a reduced (or equal) capacity to carry the loads.

The challenge here is to calculate this damage-induced change in load path in a

manner that is indicative of the loss in the structure's load-carrying capacity, which

is precisely the goal of this chapter.

Here, the loss in structural redundancy is de�ned as the extent by which the pri-

mary load path in the intact structure is disturbed by damage. In this context, the

primary load path is the trajectory of the operational load (i.e. loading of interest
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under which structural integrity is to be determined) in the structure's undamaged

state. Assuming a �xed mode of failure under a given operational load, the redun-

dancy of a structure can be quanti�ed as the maximum disturbance in load path that

can be tolerated by means of load redistribution (i.e. damage tolerance). Structural

damage adversely a�ects this redundancy at an extent that is governed by the location

of the damage with respect to the load path.

In this study, the load path for a given load is quanti�ed from the internal force

distribution. Using the FE model, resultant force vectors at each node (i.e., integra-

tion points) are calculated from the nodal stress outputs. The arbitrary plane along

which the force vectors are to be resolved is given by the normal vector ~n:

~n =


nx

ny

nz

 (14)

The arbitrary plane ~n can represent, for instance, the plane of cracking in masonry,

across which tensile forces cannot be transferred. The stress tensor at each node

in the FE model is obtained by applying a small magnitude of operational load of

interest. In this step, it is important that the stress tensor only includes stresses that

are solely due to the applied operational loads under which the load carrying capacity

is evaluated. The force vectors at each node in the arbitrary plane are then given by:

Fx = σxxAnx + τxyAny + τxzAnz (15)

Fy = τxyAnx + σyyAny + τyzAnz (16)
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Fz = τxzAnx + τyzAny + σzzAnz (17)

where A is the integration area of the node in the arbitrary plan that is the area over

which the nodal stresses are integrated to obtain nodal forces. The change in load

paths ∆Fd due to damage in region Ωd in the structural domain Ω, is quanti�ed as

the sum of forces in Ωd (see Figure 53). ∆Fd thus represents the forces that must be

redistributed since the damaged region is no longer capable of force transmission.

∆Fd =
∑

Fi ∀i ∈ Ωd (18)

In this study, for damage that is in the form of cracks, only the tensile forces are

considered in the constitution of ∆Fd and, the compression forces and shear forces are

accepted to be transferred across cracked elements. Thus, if tensile forces are taken

as positive,

∆Fd =
∑

Fi ∀i ∈ Ωd , Fi > 0 (19)

As regions critical to load transfer bear a larger force distribution, damage in these

critical regions yields a higher ∆Fd. If given operational load is incremented up to

failure, the corresponding change in load path ∆Fu would re�ect the change in load

path due both to the initial damage Ωd and the damage caused by the operational

load itself Ωp, where the ultimate damage that causes structural failure can be ap-

proximated as Ωu = Ωd + Ωp :

∆Fu = ∆Fd + ∆Fp (20)

In Equation 20, ∆Fp is the change in load path resulting from the damage caused
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by the operational load itself. Here, it is assumed that, under a given operational

load, the maximum change in load path i.e. ∆Fu is irrespective of the initial damage.

This assumption is reasonable if that initial damage does not alter the ultimate failure

mode under operational load. Thus, having knowledge of ∆Fu and ∆Fd provides an

estimation of ∆Fp = ∆Fu−∆Fd which is the further load path disturbance that can

be tolerated by means of load redistribution by the structure after the occurrence of

initial damage.

Here, the ∆Fp is used for estimating structural redundancy e�ectively incorporat-

ing the relative importance of damage with respect to the operational load. Speci�-

cally, redundancy is calculated in this study as the ratio of the capacity of the damaged

structure to tolerate change in load path (i.e. damage tolerance) to the maximum

possible change in load path before collapse:

R =
∆Fp
∆Fu

(21)

In this treatment, the loss in redundancy becomes proportional to the magnitude

of the force that the damaged region was bearing prior to damage. If damage occurs in

a region with a higher force distribution, then the corresponding loss in redundancy

is greater. Hence, the value of R can take any value between 0 and 1. If, on the

other hand, the structure is intact, ∆Fp = ∆Fu which gives R = 1. If the structure

is incapable of carrying the operational load, ∆Fp = 0 and therefore R = 0. In

the following section, the proposed redundancy measure is illustrated on a numerical

model of a historic monument to assess its capability in estimating the load-carrying

capacity.
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Figure 53: Force vectors enclosed by damaged region Ωd constitute the change in load
path due to the damage.

5.4 Case-study: Fort Sumter Coastal Forti�cation

Fort Sumter is a 19th coastal forti�cation in Charleston, South Carolina, best known

for being the site of the �rst battle of the American Civil War in 1861. The pentagonal

brick masonry fort is comprised of a number of vaulted casemates as shown in Figure

54. The fort stands on a man-made island which has been experiencing gradual

di�erential settlement over more than 150 years. Understanding the degrading e�ects

of the existing and future damage in the forms of cracks in the vaults and arches caused

by such foundation settlement on the structural integrity of the fort is necessary to

plan and justify future rehabilitation and retro�tting activities. In this study, using an

FE model of Fort Sumter casemate, the natural frequency and load-carrying capacity

of one of the fort's casemates are estimated and contrasted at incremental levels of

damage resulting from foundation settlement.

5.5 FE Model Development and Settlement Simulation

The FE model of Fort Sumter is developed in ANSYS v14.0 (Figure 55) with the

casemate geometry obtained from three-dimensional laser scans and material prop-
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Figure 54: System of casemates at Fort Sumter showing (a) the Right face and (b)
the Left �ank of the fort.

erties obtained from tests performed on core samples from the fort's exterior walls

(Table 5). Details of data-collection and model development can be found in [69].

The masonry material is represented with the SOLID65 element [161], a three-

dimensional solid iso-parametric 8-noded element that is specially formulated to

model concrete-like brittle materials [181,301�303]. SOLID65 represents the cracking

as a smeared crack [304] where the crack is modeled as reduction in the sti�ness of

the cracked elements while maintaining continuum. The failure surface is de�ned by

the ultimate uniaxial tensile strength ft and ultimate uniaxial compressive strength

fc (Table 5).

Figure 55 shows the FE model of one of the Fort Sumter casemates. In this model,

lateral restraining e�ects from the adjacent casemates are modeled using substruc-

tures, meaning that the FE models of the adjacent casemates are condensed down

to a small number of interface degrees of freedom shared between the casemates (see

Figure 55). To further reduce the number of degrees of freedom that needs to be

analyzed, the fort's external scarp wall, which is structurally detached from the case-

mates, is omitted in the simulations as the behavior of interest is found not to be
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Figure 55: Meshed FE model of the casemate of Fort Sumter showing the substruc-
tures and the foundation springs.

Material Property Property Value

Elastic Modulus 0.8 GPa
Poisson's Ratio 0.2

Ultimate uniaxial tensile strength 0.2 MPa
Ultimate uniaxial compressive strength 4 MPa

Open shear transfer coe�cient 0.5
Closed shear transfer coe�cient 0.9

Table 5: Material properties used for masonry.

signi�cantly a�ected by the scarp wall. Semi-rigid supports are modeled with a to-

tal of 225 linear elastic springs (COMBIN14 element) with a sti�ness constant of 60

MN/m at the base nodes of the piers [69].

Structural damage due to di�erential settlement between the North and South

piers of the casemate is evaluated as shown in Figure 56. A total of 11 settlement

magnitudes, δ from 0 m to 0.1 m in increments of 0.01 m are applied at the two South

piers. Natural frequency and load-carrying capacity of the casemate are estimated

for each of these 11 settlement scenarios.

The developed FE model incorporates two sources of non-linearity, i.e. material

non-linearity (smeared cracking and multi-linear material model) and geometric non-

linearity (P −∆ e�ects). A Newton-Rhapson iterative scheme is used to update the
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Figure 56: Di�erential settlement under the piers.

tangent matrix and internal force vectors at each iteration. Support settlement is

applied gradually with the automatic time-stepping selecting an appropriate settle-

ment increment to ensure convergence. Convergence criteria are speci�ed on both the

force vector (0.1% L-2 norm) and displacement vector (5% L-in�nity norm), and are

relaxed, if needed, to enable convergence.

Figure 57 shows the crack patterns predicted for six of the 11 settlement scenarios.

With 0.02 m settlement, cracks form at the intrados of the vault over the South piers

and at the extrados over the North piers. At 0.04 m and 0.06 m settlement levels, the

same cracks expand without formation of new cracks. A new crack spanning across

the vault develops at 0.08 m settlement. At 0.1 m settlement, the vault has several

cracks across the span. These crack patterns represent Ωd as described in Section

5.3.2.
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Figure 57: Predicted crack patterns in the casemate vaults resulting from settlement.
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Figure 58: 25 measurement locations (circles) and impact force location (arrow) on
the FE model.

5.6 Missing link between ∆ω and ∆P

The changes in the natural frequencies, as the casemates are damaged in these 11

settlement scenarios, are determined through transient dynamic analysis, where the

vibration response of the casemate is simulated under a �ctitious hammer impact

load. The transient analysis takes the non-linear e�ects due to the presence of cracks

as well as the e�ect of opening and closing of cracks under vibration into account and

hence is preferable over an eigenvalue analysis.

An impact force of 10 KN is applied as a ramped force at the center of the vault

(Figure 58) without causing local crushing under the impact. The impact duration

is set as 0.01 sec allowing an input frequency spectrum of 0-100 Hz and a Nyquist

frequency of 50 Hz. The time-domain free vibration response (displacements in the

vertical direction) is extracted at 25 measurement points (as shown in Figure 58)

for 3 sec after impact with a sampling rate of 2000 Hz (i.e. time-resolution of 0.5

milliseconds).
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Settlement (m) 1st mode 2nd mode

0 12.88 28.95
0.01 12.82 28.87
0.02 11.44 26.43
0.03 10.76 25.37
0.04 10.00 19.16
0.05 9.42 20.07
0.06 8.65 21.09
0.07 8.39 19.12
0.08 8.06 18.19
0.09 7.73 17.96
0.10 7.69 17.47

Table 6: First two natural frequencies of the casemate with incremental damage.

The calculated time-domain displacement response is �rst arti�cially damped and

next, transformed into the frequency domain via Fast Fourier transform. The re-

sulting frequency domain representation of the vibration response for each of the 25

measurement points are then used to identify the the natural frequencies. Figure 59a

shows the cumulative frequency response summed over the 25 measurement points for

increasing levels of settlement. The �rst peak of the cumulative frequency response

function corresponds to the 1st natural frequency.

First two natural frequencies obtained using the rational fraction polynomial

method [305] are listed in Table 6. The percentage change in the two natural frequen-

cies ∆ω with respect to the undamaged case (i.e. 0 m settlement), shown in Figure

59b, can be considered as a damage indicative features as was done in many of the

earlier studies. The 1st natural frequency monotonically decreases with increasing

settlement levels 59b, signifying a reduction in global sti�ness. The second natural

frequency however exhibits an uneven trend between 0.03 m and 0.06 m settlements

which may lead to false positives (or false negatives) in damage identi�cation (note

that the ∆ω corresponding to 0.04 m settlement is equal to ∆ω for 0.07 m settlement).
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Figure 59: (a) Cumulative frequency response functions obtained from impact ham-
mer simulations for increasing settlement; (b) Change in the 1st and 2nd resonant
frequency for increasing settlement.

The operational load is taken to be uniformly distributed pressure of 0.5 MPa

across the top of the vault. This operational load is gradually increased until the

vault fails to estimate how much load-carrying capacity ∆P is lost due to initial

damage from settlement. Here, load-carrying capacity is de�ned as the load at which

vault's average vertical displacement shows a sudden increase for a relatively small

increase in load. Such a sharp increase correlates to a hinge formation in the vault

after which the structure achieves a new equilibrium with a signi�cantly reduced

sti�ness.

The simulation is divided into two load-steps: In the �rst load step, the piers

are settled while in the second load-step, the operational load is applied and the

vault's vertical deformation is recorded. Figure 60a shows the calculated vertical

deformation averaged over all the nodes in the vault plotted against the gradually

increased operational load. Considering 0 m settlement case as undamaged, Figure

60b plots the relative loss in load-carrying capacity for increasing settlement damage.

A generally decreasing trend in ∆P with increasing settlement is evident in Figure
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Figure 60: (a) Average displacement in the vault vs. the applied uniformly distributed
load and (b) change in the load carrying capacity with incremental settlement.

60b.

5.7 Load Path Assessment

Figure 61 shows internal force vectors at the FE nodes in the vault acting in the

plane perpendicular to the X-direction due to the operational load only meaning that

stresses due to self-weight of the casemate are subtracted. The cracks denote the

damaged region Ωd and are determined using the crack status provided by SOLID65

elements at each element's integration points (i.e. the the angle of the cracking

planes). Note that the applied load is the same operational load applied for estimation

of ∆P .

∆Fd is calculated by summing the tensile forces normal to the crack plane at all

integration points of the cracked elements as explained in Section 5.3.2. Compressive

and shear forces are not included in ∆Fd since they are assumed to be transferred

across a cracks. ∆Fu is calculated similarly using the failure load (see Figure 60a)

where the damage Ωu includes Ωp due to the applied load in addition to Ωd.

Figure 62a plots ∆Fd, ∆Fp and ∆Fu for increasing levels of settlement damage.
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As expected, ∆Fd increases monotonically as cracked region Ωd expands due to in-

creasing settlement. Also note that ∆Fu remains approximately constant for all levels

of settlement, which indicates that the total change in load path that causes failure

remains insensitive to the initial damage Ωd in the system. Thus, the remaining

load-carrying capacity can be related to the further load path disturbance ∆Fp that

can be tolerated before structure fails. Figure 62b represents an empirical relation

approximating loss in load-carrying capacity ∆P as functions of ∆Fd or ∆Fp. These

relations are speci�c to the structure and, once established through the use of com-

puter models, can be used to estimate the loss in strength corresponding to damage

identi�ed via SHM. Figure 63 plots the redundancy measure R (Eq. 21) as a function

of the loss in load carrying capacity of the casemate.

5.8 Conclusions

Non-destructively obtained vibration features, although have proven to be indicators

of onset and progression of damage, provide little to no information about the e�ect

of the identi�ed damage on the structure's integrity in terms of its ability to carry

the expected operational loads. These sti�ness based features also su�er from non-

uniqueness as a given degradation in sti�ness may indicate anywhere from a severe

to negligible degradation in strength.

Structural strength is related to a structure's redundancy, which can be de�ned

as the ability to assume alternative load paths that can safely transfer the applied

load to the supports. Typically, higher the redundancy, higher is the structure's load-

carrying capacity. Damage in the structure degrades this redundancy by reducing

the number of possible alternative load paths. Based on this principle, the authors

propose a redundancy measure for estimating post-damage strength degradation by
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Figure 61: Force vectors at nodes in the vault divided into three layers for visualization
purposes, with corresponding cracks are overlaid. Size of the arrows proportional to
the magnitude of the force. Cracked nodes corresponding to applied settlement form
the region of damage Ωd.
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Figure 62: (a)∆Fd and ∆Fu with increasing applied settlement; (b) ∆Fd as a function
of change in load-carrying capacity ∆P

Figure 63: Redundancy measure R as a function of ∆P .
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quantifying the how much a given damage disturbs load paths. This redundancy

measure e�ectively accounts for the position of the damage with respect to the given

operational loads.

A core assumption behind the proposed redundancy measure is that the fail-

ure mode of the structure under the operational load of interest remains constant

regardless of the initial structural damage. Thus, empirical relationships between

redundancy and load-carrying capacity becomes speci�c to the nature of the opera-

tional load itself. Thus, when several possible operational load con�gurations are of

interest, individual empirical relationships must be developed for each con�guration.

The use of computer models allows developing these relationships by identifying all

combinations of plausible loads as well as damage scenarios. In this chapter, the

authors have demonstrated the development of such a relationship for a full-scale

historic monument with a speci�c focus on one type of support settlement scenario.
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6 CONCLUSIONS

6.1 Summary of Research

With the exponential advancement in computational power, numerical modeling has

become the preferred means for structural for design of new structures as well as

analysis of existing structures. Input parameters in these structural models are most

often uncertain in nature. These input parameters can assume a range of possible

values which can result in a range of possible model outcomes for a given load scenario.

Thus, for the model to be useful for predicting structural response, the predictions

must be satisfactory given the hard-to-control uncertainty in the input parameters.

The process of model calibration �nds the input parameter realization that min-

imizes the error between the model prediction and the corresponding experimental

measurement. Since variability in the properties of the structure is inevitable, the

calibrated model must show robustness to the resulting uncertainty in the input pa-

rameters that de�ne these properties. Higher this uncertainty, higher will be the error

between the model predictions and observed reality, i.e. the truth. The concept of

satisfying boundary, introduced in Chapter 3 investigates this trade-o� between the

amount of uncertainty in the parameters and the error in prediction with respect to

the truth. By studying this trade-o�, a model developer can make decisions regarding

allocation of available resource. The model developer may chose to invest in reducing

parametric uncertainty by obtaining more information by performing more experi-

ments. Or, the model developer may decide to tolerate a higher error in prediction

depending on the consequences of error and/or on the experimental uncertainty in-

volved in de�ning the truth itself. A measure of the model's con�dence is also analyzed

in the trade-o�, which is the probability that the model can perform satisfactorily at

a given level of error tolerance.
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In Chapter 4, an FE model of a historic masonry monument, Fort Sumter, is

developed outlining the entire process from on-site data collection to calibration of

uncertain material properties and support conditions. The geometry is obtained via

laser scanning, material properties are obtained by lab test on specimen collected on-

site and modal data is obtained by performing ambient vibration tests. The material

properties that are uncertain even after lab tests and the hard-to-measure support

conditions are calibrated to the experimental modal data. Even after calibration,

uncertainty still remains in the calibrated parameters. The robustness of the model

in making predictions under settlement is analyzed using the satisfying boundary

concept. The model is then used for making predictions of structural response to

several plausible settlement scenarios by looking at crack formation and propagation

in the masonry.

Finally, Chapter 5 presents a novel measure of loss in structural redundancy due

to structural damage, which is based on change in internal load paths between the

load and the supports. The driving principle of the redundancy measure is that

damage alters the load paths, which are essentially trajectories of the load between

point of applications and the support. Structural damage reduces the number of such

possible load paths, thus reducing the redundancy of the structure and, in turn, the

structure's load-carrying capacity.

6.2 Major Findings of the Research

Following are the major �ndings of the presented research
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Chapter 3: The Concept of Satisfying Boundary

Applying the satisfying boundary concept to proper continuous functions, the trade-

o� between amount of parametric uncertainty and allowable error in model predictions

is obtained. The third criteria introduced is the probability of success, which is a

measure of the con�dence in predictions satisfying given error tolerances.

The shape of the satisfying boundary depicts the sensitivity of the output to the

uncertain parameters. With this knowledge, the model developer can decide which

parameters to focus on in further experimentation to reduce uncertainty.

Several existing model evaluation criteria become special cases of using the sat-

isfying boundary analysis. The deterministic optimal design is obtained when error

tolerance is set to zero. Info-gap robustness is obtained when the probability of

satisfying is set to one.

Adding experimental outcomes to generate satisfying boundaries can lead to re-

duction in calculated robustness due to the reduction in the probability of satisfying

error tolerances for additional model outputs. Thus, while choosing features and ex-

perimental observations for model correlation, one must establish all the purposes for

which the model is expected to be used.

Chapter 4: Modeling and Simulation of Fort Sumter

Large variability of nearly 60% in seen in some of the measured material properties

of the building material of Fort Sumter. This shows the importance of treating

the input parameters that de�ne the material properties as uncertain. Although

homogenization of material is necessary from practical viewpoint, one must be careful

in using the predictions of damage which may be underestimated if variability in input

parameters is ignored.
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Propagating the uncertainty in two of the uncertain input parameters shows the

consequences of ignoring parameter uncertainty in making predictions. Ignoring the

large variability (nearly 30%) in the strain output can lead to catastrophic conse-

quences.

At higher settlement levels, when the structure becomes severely cracked and

the response becomes highly non-linear, the relation between the uncertain input

parameters and outputs of interest begin violating proper continuous behavior. Thus,

the use of satisfying boundary concept at this load level becomes invalid.

Chapter 5: Assessment of Strength Degradation due to Damage using a

Load Path based Approach

Non destructively obtained features, although indicative of loss in structural sti�ness

due to damage, cannot indicate the consequent loss in structural strength. This is

because non-destructive measurements do not consider the damage in the context of

the applied load. A given loss in sti�ness could signify anywhere from negligible to

total loss in the structure's load-carrying capacity, depending on the applied load.

Based on the principle that damage alters the internal load paths in the structure,

a redundancy measure based on change in load paths e�ectively accounts for the

position of damage with respect to the applied loads. It is found that the total

allowable loss in redundancy prior to structural collapse remain constant for a given

load con�guration. Exploring this notion, the loss in load-carrying capacity due to

damage can be related to the loss in total redundancy. This relation is speci�c to

each load con�guration.
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6.3 Limitations and Recommendations for Future Research

The concept of satisfying boundaries is devised for proper continuous input-output

relations. In many practical engineering problems, however, this assumption is not

satis�ed as seen at higher settlement levels in the case study FE model in Chapter

4. Such cases result in an inaccurate quanti�cation of robustness. Further research

can expand the satisfying boundary concept to problems that do not meet proper

continuous input-output behavior.

Satisfying boundary concept can be adapted for robust optimization, which aims

to maximize robustness of design given certain performance error tolerances. The

goal is to �nd the input parameter realization within the uncertain input space that

maximizes the design robustness.

Objective techniques to establish adequacy criteria in terms of error tolerance

and probability of satisfying need to be devised considering experimental uncertainty.

Moreover, the consequence of failure or replacement cost is an important factor for

selecting the error tolerance. For instance, certain components of a larger system may

have a lower consequence of failure compared to more critical components. Thus,

concepts from the �eld of risk and vulnerability assessment can be incorporated with

the satisfying boundary concept to widen the horizon of applications.

Model form error is another issue that deserves attention as biased model outputs

can lead to overestimation or underestimation of model error.

As the number of input parameters increases, the generation of boundary surface

becomes increasingly computationally intensive. In this dissertation, the satisfying

boundary is de�ned by a discrete set of points in the input space without assuming

a functional form. In presence of a larger number of input parameters, assuming a

functional form for the satisfying boundary can ease computational demand.
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