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ABSTRACT

Medical Subject Headings (MeSH) is a controlled vocabulary used by tlo@®Natbrary of
Medicine to index medical articles, abstracts, and journals contained wittMEDEINE database.
Although MeSH imposes uniformity and consistency in the indexing process, it magrbeen that
using MeSH indices only result in a small increase in precision over fregdexing. Moreover,
studies have shown that the use of controlled vocabularies in the indexing process isfaotiaa ef
method to increase semantic relevance in information retrieval.

To address the need for semantic relevance, we present an ontolahyfoassation retrieval
system for the MEDLINE collection that result in a 37.5% increase in precisien sompared to
free-text indexing systems. The presented system focuses on the ontojwgyitte an alternative to
text-representation for medical articles, finding relationships amongaarring terms in abstracts,
and to index terms that appear in text as well as discovered relationships. eSdrdqu system is
then compared to existing MeSH and Free-Text information retrigstdras.

This dissertation provides a proof-of-concept for an online retrievasyspable of providing

increased semantic relevance when searching through medical abstMEBLINE.






ACKNOWLEDGEMENTS

It is a pleasure to thank those who made this thesis possible: Dr. Wang, Bm&rpBr. S M.
Hedetniemi, and Lea Benson. Each of you has provided a significant impactuotkizhether
directly or indirectly and all or your efforts are much appreciatedm ihdebted to many of my
colleagues who supported me Tiras Eaddy, Rondey Smalls, Tyiesha@émringt! Shelby Darnel
either through offering different perspectives on possible avenues in ttasciese through friendly
causerie uplifting my spirits and boosting morale. Lastly, thank you to neptsaiilliam & Sonia

Taylor for your never-ending encouragement, support, and love.






Vi



TABLE OF CONTENTS

Page
ABSTRACT ..ottt ettt et e ee ettt et e e ettt et e et e ettt e e e et et et ettt et ettt e et e et e et e et en e, il
ACKN OV LED GEMENT S ..ottt e et e et ettt e et e e e et eeeta s e et e s saeee st s es b s saa s s st essanssssanssesnsaannnsaes iv
LN IR 1 10 L 1 N 6
I8V 01\ 7
1.2MEDICAL SUBJECT HEADINGS (M ESH) ..cciiiiiiiiiie e ettt ettt e e e e e e e e e e e e e e s e s e st n e nneeeeeeeeeeeeesannan 7
1.3NLM PUBMED INFORMATION RETRIEVAL SYSTEM ..uiiituniiittiiiitieetieeeeteeeetee et e eeanasssatesstaesssssesanessaeersnaeeranees 8..
1.4EXISTING WORK IN INFORMATION RETRIEVAL FOR MEDLINE ......oivtiii e 12
L3N I =5 FST 0 1 = 14
DIFFICULTIES OF TEXT REPRESENTATION ...cuuiiiiiiit ittt e e e et e et s e s s e s s s e e st s e st s s saa s s sbaesestsesennseeen 17
P = 7N 2T 2 o 1] N o 1R 17
A © 1N @ T L ) 2T 18
2.3V ORDNET ONTOLOGY ..ituiituiitniittiitnettettettetteetettsesetssessestassaesa st tan st ttta st tantessstttessessntesneetnttstresnesnrren. 19
2.4EXISTING WORK —ONTOLOGY IN USE . ..iiiuiiiniiiiiiiiiieie ettt et e et e et e sttt e e e st s b e e s e et e s e e et e s aa e e b s saeeaeetenans 21
2. D P ROP OSE D CON CE P - ORE ST . .ei ittt et e e et e et e e e et e e e ea e et e e b e et e eb e ea s s b s eaa s taesaneabnssbneesnssbanen 23
2.5.1 Formal Definition Of CONCEPt-FONEBIS ....uiiiiiiieereeeres et e et re e tesee e saesreene e e enaesaeneesrenneas 24
2.5.2 BUildiNg the CONCEPE-FOrESE......ccueceeeeeiesiesie sttt s ettt e et re st s te e sees e e e enaeseesbesaesreeneeneenaeseenseseennnns 24
2.5.3 SEMANtIC CONLENE PUFITICALION.....eiivii ittt ettt ee st st e s s e s s be s sabe s sabessabessbessabessabessnbessnbessnsesans 27
VALIDATION BY DOCUMENT CLUSTERING ... .ottt ettt et e e e e e e e e e e et e e et e e e e s b e enanas 31
3.1EXISTING WORK —SIMILARITY IMEASUREMENTS ...uuuiiitnieitteeeteeeeetesetaeesetaeeeansssanneeseseeeanesaansertneeennsersnaeeernns 31
3.2PROPOSEDSIMILARITY MEASUREMENTS —CONCEPT FORESTDISTANCE ...uivuiiiiiiiiiiieineiieeeee i seeaeeaa s e 33
3.2.1 EAQE-BASEU DISLANCE......c.eiieiitiiteeieeieeiee ettt ettt se et bbb e et e st e e e beseesbesbeeaeeae e s embeseeebesheeheebe e e enseseenbesbenaens 34
3.2.2 NOUE-EAQE BASEA DISIANCE .......eeiueeuieeeiesieste ettt sttt st b et se e be s eesb e s besaeeae e e enbeseesbesaeeaeeaeeneaneeseanbesbesaeas 34
3.3 DOCUMENT CLUSTERING AT ASET tuiituiitiitiitieitiettesttietttsst sttt e sassaassan et taasean ettt raa et e st tasttsasnssstsesnessnsssnsaes 35
R I =Sy I O] =] =1 35
3.5DOCUMENT CLUSTERING EVALUATION IMETHOD ...uuiiuiittiiitiii et e e e et et eea s st s e s e st s e s e st e s s e san s st e ean s st esans 36
Hierarchical Agglomerative CIUSIENING (HAQC) .. .cii ettt ettt sr e ene e e e e snenrenne e 36
B O PERFORMANCE RESULTS ..uuiiituiittieeti et et eeeat e et ee st e e e s ee s et e e e aa e e e aa e s aa e e s ba e eebn e e aan e eaan e s aaasseanesenserenesenneerensns 37
PROPOSED CONCEPT-FOREST FOR MEDICAL TEXT .orniitiie ittt e e e e e s e sa s e et e e e e e eaneeeanas 41
4. 1FINDING ADDITIONAL MEDICAL VOCABULARIES .....cuuiieteeett i eeete et eeeaeesaaeeseaeee st s e et eeeteesanssetnseeeneeranaesees 41
4.1.1 Medical Subject HEAINGS (MESH) .....eoeiericicese ettt e e e sa e sae e e ene e e e eesrenrennn 41
4.1.2 NLM Medical Thesaurus (MEta-TRESAUIUS) ......cceeeerierieresiesiesieeseeieeseessestestessessesseessessessessessessesssssssssessessessesses 42
4.2INTEGRATING MEDICAL VOCABULARY INTO WORDNET .1ttt e et e st e st s s e et s st s st s st e eassaeebaaes 44
4. 3IDENTIFYING MEDICAL PHRASES, M ORPHOLOGY, AND THE SPECIALIST LEXICON ..uuiiviiiiiiiiiiiiicieeieeieee e 45
4 AMEDICAL CONCEPT-FOREST ALGORITHM 1.iuuiitiitiitittieitiestsstiesteesttsstesssssstse sttt ettt stterasrtiersnessessnes 46
PROPOSED INFORMATION RETRIEVAL SYSTEM ..cuiii it ettt ettt e s e e e e e st s e et e e st e e et e s eaaaas 55
D L UPDATING STOP-LISTS .ituiituiitiitetteetettetussttesa et esaett sttt st ssasstesassssssesassaassansstssssnsetsettesesasstiertassssernans 55
5.2CREATING AN INVERTED INDEX ..euuuiiituiiieteeeuteeeteettaeee e ee s s s eesaasesan s e sa s e et s e aan s et eseta e easssrannseresserrnsesanneerenss 56
5.3TERM WEIGHTING AND DOCUMENT RANKING - TF-IDF AND OKAPI BM25.....ccuniiieiieeee e 57
LN @ U A Y = E = = L P 60
5.4.1 Free-Text Query and Free-Text DOCUMENE INAEXING......cciviviirereeierese e se s e e seesesee e sre e ese e esaeseeseeseesnens 61
5.4.2 Concept-Forest Query and Concept-Forest Document INAEXING.......cccovvvrerereeeereeresesese e seseeseeseeseeseesnens 61
5.4.3 Meta-thesaurus Query and Meta-thesaurus Document INAEXING ........cccvvvrirerieeeerere e 62
COMPARING INFORMATION RETRIEVAL SYSTEMS ... ettt e e e st e e e e s e e s et e s aaa s 65



6.1FREE-TEXT + MEDICAL SUBJECT HEADINGS (MESH)RETRIEVAL SYSTEM .....cviiviuieveiieiieieneeresteeieseeresveseeseesennas 67

6.1.1 Free Text + MeSH Query and DOCUMENT INAEXING .....coveveieierireeiereese e seesrese e eseeesee e sse e sse s e eaeseessessesnnns 67
6.1.2 TErmM WEIGNT ASSIONIMENT ......eiiiececeee ettt e e e s e e e e s eesbesbeasees e e e enteseestesaeereesenneenseseensenennrens 67
6.1.3 Free Text + MESH SCOMNQG FUNCHION .....ccuiiiiecicieece et e et e e s e e s besaesneeneeneenaeseeseesennnens 68
6.2 PERFORMANCE |NDICATORS ....ttttteeiiutttetteesiauttteeeeesattteeeeesasteeeaessasseseeeeesanstteeeeeesansbeeeeeesannseeeeesansbeeeeessannsnneeaenns 68
6.3EXPERIMENT DATASET = OHSUMED ....ccoiiiiiiiiiie ittt e e e e ettt e e e e s sante e e e e s anbbe e e e e e e nnees 70
(DS Lo oo il = d 1= 41701 0 | U 70
6.4 PERFORMANCE RESULTS ...ctittttuiiattaeaaeteteetttttitaa s s e e e e e aaaaaeeeeeetebe b s s e et e e eaaeeeeeeset bbb aaaaaa s e e e eeaeeeeeessbnbannaaaeaaeaaeas 72
6. 4.1 Results Of DeVElOPEd I R-SYSEEIM ...ttt e et ae e e e seesbesaeeaeene e e eneeseesbeseesnens 72
6.4.2 Results Concept-Forest System compared to Free-Text + MeSH System ..o 78
ON-LINE ARCHITECTURE AND IMPLEMENTATION L..iiiiiiis  eiiiie sttt seittee e e e sttt e e e e s sieeeeaessntbaeeeeessnnnnnneaeenans 81
T LOVERVIEW ..etttttuu e e et e e e e et et e tetett e e 44222 e 22 eee e et ee e et baba e e e oo oo e e eeeeee e ettt b aa e e e ee e e e e eeaeeeeee s e baba e e e e eeeeeeeeeeennsbnnnnnnnnnnns 81
7.1.1 SUFFiX-Tree CIUSLENING USING CAITOL..........cviveeereeeeseeeeeseeeieseseses s s ses s s s st e s sn s sneees 81
7.1.2WhY SUFFIX-TIEE CIUSLEITNQ .. veveeeeceeeeeesieste st st sttt et e s e te sttt s e s e e e e seeseesreeseeseeneeneeseestesaesneesenneenseseensessnnsnns 81
7. 20ONLINE ARCHITECTURE ..uutttttteesitttteeeeesatteeteaessastteeeessaassseeesesastseeeaessanttaeeaeessasbteeeessaanteeeeesaantbseeeeessnstnneeeessases 82
A O 1= o1 1Y =T T o TSRS 83
FA S < Y = Y= Tes o 1T T OSSO SP 83
7. 2.3 COTE DALADASES. ......coteeetiiteriete sttt sttt sttt bbbt b e bt be s E et bt A bR bRt bRt b e et be ettt 83
7.2.4Parsing LINQUISHIC SOfIWAI.......coueiueeeeieieste ettt st a e e e e s e e s besbe bt eae e e e neeseesbesbenaeas 84
A o LY - Y= USRS 84
7.2.6 PreSentation LAYEK ......cooiiiiitiiieeeeieiee ettt et et et e e se e besaeseeeae e st es e e e e eeaeeeeeebeeaease e e eneeseeebeeaeeaeeneeneenseaeenteseenaeas 84
T .BPROCESSFLOW ...iiettitiiie et e e ettt ettt e et et e e e e et e ettt et tbah o a4 e a2 e e e e et eeetebe b a e s s e e e e eeeeeeees bbb ban s eeeeaaaaeeeenennnns 85
G TR 1= o T Lo | I = 85
ARSI U L < Y 1= OSSOSO 87
1010 ] N[ 81511 N PP PPRP 90
S S U [ 7Y 3 RPN 90
8.2 FUTURE DIRECTIONS ... .tttttttetitttteeeeesauttteeeeessastteeeeesaaseeeeeesameteeeeaessnbbee e e e e e aaebee et e e eanaeee e e e e anbbeeeeeesaannbeeeaeesannnnneeeas 91
8.2.1 Ontology Representation \ ONtOlOgY MENQE ....ccueeeieeierierese st eseeeesee e se st e e saeaeseestesaesresse e e enaeseessesresnens 91
8.2.2 Information Retrieval System Configuration ChanQES.........c.cueerieeererieie s seeeeseese e e see e snesnens 91
8.2.3 Retrieval Feedback and the Ontology / Language MOTEIS.........coceeeiiiiiiiieneeeee e 92
8.3ONTOLOGY I NDEX LIMITATIONS ...itttttttuuuuuaaeaaaeaaateteasuuutuuaaaaaaaaaaeaaaaeeasssstasan s asaaaeatateesssssas nnanaaaaeaeeaeaeeensnsnnes 92
oG I oot =S s T o To T T 4= TSRS 93
8.3.2 ChangiNg VOCADUIAIY ........coui ettt bt h et re et e b e s bt s be s ae e s e e e e mteseeebesaeshesae e e enseseanbesbesaens 94
F e ad o | 1 s PRSPPI 95
A: RECALL @K AND 11-PoINT AVERAGE PRECISION FOR OHSUMED EXPERIMENTS ...uiiivniiiiiieieieeeeieeeeieseieeeanns 96.
B: RECALL -PRECISION CURVES FOROHSUMED EXPERIMENTS .....ciiiiiiiiiiiieesiiiiieeeesssiteeeeeessnneeeeessnsnsneeeessnnnsseeess 98
C: SOFTWARE USED IN CREATING THE ONTOLOGY -INDEXED RETRIEVAL SYSTEM ...vvviiieiiiiiiiieeeesiiiieeeeesssireeeeeenns 102
2| (@1 2 ¥ AN o o | PR PPRR 103



Figure 1:
Figure 2:
Figure 3:
Figure 4:
Figure 5:
Figure 6:
Figure 7:
Figure 8:
Figure 9:

Figure 10:
Figure 11:
Figure 12:
Figure 13:
Figure 14:
Figure 15:
Figure 16:
Figure 17:
Figure 18:
Figure 23:
Figure 20:
Figure 21:
Figure 24:
Figure 25:
Figure 26:

FIGURES

Page
IMESH TIEE SEIUCTUIE ... ettt e ettt e e e e e ettt s e e e e et et e e e e e eeban e e e e e eeennn e eaeeennnnas 8
Information Retrieval System COMPONENTS ........ccooviiiiiiiiiiiiiiiiree e e e e e e eeaes 9
Pubmed Information Retrieval SYSEIM .........ouuiiiiiiiiiiii e aeeeanaees 10
Sample HYPErNYM STIUCKUIE .......coiii e e e e e e e e e e e e e e et s s s s e e e aeeeaaeeeeeenenrnnnnes 20
Sample Concept Forest from Using WOrdNet ONlY ...........ooiiiiiiiiiiiiiiii e 26
Concept-Tree Algorithm, Variables, & DefinitioNS.............ccooviiiiiiiiiiiiiiiiieee e, 27
Meta-Thesaurus Concept OrganiZatiOn ..........ooiviiiiieiiiiiiiiiaaaa e e e e e eaerrb e e e e e e eeees 43
MRCONSO SAMPIE DAl .. ciiiee et e e e e e e e e e e e e e e e eaeesaesnnn s 43
MRREL SamPIE DAA........cccoiiiieiiiiiiiiiiie ettt e e e e e et e e e et e e e e e e e e e e eaaes 44
Initial Phases on Concept-FOorest EXIENSION ...........uuuviiiiiiiii e e e e a7
Structure of WordNet we seek to emulate. ... 48
Medical Concept Emulating WOrdNet StrUCIUIE ..........cooeeiiiiiieeeeeeeieres e e e e e e e e e e e eeeeeaannees 48
Final Phases of Concept-FOreSt EXIENSION ...........iiiiiiiieieeeeiiieeeeeeeiiiies e eeeeeeeeaeeees 49
Merged COgNItIVE-SEL LISt .......uuuiiiiiiiiiii i e e e et e e e e e e e e e e e e e e e e e e e e e e aeaeaaaees 50
SAMPIE CONCEPL FOIEST ... . it e e e e e e e e e e e e e rabnnnn s 51
Sample Meta-CoNCEPL FOIEST .....coiii i e e e e e e e e e e e eeeeaerannnes 52
Information Retrieval SYSteM DESIQN .....uuuuiiiiei e 55
Example of a PoSting-LiSt/INVErted-INAeX .........ccoeiiiiiii i e e e e e 56
EXPEIMENT DESIGN ..ottt e e e e e e e e e e e e e e e e e e ee et bbb b s 71
Recall@k for Developed IR-System using OSHUMED..............ccoovvvviiiiiiiiiiiieee e 73
Precision-Recall Curve on OHSUMED Dataset .........ccoouuuiiuuiiiiiiiieeeeeeeeeeeeeeeeeeiii s 75
SOfWAIE AFCHITECTUIE ... r et e e e e e e e e e e e e e e e e s e s e e 83
Sequence Diagram of Web Implementation ...............uuuiiiiiieei e 85
Sample ReSUILS from IR SYSTEIM .. ....uiiii i e e e e e e e e e e eeees 87



TABLES

Page
TADIE 1 TESE COMPUSES ..ottt e e e e e e e e e e e e e e e et eeeetat b e a s e e e e e e e e e aeeeeeeeeeesbaes e n e e e e e e eeeeeeeaeeeeessesbnnnnnnnnas 36
Table 2: Clustering accuracy 0f VSM, LSI, POS ......oooiiiiiiiiii s e e e e e e e e e 37
Table 3: RENEVAl STAEUIES .....uuuiiiii e e e e e et e ettt a e e e e e e e e e e e e eeeeeeeseannann e ee s 72
Table 4: 11pt-Average PrecisSion acroSs TeStEA SEtS .......ccciiiiiiiiiiiiiiiiiiee e e e e e e 77
Table 5: 11pt-Avg. Prec ComPariSON OF .......cocuuiiiiii i e e e e e et e e e e e aaaas 78



EQUATIONS

Page
Equation 1: Subject Content Rate FOIMUIAL............oooiiiiiiiiiiiii e e e e eeeeereaaes 28
Equation 2: Edge-Based Distance FOrMUIA ..........ccoooeiiiiiiiii i e e e e e e e e e e e 34
Equation 3: Node-Edge Based Distance FOrMUIA.............ooooiiiiiiiiiiiiiiiie e 35
Equation 4: TermM-FreqUENCY INVEISE .......uuuiiiiiiiiii i e e e e e e ee e ettt e s e e e e e e e e e e e e e e e e easasaaanan s e aaaaeaaaeaaeees 58
Equation 5: DefiniNg the INVEISE ........oooiiiiiiiiiie et a e e e e e e e e eees 59
Equation 6: Document SCONNG FUNCHON ... ..uuuiiiiii e e e e e e e e e e e e e e e e e e e aaaeeeees 59
Equation 7: Okapi BM25 RaNKING FOIMUIA ........coiiiiiiiiiiiiieeee et e e 60
Equation 8: Defining the IDF for OKapi BM25 ..........cooiiiiiieeii e e e e e e e e e eees 60
Equation 9: SMART Term Weighting FOrMUIA .........ccoooiiiiiii e 67
Equation 10: Similarity Measurement used iN SMART ......ooviiiiiiiiiiiiis e e e e e e e e 68
Equation 11: Recall COMPULALION .......coiiiiiiiiiieieieeeee ettt e e e e e e e e e e e e e e eeeeeeesnnann s 69
Equation 12: PreciSion COMPULALION ...........evvuiiiiiiiiiiies s e e e e e e e e e ee et e e e e e e e e e e e e aeeeeaeseessnnnnnaeeeeeas 69
Equation 13: Interpolated PreciSion EQUALION ............. it eeeeeeenann s 69



Chapter 1

Introduction

To provide health professionals access to information necessary for rebeaitthcare, and
education the National Library of Medicine has been a leading contributor inngdarimedical
literature. What began as a printed index to articles, the Index Medicusphastgra database
containing in excess of 6 million records representing articles in biomedicinenkasoMEDLINE.

As articles in biomedicine became available on the web it is natural to@#semedical community
would have a need to search through collections of articles for their own purposesis dfithis
nature have given rise to information retrieval systems whose purposnsaer a user’s ‘questions’
or query by responding with appropriate relevant documents that ‘answer’ theqsestgon’. The
most prevalent information retrieval system is a Free-Text syst@imese systems rely on matching
keywords in the user’s query to keywords found in the desired document — this is not the best solut

As meanings of words and understanding of concepts differ in different conas\utifferent
users might use the same word for different concepts (polysemy) or use differdatfor the same
concept (synonymy). Thus, matching only keywords may not accurategveesgmantically similar
medical documents. To address these issues the National LibrarylicirMéhas instituted the use of
controlled vocabularies in an effort to curtail the effects of these phenomena. wdrkidiscounts the
effectiveness of controlled-vocabularies in information retrieval andsodiieientirely new method for
retrieval systems - each being explored in this work.

This thesis explores the creation of an information retrieval system desigeeifically for the

retrieval of medical abstracts from the MEDLINE database. This egins by reviewing the



leading and most popular medical search engine available, the Nationay labkéedicine’s (NLM)
Pubmed retrieval system. This system will become the baseline frarh thiei presented information
retrieval system will be compared. In reviewing the NLM approachtievel discussion begins
with the MEDLINE database. Next, a review on indexing strategies fsmped on medical
abstracts contained in MEDLINE using the Medical Subject Headings (MaSitrolled vocabulary is
presented. Finally, focus is devoted to presenting the inner-workings of Pubmed avedhibe by
which PubMed uses MeSH headings to retrieve medical abstracts from ielNEEdatabase and to

resolve variations in term-use from searchers.

1.1 MEDLINE
MEDLINE is the National Library of Medicine’s premier database thashs medical journals

and articles in the life sciences with a concentration in biomedicine. ddthbase includes topics
such as microbiology, nutrition, pharmacy, and environmental health and covers eatag@natomy,
organisms, disease, psychiatry, psychology and the physical scienicalso Iéverages a controlled
vocabulary, meaning that there is a specific set of terms used to describesthrsicle; describing
each article is generally known as indexing. A distinctive featureElDMNE is that the records are
indexed with the MeSH vocabulary to facilitate retrieval by regular ussssarchers, students, and
doctors. Users who are familiar with the MeSH vocabulary are t{ypioatter searchers then those

users who are unfamiliar with the specialized vocabulary.

1.2 Medical Subject Headings (MeSH)
MeSH is the U.S. National Library of Medicine's controlled vocabulary useddexing

articles for MEDLINE. MeSH terminology provides a consistent wagtigeve information that
may use different terminology for the same concepts and imposes unifanditonsistency in the
indexing of biomedical literature. Its vocabulary is arranged in a blacat categorized manner
called the MeSH tree structure, picturedrigure 1
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Figure 1: MeSH Tree Structure

This structure contains sixteen branches with each representingqhatidistsubject area.
The further one travels through the MeSH tree structure the more speciéctisan that area
become; terms may also co-occur in multiple places within the MeSHdtigra In use, the NLM
human indexers examine articles to be added to MEDLINE and assign the nodit bfeSH
heading(s) that appropriately describe the content of the article. ndéeer will assign as many
MeSH headings as appropriate to cover the topics of the article, gefigeatty fifteen headings per
article. In the event that there is no suitable MeSH heading for a cotmeepidexer will use the
closest MeSH heading available. Once articles have been indexed withiéa8ings the articles

then become available to searchers.

1.3 NLM Pubmed Information Retrieval System
Users search through MEDLINE through Pubmed. Pubmed is a web-based iniormat

retrieval system developed by the National Center for Biotechnology Infiorm(&CBI) to provide
access to citations from biomedical literature. The weaknesses aftihree® information retrieval

system are made manifest when indexing medical articles and resolviageaeh queries to



indexes. In an effort to build an information rewal system based on semantic retrievabmed has
heavily utilized the MeSHocabulary in its indexing and u-querying components. The Me
vocabulary contains 27,000 unique descriptors @dritom medical concepts; the NLM M-
Thesaurus is comprised of 870,000 medical conceftbe primar disadvantagef the Pubmed
system is that it indexes the snillion medical abstrac housed in MEDLINE wittless than 3.1% of
the available medical vocabulary. This disadvamtiagnade evident when searching through Puk
and retrieving results thate semantically close to the information requedtatinot sufficiently
narrowresulting in very low precisic & recalland requiring multiple searches by u.

In an information retrieval system there are prifgdive componers [38] parsinglinguistics,
indexers, indexing-store omtlexes, query-parser, and ranking, dégure 2
]

' I

f \ {
. _ I
E—i“_l — lLinguistics I LUSEV'QUETV : \fil_“
[Query Parser ] [ Ranking ]
[ Indexes ]

Figure 2 InformationRetrieval System Components

N
/

|

The parsing linguistics component is commonly usedhe removal of terms that appear i
user defined stopist. This component is a preprocessing stepet that will become part of tf
collection. The indexer cgponent is used to create an index for each tertimeiiext to identify thi

documents the term makes an appearance, whilade&in¢-store or ‘Indexed’s typically a databas



storing the index. The queparser component performs logic to map a usquery to an index t
retrieve text from the database and the rankingpoomant is used to rank the documents returned
guery to present the most relevant documents tagbein ascending ord

To respond to a user’s search request relevant search resultBubmed’s information retriev
system has been designed with the use of a nicdical vocabulary, MeSHn the indexe and query-
parser components. The Pubmed informiretrieval system is pictured Kigure 3 and each

component is discussed in further de

™
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Figure3: Pubmed Information Retrieval System

To avoid a misclassification of abstracts by autimtianethods, Pubmed replaces the traditi
indexing component with human indexers. It isdhgy of the human indexers, employed by
NLM, to read and index new medical texts approphatvith the MeSH vocabulary. This vocabulary
is a subset of the NLM Met@hesaurus and as of this writing is comprised graxmately 27,00(
unique medical concepts called MeSH descriptorsachEnedical article contained within MEDLIM
has been indexed with oneraultiple MeSH desriptors identifying its context. Retrieving article:

then becomes a process of mappiluser’s query to MeSH descriptors.
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Once human indexers have assigned MeSH descriptors to medicad dtielarticles are sent
through the parsing linguistics component. Pubmed’s parsing linguistics campooensistent with
modern implementations in information retrieval systems. This componenttsgeksove terms
from abstracts that add no additional semantic value, e.g. terms that havenuionebe good
discriminators - these terms include common nouns, pronouns, adjectives, and manaoyher
remaining terms are used as keyword indices.

After the parsing linguistic phase, the MeSH and keyword indiceébé medical article are
stored in a central location, usually a database or data warehouse. Thiadgxh&tore component.
The indexing-store component contains a listing of identifiers (usually théwacg of the text-
collection) and the text in which they appear. Retrieval is then dependent on uggtheigext-
collection vocabulary to express their information needs. PubMed has four suckstiomegsxtor
journals, titles, authors, keywords, and MeSH. Only the keywords and MeSH descripéobeba
discussed as the other indices make significantly less contributions whewvimgtmedical articles.

In Pubmed, the query-parsing component is where the logic behind mapping guesy to
abstract indices resides. Traditional query-parsers inside moderh sagnees (yahoo, google)
perform little alterations to a user’s search terms besides temmsng before retrieval. Because
MEDLINE abstracts are indexed with MeSH descriptors, Pubmed has developedAcitenm
Mapping (ATM) [12,40]. ATM serves to resolve a search-query to MeSH des¢sipéguuivalent.
Given a user’s search-query ATM attempts to resolve the searchiguezierring to three tables:
MeSH Translation Table (MTT), Journal Translation Table (JTT), anldd&thor Translation Table
(FTT). When searching for medical abstracts if ATM can resolve the tereng-based on MTT then
the MeSH descriptors found are sent along with query terms in the retrieveggqrodn the event that
guery terms cannot be resolved by MTT then ATM uses the search-query teranslpkeyword

based indexes in the retrieval process. The journal and full author translatsnatebhot discussed
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as they are not reliant on the content of medical abstracts.

An advantage to this design is that when a search-query cannot be mapped to a MeSH
descriptor, the retrieval system is reduced to a basic keyword indexell, $eavever, still retaining
the problems of synonymy and polysemy [12,40]. Itis due to this safeguard that Pubmed, under
worst-case circumstances, performs no worse than a free-text eegnoé [58]. Pubmed’s use of the
controlled vocabulary is a step in the right direction as [58] has proven that indexinghesmMgSH
vocabulary does prove to perform better than using Free-Text / keyword-based mldne; however
because the MeSH descriptors are a broad category of terms, rettéestingmantically close to the
initial user’s query usually results in Pubmed using keyword-indices to rebelegiery terms because
specific concepts in the user query may be not captured in MeSH. In theatext sristing

research is explored for information retrieval for the MEDLINE database.

1.4 Existing Work in Information Retrieval for MEDL INE
There has been much debate over the effectiveness of document-indexing stwaiediaitilize

indexes created from free-text to that of those created with controlled-vacabué.g. MeSH. Many
Information Retrieval (IR) Systems deployed in industry and academiesgeel on some component
of free-text indexing. Free-Text indexing is based on keyword-indexed backersbdatas where
users submit descriptive queries. The keywords used in the query are then usedechtoodif
retrieve relevant documents. The primary cause in migrating froeeddxt system is the limited
expressive-power of keywords; especially in collection-sets containiraygrumon vocabulary. The
terms in a free-text query map directly to documents containing only those tefims disadvantage
of this approach is found in its failure to resolve the synonymy of query terms &eitlies in
identifying the relationships that may exist among the terms used in the gaeHry its

Research has moved towards resolving the former disadvantages \aitlvéheand subsequent

adoption of incorporating controlled-vocabularies to aid in diminishing the severity chilcept-
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resolution dilemma. The main focus of this dissertation is concerned with tin@elaicindexing of
medical literature. The most widely used controlled vocabulary used to indesaigdrature is the
National Library of Medicine’s (NLM) Meta-thesaurus. Reseaichave used the Meta-thesaurus in
a myriad of ways, primarily using it to manually maintain an indexing protessnstruct a semi-
automatic indexing process, or to create a fully-automatic indexing procdge #dex medical
literature. Each will be discussed further below.

The first-approach gives rise to the NLM Medical Subject HeadingSKNlvocabulary. The
MeSH vocabulary is a subset of medical concepts contained within the NLMtihsturus and used
to map concepts found in a user’s query to MeSH indices to retrieve documents cgmdainiical
MeSH indexes. Srinivasan [58], has found that combining Free-Text and MeSH in document
indexing leads to a 8.2% increase in 11-pt average precision when comparedTiexErsdexing
alone using the SMART retrieval engine [40]. Srinivasan, [58] has also foundittgMe&SH alone
(not paired with Free-Indexing) performs 7% worse than Free-Text inddrimg. a The downside of
using MeSH is that its maintenance is a completely manual process. béa8iks as a simple
mapping between user-query and MeSH concept, but does not take into account how a query term i
used in context to other terms in the same query.

In creating a fully-automatic approach to indexing text researtiae shifted to refining
concepts found in controlled-vocabularies to concepts found directly in text and then indetkiag b
refined concepts [3,33,37,43,45,62]. Their efforts culminate into the development of MetaMap,
CHARTLINE, and SAPPHIRE, among others.  Still other approaches have miaggeedext directly
to MeSH descriptors [1,2,5]. Each method mentioned thus far suffers from thelsdi®eges of
overcoming poor recall levels. In fact MetaMap developed by NLM was thorotegtgd alongside
the use of NLM employed indexers and reported only approximately 32% satigfiete among

human-indexers in assigning abstracts to appropriate MeSH descriptors wigeMemMap.
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Semi-automatic methods [4,60] such as the Medical Text Indexd) §uffer the same failures as
the fully automatic methods but also have the disadvantage of requiring a human conmporesring
the index.

Examining indexing vocabularies in context with MEDLINE medicalluiedea, researchers have
observed that in most cases controlled-vocabulary based indexing does not petfrthdrefree-text
indexing [16,17,19,60,65] at best it has been shown that performance results are neexdy.ident
Despite the many advancements in this area researchers have centeredranfreg-text or
controlled-vocabularies in document indexing - relatively little emphasibd&s given to indexing
strategies that simultaneously exploit the information in free-text, ctatrebcabularies, and lexical
databases.

In this thesis, an information retrieval system with the capabilitytteve semantically
relevant medical text is presented - human indexers and controlled vocabbktrieptesent only a
fraction of the medical vocabulary needed to index text are removed and autonihiadsraee
developed for their replacement. Instead, efforts are directed at disgoe relationships of terms

in medical text and indexing those terms and found relationships.

1.5 Thesis Outline
The outline of this dissertation followsgure 2 Chapters 2 -4 represent the parsing linguistic

components of the presented information retrieval system. Chapter 2 begirssiin with the
difficulties in representing text, introducing the ontology as an alternaigtkod to represent text, and
concludes with the discussion on using ontology to create a Concept-Forest. Glsproted to
validating the Concept-Forest as a text-representation alternativenigydagiument clustering. In
validating the Concept-Forest approach a survey is taken of popular keyworcalggsegdms and the
algorithms are compared against two similarity measurements dedalpgeifically for Concept-

Forests to prove that the Concept-Forest has merit. Chapter 4 highligtiisaitieantages of the
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Concept-Forest in its inability to represent medical concepts found in meastielcds. This chapter
serves to remove this disadvantage by temporarily merging two datassdabecblLM Meta-
Thesaurus and WordNet, to aid in discovering medical relationships fromahastracts. Chapter
5 concludes the presentation on the parsing-linguistics component for the presemeatiorfior
retrieval system. The remaining components of the presented infornedtiemal system, indexing,
guery-parsers, and ranking are reviewed in Chapter 5.

Chapter 6 offers a comparative study of the presented ontology indexedatidornetrieval
system with that of a MeSH indexed system similar to Pubmed. Detdis MdSH indexed system
is discussed in detail. This chapter also serves to divulge how the retgisteah will be compared
and metrics used in evaluation. The remaining two chapters detail an oohitecture and
implementation of the ontology indexed information retrieval system (Chaptetri7hapter 8, final

thoughts on this work, investigating shortcomings and future directions are presented
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Chapter 2

Difficulties of Text Representation

This chapter reviews the parsing linguistics component of the presefot@dation retrieval
system. In information retrieval this component is traditionally devotekt@teprocessing tasks, of
which duties include converting text to a common case and removing terms thatiagpeser-
defined stop-list. The approach taken in the presented information retristeahdpllows traditional
retrieval methods while also introducing techniques to determine synonymous sehpol
relationships between co-occurring terms in text. Resolving synonymdysofysemy relationships
between co-occurring terms in text is an important area of studysaahiiei to widen or narrow the
disparities between texts. This chapter presents background on thegdwstke representing text, the
idea of the ontology to surmount the arisen challenges, the WordNet ontology, andnati\adtéorm

of text-representation using the WordNet ontology, the Concept-Forest.

2.1 Background
Currently, keywords-based techniques are commonly used in various informatiewvatetnd text

mining applications. Among these keywords-based methods, Vector Space Model [68teand L
Semantic Indexing [31] are the most widely adopted.

Using VSM, a text document is represented by a vector of the frequentéesisfappearing in this
document. The similarity between two text documents is measured as thescodargy between
their term frequency vectors; however, a major drawback of the keywords\faskedpproach is its
inability of handling the polysemy and synonymy phenomenon of the natural langsageanings of
words and understanding of concepts differ in different communities, different usatuseghe

same word for different concepts (polysemy) or use different words for theecgaroept (synonymy).
17



Thus, matching only keywords may not accurately reveal the semantic $inataong text
documents or between search criteria and text documents due to the heterageneiigpendency of
data sources and data repositories. For example, the keyword “java”’ caenepinece different
concepts: coffee, an island, or a programming language, while keywords “dog”aamue"cmay
represent the same concept in different documents.

LSI tries to overcome the limitation of VSM by using statistyodérived conceptual indices to
represent text documents and queries. LS| assumes that there is an undéelyirsgriecture in word
usage that is partially obscured by variability of word choice and tries tosadtieepolysemy and
synonymy problems through modeling the co-occurrence of keywords in documents. Taudiegh e
studies contend that LS| may implicitly reveal concepts through the corence of keywords, we
found that the co-occurrence of keywords in documents may not necessarily mearakeiality,
especially in multi-disciplinary research papers such as biomedsearadh papers. This is exactly
why using LSI-based tools to extract terms from shorter documents, suokdécal abstracts, is a
guestionable practice. These short documents may not provide enough co-occuroemeeianf for
the LSI-based semantic similarity measurement.

Still other retrieval mining applications have used controlled vocabuwaitie¥SM and LSI to
represent text. Although controlled vocabularies provide uniformity and consisteregresenting
text, controlled vocabularies are rarely all-inclusive and have the additi@vébairk of requiring
constant updates. This means that the synonym and polysemy issue ayil phesent a problem for

controlled vocabularies unless the vocabulary is over a very specific domain.

2.2 Ontology
Instead of representing shorter length documents by their keywords whiztovas to be

insufficient in resolving the synonymy and polysemy of natural language, aibetteod for
representing text is by using the co-occurrence of terms that appearaéxt. Using the notion of

the ontology, term relationships can be discovered in documents utilizing co-octennisg
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synonyms can be discovered for terms and the severity of polysemy calubedre

Term relationships in text are discovered through a lexical agtaatitology. Ontology is
defined as a set of representational primitives, in which these primitivesrcatttibutes/properties
and may contain relationships with other primitives. The entire set of masi8 known as the
universe of discourse and is all information that can be represented by the ontélogthe purposes
of this thesis, representational primitives are terms. These elohattributes/properties which are
in the form of lexical information such as part-of-speech, synonyms, hypermgnenyms, and
hyponyms. The relationships between terms can be synonymous, polysemous,parbyrhy.

The advantages of using the ontology are its ability in resolving syryppgigsemy, and
hypernym problems. In resolving synonyms between terms in two differipgigemg the ontology
affords the opportunity to add synonyms for each term appearing in text. Thencaevhparing the
texts for similarity based on a similarity algorithm, similabgtween the two synonymous terms can
now be captured and contribute to the similarity score.

In lessening the polysemy issue, using the hypernym structtire ohtology in tandem with
using co-occurring terms in text facilitates the use of word-sesaetliguation. The correct sense
of a term can be identified by using the ontology and co-occurring termg.in taxerms of similarity
measurements resolving polysemy issues lead to a more accurataetgisutae. Using the ontology
no longer require that two documents being compared for similarity, usenieeseaabulary as
synonyms and polysemes of the two texts can be now be discovered. An example amthldgy i
WordNet, and SWEET.

2.3 WordNet Ontology
Using the WordNet Ontology helps to achieve our goal by providing a rich lexicamohcn
English terms and in-depth lexical information per term. The lexicatnmdtion provided is

synonyms, polysemes, hypernyms, meronyms, hyponyms, and many others. t&edNgical
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database of English words, in which nouns, verbs, adjectives and adverbs are groupgaiinte-co
sets, synsets, with each synset representing an individual concept. Esatihcentains a group of
synonymous words with different senses of a word being in different synsetst syvissts are
connected to other synsets through semantic relations, such as hypernym, hyponyirhete
synsets are interlinked by means of conceptual and lexical relations. Thedbsemantic
relationship in WordNet is the hypernym relationship, the “IS_A” relatigng¥iost nouns and verbs
are organized into hierarchies, defined by hypernym relationships. For ex&igple 4depicts the
hypernym hierarchy for the first sense of the word “car”.

Synonym-5et

Car
[ 5: car, auto, automobile, motorcar
S: motor_vehicle, automobile_vehicle - Hypernym-Set
5:wheeled_vehicle
S: vehicle 4

S: car, railcar

S: car, eleveator_car
| 5: car, cable_car

Cognitive-5Set

Figure 4: Sample Hypernym Structure

Through the use of the WordNet ontology we gain the capability to discovgrdiffening
relationships between terms in text. This ontology serves to aid us in reshiisgnonymy
problem by providing us a list of synonyms for common English terms. The syadhgmNordNet
provides can then be used in determining the similarity of two texts based on the cthvatgptstexts
convey and not on the appearance of identical vocabulary. With the polysemyhissaetdiogy
provides the presented work with a listing of differing ways or senses in whioh ada be used.
Then using co-occurring terms in text and/or synonyms for the term litecdatermined the correct
‘sense’ that the term is being used in the text. Discovering the caeresd of a term in usage,

affords the opportunity to ‘tag’ or identify the sense by a unique identifidnen,Twhen comparing
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two texts for similarity it can be determined if two texts are usingaheederm, while also

determining if the two texts are using the same term in the same way.

2.4 Existing Work — Ontology in Use
Many studies have used ontology to assist in information retrieval and text dogquotwadsing.

These ontology-based approaches can be divided into two categories. Ong cdtegtmiogy-based
methods [8,13,27,32,34,36,55,59] apply machine learning methods, such as clustering analysis and
fuzzy logic, to construct ontology’s from text documents and then use the resulbigggro assist in
information retrieval, text categorization, or text document processing3d55,61,67]. The
performance of such a system is completely dependent upon the black-box maanining-le
implementation that does not lend itself to facile modification. During thmusa@nalysis, terms
rarely appearing in the document corpus are often ignored because of theggoenfries of
occurrence. However, terms that occur infrequently in text may be considered amigjoeld high
value for information retrieval according to information theory. Ignoring dufeait terms in the
constructed ontology may affect the performance in information retriggalienents.

The second group of ontology-based methods utilizes an existing ontology, such as Wet{Net [
assist information retrieval. These methods use three different approathles advantage of the
existing ontological knowledge. The first approach [24,29,30,36,48,51] involves using Wardixet t
synonyms or hypernyms of terms to improve the performance of informatimvaé and text
document processing. However, this approach may introduce irrelevant data byhgekmiantic
information that is not present in the document text. To illustrate, given a doclubonanttzeef” and
a document about “pork”, a hypernym-based method may use “meat” to replateatok “pork”
because the two terms have a common parent hypernym relationship “meatippfoach over-
simplifies or over-generalizes the concept, making it impossible to distinguismdats containing

“beef” from documents containing “pork”. A second issue that arises with thisaabpis that it does
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not perform word sense disambiguation. Word-sense disambiguation is the pfaesséving the
problem of polysemy for term concepts. In their approach, all synonynypemyms related to a
keyword are used to replace the keyword. These weaknesses often lead to disajgesfotimgnces
[22,26]. The second approach focuses on word sense disambiguation [11,35,68,73] to address the
synonymy and polysemy problem in natural language processing. This approaithdegsmine an
exact sense for a term, often resulting in a misclassification of t€mssapproach fails to measure the
impact of the semantic similarities and relationships among differens farthe same text document

to disambiguate word senses.

To address the problems in the first two approaches, the third approach applies varniugads
[23,25,52,54] to discover the semantic similarities and relationships of terms anllemsés £nhance
the keywords-based information retrieval and text document processing methodgexfttieSpace
Model (VSM). However, the techniques used to discover the term relationships dadtssihave
their weaknesses. Sedding [52] used a naive, syntax-based disambiguation appresigming &ach
word a part-of-speech (PoS) tag and by enriching the “bag-of-words afatsentation, which were
often used for document clustering by extracting synonyms and hypermom$\VordNet.
Unfortunately, this study found that including synonyms and hypernyms, disaatdxgonly by PoS
tags, does not improve the effectiveness of text document clustering. Mbesaitributed this
underperformance to noise introduced by incorrect senses retrieved from WandNemncluded that
disambiguation by PoS alone is insufficient to reveal background knowledge in itiormedrieval.

While the studies presented suggest exploiting term relationships and sesilasing WordNet
may not improve the performance of information retrieval, other studies usiagedifimethods imply
that it is possible to use supplemental information to improve the performance ojwerdebased
VSM. Huang [23] used a guided self-organization map (SOM), a result of metgirsjical

methods, competitive neural models, and semantic relationships obtained from WardNptote
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the performance of the traditional VSM. However, certain human involvement isa@duibuild the
guided SOM. Jing [25] calculates a mutual information matrix for all terms idab@ments based on
information obtained from WordNet and uses the mutual information to enhance thedepased
VSM method. However automatically computing term mutual information (T&pmetimes
problematic and may lead to incorrect conclusions about the quality of the learned smatlarity
[49]. Even though using SOM and TMI can improve the performance of the keywords-l&ided V
their performance in comparison to Latent Semantic Indexing (LSI), thmtekeywords-based

method, has not been investigated.

2.5 Proposed Concept-Forest
To address the issues in existing ontology-based methods, we propose an onsateyy/-as

method to capture the semantic relationships of terms in text; the method propoged:esc
conceptually and semantically related terms. This new method constoaetsept forest (CF) from
a text document, based on the co-occurrence of terms and their semantic relatfonslijps
WordNet. The CF will be used to represent the semantic relationships betwegmtédre same text
document. A unique feature of the leveraged CF-based method is that we deriveépe fooast
based only on analyzing the co-occurrences and relationships of terms withirealemghent.

A Concept-Forest is used as a word-sense disambiguation and synosgiutyare tool which
allows the narrowing of concepts a word is associated with — resolves pylysasem - and
broadening a terms representation by including synonyms — resolves differaimlary for same
concept problem. The Concept-Forest also has the capability of synonym astdehdeeivative
resolutions via its hypernym relationship. The Concept-Forest is neededridetthe true
similarity between texts. Once terms synonymous and polysemousn&tgps have been addressed
for all terms in text documents then gauging the similarity of the textsnies a straight forward

process. Text similarity becomes dependent upon if a term or any ofdtsysyous concepts appear
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in the text, if so then the two texts share some degree of similarity and theaae said of the
polysemy relationship.

WordNet serves as the universe of discourse of all information that carobedassing the
Concept-Forest. In practice the Concept-Forest is a network of nodes whesesxigepresentative
of resolved concept-clashes and nodes represent terms and their associatgd-sgtg)ra concept-
clash is a term which has multiple disparate meanings, e.g. a problem of polyskgether the
nodes (with associated synonym-sets) and edges (represented by unique camdeptsijdencompass

a Concept-Forest.

2.5.1 Formal Definition of Concept-Forests
An concept forest is defined as a Directed Acyclic Graph (DAG): CF, E,[R, whereT = {ti, t,,

..., b} is a set of stemmed terms aBd- {e;, &, ..., @} IS a set of edges connecting terms with
relationships defined inR={rq, r5, ..., k}. Specifically, an edge is defined as a triplet{, t, 1]
where ti,ti; €T and r; € R, In addition, two terms can be linked by only one relationship, that is,
vI=k[t,tj,nle E=[t,t,n]eE

Given two concept forests €E [T, E;, R] and Ck = [T, E,, Ry], determining the semantic
similarity of the two concept-forests must consider the similamti¢seir associated term sets, edge
sets, and relationship sets.
2.5.2 Building the Concept-Forest

The algorithm to construct a concept-forest can be defined as follows: Givardadament, we
initially extract all keywords and their occurrence frequencies from tbendent. Next, keywords
are removed from consideration that are included in the stop-list or that are pronounspogeTbs,
common nouns, and adjectives; these terms were found to add little or no value in detehaining t
document’s semantic content by previous studies [10,50]. Then, a WordNet morphadggent
(function morphstr()) is used to stem remaining keywords, i.e., to map inflectezh{etisies derived)
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words to their stem, base or root form. For instance, “cared”, “caresn¢afcareless”, and
“carelessness” are all mapped to the root word “care”. After termmstegneach term’s cognitive-set
is retrieved from WordNet. Next, to determine the proper synset to include i thve Gse term co-
occurrence information in the document and the semantic relationships of sensas idaffordNet to
draw distinctions among terms.

Our procedure checks every pair of stemmed words obtained from the text documesrmndet
whether there are semantic relationships between their senses definedietVorGiven two terms
(t2 and %) obtained from the same text document, if their respective synsetd s have a
relationship, the synsetID of er $ is used (sand s represent the same concept) to represent the
concepts ofitand § and other senses afand ¢ will be discarded. Meanwhile, a relationship link is
formed between the terms gfand ¢ with the synsetID of;sand s.

If a keyword contains multiple senses and no relationships are found in the text for sadlkey
then the original stemmed keyword will be used in the Concept-Forest. The keylgetves as its
own root due to insufficient information to disambiguate its concepts [9,21,23,34,33,55,56,67,,73].
Finally if a keyword has many senses and one or more senses were maplationshigs in another
term then only the senses that were mapped are kept — remaining sensesgarelelisdeemed
irrelevant and adding no increase in the discovered knowledge. This process cowipdetall pairs
of stemmed words are investigated.

To illustrate, given a document containing words “disease”, “sickness’yéimtla”, “drug” and
“medicine”, we can construct a concept tree for terms “disease”, “s&kaed “influenza” using a
relationship link based on the hypernym relationship among theseEi@omkeference source not
found.. Similarly, a concept tree can be built for terms “drug” and “medicifl@ése two concept

trees form a concept forest depicted in Figure 5 for the document.
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Cdiseas Cmedicin)

Cofuenzey Csicknes s Cdre 3

Figure 5: Sample Concept Forest from Using WordNet Only

We note that the terms and not their related synsetIDs are shown in the consgfifore
demonstration purposes only. In actual concept forests, the synsetiDs aie nepedsent the links

between concepts. The pseudo-code can be found below:

Pseudo-code: Creating Concept-Forest

Begin
Remove terms in D that appear in stop-list
Remove duplicate terms from D
For-Each term tin D
root ;= createRoot(t)
retrieveCognitiveSets{root)
Add root to C
End For-Each
For-Each root ryin C
For-Each root rz in C
Hryl=rs
For-Each synset sinr,
For-Each hypernym h in s
Hrainh
id == s-=id
createLink(ry,r;)
nameEdge(id,r,r2)
End-If
End For-Each
End For-Each
End-If
End For-Each
End For-Each
End
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Variaobles functions Definitions and/or Descriptions

o document being processed

C set of all nodes within concept-forest

5 synonym-set

h hierarchy of concepts related to the synonym-set, based

on derivative 15-A relationships
root Mode which houses cognitive-set (synonym-set and
hypernym-set) data for each term

createRoot Creates a node

createlink Creates a link between two nodes

nameEdge Mames the edge between two linked nodes by the
relationship found (synset-id)

retrieveCognitiveSets Takes the term from the node passed as a parameter

and retrieves the NOUN and VERB cognitive-sets for the
term and assigns it to the node

Figure 6: Concept-Tree Algorithm, Variables, & Definitions

2.5.3 Semantic Content Purification
A concept forest constructed by the procedure outlined in Section 2.4.2 may contaiorterms

synsetIDs that are not closely related to the main topics of the text docuntktitese terms or
synsetIDs may sometimes introduce noise to information retrieval and text daquo@essing. To
address this issue, we use the frequencies of terms occurring in the textmidcuraéculate a
semantic content rate (SCR) for a concept tree in the concept forest.aNbaia concept tree may
contain only a single stemmed word.

Each stemmed word obtained from a text document has an associated word frequency val
corresponding to the number of occurrences found in the text. When a stemmed word tstmappe
particular synsetID during concept forest construction, the associatedrequericy value is
transferred to the synsetID. If several stemmed words are mapped to éheyseetiD, the word
frequency value of this synsetID is the sum of the word frequency values oasisessated words.
We further define the semantic content weight for a concept tree as the sunwofdHeequency

values of all its associated synsetIDs. For a single-node tree, itstgeauatent weight is the word
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frequency value of this single node.
Assuming the semantic content weights of concept trees in a concept feresva, ..., Wp,

respectively, the semantic content rate of concept tsegefined as:

SCRzWi/Zn:Wj

j=1

Equation 1: Subject Content Rate Formula

The SCR values of a concept forest indicate the semantic organization of thaetedtext
document. A concept forest obtained from a clearly and concisely writtee-somit abstract may
contain a concept tree having an SCR value greater than 85%, while the concepbfanmesd from a
long multiple-topic text document may contain several concept trees witleisB@R values. To
purify the semantic content of a concept forest, we use a threshold (i.e., 5%} tufitencept trees
with low SCR values. Any concept tree whose SCR value falls below this threshdld removed
from the final purified concept forest. When using the SCR terms that setiveiaown root are not
removed from the Concept-Forest as to protect the possibility of unique termayhadinshare
relationships with other terms in text. The SCR is not used in the researsiplaganted as a way to
reduce the terms in text by considering the significance of theiramsaips with co-occurring terms in
text.

In the upcoming chapter, we continue in the parsing linguistics phase of thet@deséormation
retrieval system. Chapter 2 is devoted to verifying claims that thenpeesmethod for text-
representation, the Concept-Forest, sufficiently and accurately renhevesoblems of synonymy and
polysemy that Vector Space Model and Latent Semantic Indexing do not resd@érdication begins
by presenting methods to determine ontology similarity and performing a catmpastudy with

popular methods Vector Space Model, Latent Semantic Indexing and Part ofi Sgng with N*
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Grams. Document clustering experiments are used to provide evitdanhtaest Concept-Forest

representation of documents performs better than keywords based refimsenta
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Chapter 3

Validation by Document Clustering

Chapter three continues work devoted to the parsing linguistics component in tinikegrese
information retrieval system. The purpose of this chapter is to deternsiniicient semantic
information is present in the proposed form of text-representation, the Concepti-féarigal leading
text categorization measurements that utilize only keywords. To hig@rpose this chapter
explores the uses of the Vector Space Model (VSM), Latent Semanticrigdesl), and language
modeling and explores two new similarity measurement algorithms tauredage similarity between
Concept-Forests. This chapter concludes with performance comparisgmwof#s-based and

Concept-Forest approaches.

3.1 Existing Work — Similarity Measurements
Aside from VSM and LSI, spoken in-depthly in the previous chapter, thgeeasother

similarity metric heavily used in text categorization, Part-of-Spdagging with N*Grams. Part-of-
Speech tagging with N*Grams is a text categorization method based on languatge mad@nguage
model is a function that puts a probability measure over the strings drawn from s@belaoc[38].
Because the language model of a document represents the probabilities ofreadctering in the
model, to gain the probability of a word sequence, the probability of each term in theegoence is
multiplied by the probability that the term appears in the model.
In text-categorization, a training-set is set-aside and a laagoedel is created for each text in

the training-set. To classify new documents, the document is classifietdraties probability of the

sentences in the chosen document to appear in a predetermined set of categexiess ithdhe
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training-set. Whichever language model returns the highest score fenteaces in the document,
then the document is assigned the same category of the language modehay elates; there are
also many spin-offs in determining classification.

The N*Gram model is type of language model in which the probability ofreowe of a term is
dependent upon the prior occurrence of N-1 other symbols [38]. N*Gram is typmadiyucted
from statistics obtained from a large corpus of text using the co-occurrengesdsfin the corpus to
determine word sequence probabilities. These models rely on the likelihood of seqiievaes,
such as word pairs (in the case of bigrams) or word triples (in the caggaing) and is are
traditionally used with an a-priori likelihood P(W) of a given word sequence W\he NFGrams
method suffers from the same disadvantages of the VSM and LSI approaldh€sams performs at
its best for longer length text, this is so because longer length text cantaserms than shorter
length text and longer text introduces a wider set of different vocabulary cahtéthén the text.

For shorter length text there is little information regarding the probabiliterms in text to generate a
language model that is representative of the text. The N*Grams appleacieeds training
information and classifies new documents based on its training data. This approach i
disadvantageous when the training-set data is significantly smaligthlehtext or when the training-
set is small in the number of documents it contains. Lastly, becauspphoaeh is based on the
likelihood that a term or string of terms may appear in text, the issue of synagtitlya relevant

one. N*Grams computes the likelihood of P(W) of a given word sequence W, but not the ggobabili
of W where the terms contained within W have synonymous relationships.

Still other research in this area has been devoted to determiningigroflaser annotated
ontology such as OWL, DAML-OIL, and SHOE ontology [5]. This type of ontology tdesform
of user defined xml like structures including tags with attributes thattefie content of the text.

Other researchers have taken a semiotic view to similarity [53] in whicklistihce and term-
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matching are supreme or using ontology-vectors (much like VSM) [53]; thisagpdoes not view
the edge-relationship which may determine the sense in the term’s ussentd&lr] presents a study
for similarity but it does not give a definition to how their ontology is constructedeveawt does
present a survey of existing similarity measurements that are lpphegadathroughout the research
community to tackle this problem. Some of the techniques explored in [7] will battigspoint in

the creation of the presented ontology-based similarity measurements.

3.2 Proposed Similarity Measurements — Concept Fosé Distance
Unlike existing approaches [9,21,23,34,53,55,56,67,73], which use all terms and all retrieved

WordNet synsets of the words to represent the semantic content of a documentiudyowedake
two unique approaches in representing the concept-space of a document. The fashapges the
node-edge pairings of keywords and edges in the concept-forest to gdmerataitting ontology.
The second approach captures only the edge relationships in the ontology. By kewatiords
differently according to their synset properties and the semantionaslaips resolved among synsets
of keywords, it can be determined the quantity of information that should be added to the ontology.
This dissertation will apply two similarity metrics, with eaainiaig to take advantage of different

elements within the Concept-Forest. Given that the ontology is essentiallyaknef nodes - a
graph - we will present two similarity measurements that are based @latenships of edges and
node-to-edges. Using a concept forest to represent the semantic contiexxt ofoeument, the
semantic similarity of two text documents can be determined by comparingsbkeciated edges,
nodes, or node-edge pairings. Each similarity measurement is explaindtien datail.

Given two documents fand B, and their concept forests CE[T;, E;, R] and Ck = [T, E, R
respectively (see 2.5.1 Formal Definition of Concept-Forests), the semamtarisy between the two
Concept-Forests is measured by the similarity of the shared edggesBRded Distance) or measured

by the commonality between edges and nodes (Node-Edge Distance). oddw&dge pairing should
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prove to outperform the Edge-based method as edges do not provide adequate information to dra
accurate similarity. Because edge-based parings rely solelygas this measurement seeks to
determine if the relationship between two terms exists but the not the tefash is defined further in
the following subsections.
3.2.1 Edge-Based Distance

In the Edge-Based distance measure we seek to discover thgerfss of determining
similarity based solely on the relationships between terms across té&iven a concept forest we
define an edge-based similarity measure that attempts to measareciadionships. A relationship
is measured by determining if there exists an overlap in edges betweeonivept-forests. We can

then define the similarity as:

E
sim(D, DZ):—IES EZI

Equation 2: Edge-Based Distance Formula

In this instance only the relationship between terms is compared in the conesfitifothe event a
concept-forest only contains a root-node, this root term serves as its own relptesgghi- a loop on
itself.
3.2.2 Node-Edge Based Distance

The significance of the Node-Edge similarity measurement i¢ iteahore strict then the Edge-
Based measurement. This is so because in the Edge-Based measurengunittiva ahly
determines if the relationship is present. Moreover in the Node-Edgelahgatris our agenda to
determine if the term (node) and the sense of which it is used is present (ddgeatter of operation
the Node-Edge distance formula is computed using set-relations for non-thétayyhe common

terms and edges are summed and divided by the total occurrences of nodes and edGesaeptie
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Forest. Node-Edge based distance is defined concretely as follows:

TLNT|+|En E]

SimD. b)= T oT,|+|EC E)|

Equation 3: Node-Edge Based Distance Formula

In [7] the Jaccard Coefficient proved to be one of the better signiiaeitrics to use when
comparing ontology’s; the Jaccard Coefficient is the intersection of tiw@ser its union similar to

Equation 2.

3.3 Document Clustering Dataset
The document corpus is derived from the Reuters-21578 Text Categorizatiorii@oléthe

University of California — Irvine Knowledge Discovery in Databas#SI(- KDD) archive. The
Reuters-21578 dataset is a collection of documents that appeared on Reuter’senewid7. These
documents were assembled and indexed with categories. This dataset coapistexamately 21,500
files covering 132 (possibly overlapping) categories with the file size peleardinging from 12 to

1200 words.

3.4 Test Corpus

The test-collection was chosen purposely to mimic the nature of the shorter lEngedical
abstracts. Therefore, we select four sets of text document corpusegt Dhéest corpuses consists
of smaller sized documents containing less than 400 words (listed in Table d)dateethe shorter
length texts of medical abstracts. The test-collection is comprised tplediocuments across

multiple categories to increase the level of difficulty in text-catiegtion.
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Table 1: Test Corpuses

Corpus| Corpus Characteristics

C-S-1 | 50 Documents, 5 categories,

10 documents in each category.
C-S-2 | 100 Documents, 10 categories
10 documents in each category.
C-S-3 | 300 Documents, 6 categories
50 documents in each category.
C-S-4 | 500 Documents, 5 categories
100 documents in each category.

3.5 Document Clustering Evaluation Method
To prove our claim that the Concept-Forest approach with the Node-Edgdgmsirailarity

measurements are more accurate in computing the similarity betwééy tesolving synonymous
and polysemy relationships, a performance study based on text-categorig @iiesented comparing
our approaches with VSM, LSI, and N*Grams.

To evaluate the effectiveness of the proposed similarity measusanweenbnvert a set of
documents into the Concept-Forest equivalent. We then cluster the resulting Gammespi-based
on their semantic similarity values calculatedHmuation 2andEquation 3 The clustered results are
then compared to the results of document clustering based on the keywords implentsotatSM,

LSI, and Part-of-Speech tagging using N*Grams using the same datak#ie agsults are reviewed.

Hierarchical Agglomerative Clustering (HAC)
In performance evaluation HAC is a specific technique for unsupdrgiscument organization

used to automatically group sets of similar documents into a list of cetegoHierarchical clustering
algorithms are either top-down or bottom-up. Bottom-up algorithms treat each do@as@esingleton
cluster in the beginning and then successively merging pairs of clusteraliuritisters have been
merged into a single cluster that contains all documents.

Given a document corpus with N documents, each document initially belongsvim its
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individual cluster. The initial similarity threshold is set to be 1 indicdtiag only documents that are
completely similar are merged into the same cluster. The gityilareshold is then iteratively
decreased by a small interval so that similar documents will grgcdhealherged into the same cluster.
HAC ends when the similarity threshold has decreased to zero or we have theerdesioer of
clusters.

Because the categories from which each document was obtained is knayatuiiment
clustering process is halted when majority of documents from differeigfocege fall into their
respective clusters and further decreasing the threshold will reswib iclusters containing documents
primarily from two different categories merged into one cluster. Aftenmeat clustering, the
clustering accuracy is calculated as the number of documents corredityerdusto their categories

divided by the total number of documents.

3.6 Performance Results
Text document corpuses are clustered based on criteria liJiolénland are based on five

different similarity measurement techniques VSM, LSI, PoS, CF-NEC&AH. The accuracies of

text document clustering using these different methods are lisTedbia 2

Table 2: Clustering accuracy of VSM, LSI, PoS
CF-NE, and CF-E Similarity Measurements
VSM | LSI | PoS| CF-NE| CF-E

C-S-1| 80%| 68% 70% 86% 78%
C-S-2| 50% | 49% 45% 58% 51%
C-S-3| 51%| 47% 42% 57.3% 53%
C-S-4| 44% | 42% 36% 52% 42%

Results indicate that for each corpus C-S-*, CF-NE outperforms oétlkeods by an average of

+7% points, from the top-performer to the method with the second highest repcueatgc On
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average CF-NE performs +9.2% higher than the most used method LSI. The low stusteing
accuracy was expected for LSI. Because the test-set consisted af dboutments, the documents
did not provide enough co-occurrence information for the LSI similarity measuateo perform well.

In the experiments VSM is the second best measurement to adopt givpasacomsisting of
shorter length text. The VSM measurement even outperforms CF-E.thiiichplace ranking of CF-
E is attributed to the exclusive use of edges in determining similaritye edige represents the
relationship terms shared, so CF-E is effectively determining sityiitar deciding if the relationship
is present in both documents being compared. Where CF-E fails is in the instatwe ttacuments
are indeed similar yet the terms in one document cannot be resolved semantectdlyndufficient
information — in this instance CF-E will report a false-negative.

The worse performer was Part-of-Speech tagging with the N*Gsanilarity method. Because
this method requires training data, a 66% split was performed on each corpus whefdaleeorpus
was used in training the N*Grams model. The remaining documents were uksesiincation based
on the training-set. The N*Grams method suffered in the performance tests lieishorter-length
of texts in the corpus as well as its inability to resolve synonymy and polysemeg.is Expectations
for the N*Grams model were higher as it considers the probability of terrasccwring in phrases or
sentences in text but the result is not favorable.

Due to the positive results of CF-NE, in regard to accurately claggsghiorter length documents,
our experiments have shown that CF-NE results in higher accuracy when coropasdd, tLSI, and
PoS Tagging using N* Grams Method for shorter length text. The sucoésbesexperiment
indicate that CF-NE should be explored further with shorter length mediced@bst Results have
also provided validation in regard to using the Concept-Forest as an altermatd text
representation for shorter length text.

The following chapter expands on the Concept-Forest by highlighting its aglksiria
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discovering relationships among terms and resolving polysemy occurrences hovexter this
chapter also reviews the disadvantages of the Concept-Forest. Beeauaat to create an
information retrieval system for medical abstracts and WordNet cotitdimsemantic information on
medical concepts we explore methods to increase what can be representetNat\Wgrintegrating
supplemental medical vocabularies. The next chapter, Chapter 4, conclupasthg linguistics

component in the implementation of our information retrieval system.
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Chapter 4

Proposed Concept-Forest for Medical Text

In creating an information retrieval system specifically fedmal literature the system must be
capable of recognizing and mapping relationships among medical terms and pledisas. The
material presented uses the WordNet Ontology in word-sense disambiguationreswve synonyms
of terms in text written with common English terms by creating a Cona@pst- however, the
relationships that are captured by the Concept-Forest are compigpelydent upon the underlying
ontology. The WordNet ontology proves to be insufficient in recognizing medicaépts as it is an

ontology containing common English terms.

4.1 Finding Additional Medical Vocabularies
There are two medical vocabularies that contain significant infamman medical concepts that

can resolve the synonymy issue of medical terms, the National Lidr&tgdicine (NLM) Medical

Subject Headings (MeSH) and the NLM Medical Thesaurus (Meta-thesaurus)

4.1.1 Medical Subject Headings (MeSH)
MeSH is the U.S. National Library of Medicine's controlled vocabulsegl for indexing

medical journals, articles, and abstracts in the MEDLINE databaseSHNMeminology provides a
consistent way to retrieve information that may use different termindtogdiie same concepts and
imposes uniformity and consistency in the indexing of biomedical literatures alko used in the
guery-parser portion of PubMed's information retrieval system to map aqieenysto MeSH
descriptors to then retrieve medical text that have been indexed with the samMel&se8ptor.

Research [58] has shown that MeSH indexing alone in a retrieval system gesfgnificantly worse
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than free-text systems at 66% reduction of precision. Srviananas [58halse that Free-Text +
MeSH indexing provides a slight 10.8% increase in precision using only a Freed@xhg strategy;
however, the drawback of using MeSH is in its small vocabulary and the number céahoedicepts
included in the MeSH hierarchy referring to medical subjects. Me$&bhiprised of 27,000 MeSH
descriptors and is a subset of the NLM Meta-thesaurus which contains 870,000 unique medical
concepts. The MeSH controlled vocabulary represents less than 3.1% caltgadable vocabulary
of medical concepts. Itis because of the paucity of medical conceptsSid bfel the results reported
in [58] that the presented information retrieval system will leveraghlitivd Meta-thesaurus to

provide medical concepts and relations for concepts found in medical abstracts.

4.1.2 NLM Medical Thesaurus (Meta-Thesaurus)
The Meta-thesaurus is a database with tables listing information ocainamhcepts, relations

(synonyms, acronyms, parent-child mappings), and numerous other relations pethasthesaurus is
a large, multi-purpose, and multi-lingual vocabulary database that contaimsatitor about
biomedical and health related concepts, their various names, and the relationshipthamondrhe
database holds many relationships (primarily synonymous), concept afiyiéodesome concept
names and is updated by the NLM during annual Meta-thesaurus maintgs#ince

Of the tables present in the medical thesaurus the MRCONSO and MBIRttnal tables are
used. The MRCONSO table is used because it contains information to resolvwmnsypooblems
that may arise in organizing medical text, information such as concept-ngeléagssariations, and
acronyms. The MRREL table contains information on inter-concept relatpmshi

To extend the medical concepts and medical relationships that can be regriesttreg Concept-

Forest, Meta-Thesaurus concepts are integrated into WordNet.

Meta-Thesaurus Organization
The Meta-Thesaurus represents a concept by its associatedaflsgteonymous terms and
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contains approximately more than 870,000 concepts, each identified by a unique concépt.identi
Each concept is accompanied by an associated set of lexical variantstimgtyut@mbering over 1.7
million terms with 2 million strings representing a variation in conceptiggetlentified by a string

identifier. A depiction of concept organization as used in the Meta-thesawstuswn inFigure 7.
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Figure 7: Meta-Thesaurus Concept Organization

A concept is a grouping of synonymous terms; furthermore, each synonymolistarfor a concept
contains acceptable spelling variations. These variations are depi@gthgsl....String 4, in the

figure above, while the synonymous terms are depicted as Term1 and Term 2.

[ mm e ———————————— -
— 1001403 | ENG | P | 10001403 | PF | 50010794 | Addison’s Disease
o | C001403 | ENG | P | LO001403 | VC | 50352253 | ADDISON’S DISEASE
O ! 001403 | ENG | P | 10001403 | VO| 50033587 | Disease, Addison
o | co01403 | ENG | P | L0001403 | VO| 50469271 | Addison’s disease

I coo1403 | ENG | S | L0367999 | PF | 50469267 | Addison melanoderma

|
|
|
|
|
I |
\ 001403 | ENG | 5| L0373744 | PF | 50471237 | Asthenia pigmentosa |

Figure 8: MRCONSO Sample Data
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The MRCONSO table consists of several data columns but the two of interesheept
names and concept identifiers. The concept name may refer to a medicabopadpendages,
diseases, pharmaceutical drugs, and others. The concept-name maygbetarsn, a phrase, or a
string of terms.  The concept-identifier is a unique seven characterralptexic string with a one-to-

one mapping to the concept-name.

I

_ | C001403 | CHD | €0546992 | RCD | RCD | | :

LiJ | C001403 | PAR | C0001621 | PSY | PSY | | |

OC | C001403 | PAR | C0004364 | inverse_isa | MSH | MSH | RCD |

(0’

S I I
I I
I I

Figure 9: MRREL Sample Data

The second table used in finding relationships between medical concepts is the MIRREL
table. The MRREL table is a Concept Relationship Table and capturesantapt relationships

between concepts known to the Meta-thesaurus.

4.2 Integrating Medical Vocabulary into WordNet
In using the Meta-thesaurus, the challenge is how to integrate its vogabtdahe WordNet

Ontology to use its semantic relationships in constructing a Concept-Foregidicahtexts. In
WordNet terms are grouped into cognitive-sets. Each cognitive-setgiafirgpie lexical
relationships for its term. Because recognizing the synonym and p@lysktionships contained
within a term’s cognitive-set are vital components in creating the CeRoegst, we seek to mimic the
structure of WordNet's cognitive-set when retrieving medical concepisthe Meta-thesaurus.

In replicating WordNet's cognitive-set structure for a termaMieésaurus concepts and their

information from MRCONSO and MRREL are combined into a single logical ubite MRCONSO
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table provides spelling variations and synonyms for a medical concept, this dattemhe
synonyms section of a WordNet cognitive-set. To accommodate the miatkcaloncept relationships
from the MRREL table the cognitive-set is extended to include a medicamelabmponent
(medical_rel). Medical inter-concept relationships are then stored matieal relations component.

Each unique concept is stored as in individual entry within the MRCONSO<gabledure 8 of
the Meta-Thesaurus database. We query the MRCONSO table for each teifirrddarthe medical
abstracts to retrieve additional information such as, spelling variations, syaoalyd acronyms. We
use this additional informational to modify sysnset lists found for the same termase phmiWordNet.

Once medical concepts are retrieved from querying the MRCONS®@tbtaeach medical
concept queries the MRREL data table to determine if any of the retmesdical concepts share
relationships; these relationships are stored in the extended medicahseta@mponent of the sysnset.
In this table three columns are of use, the concept-identifier, the type afrrelteap (parent / child) and
the concept-identifier it is related to.

The MRCONSO and MRREL Tables are used in discovering relationsiwpsdnemedical

concepts that WordNet is ill-equipped to discover.

4.3 ldentifying Medical Phrases, Morphology, and te SPECIALIST Lexicon
In integrating medical concepts from the Meta-Thesaurus into WordNetust also be able to

provide morphological information for medical terms to track term frequemtycaensure that we
guery the Meta-thesaurus tables with the base term for a medical conceptworkhisust also have
the capability to identify medical phrases that appear in medical tex@édisahconcepts may be not be
single words but strings of words. WordNet provides a string morphing functioph{nsar()) to
translate common English terms to their base forms; however the Metarileedoes not come pre-
equipped with such methods.

To solve the morphological challenges the NLM SPECIALISTeaslus The lexicon is a large
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syntactic lexicon of biomedical and general English, designed to provide the informeeded for the
SPECIALIST Natural Language Processing System. Coverage includesbutiooly occurring
English words and biomedical vocabulary. The lexicon entry for each lexdoatécords syntactic
and morphological information for medical concepts and phrases [43]. The lexicastcoh&exical
entries with one entry for each spelling variant for a particular papeéch.

To solve the challenges in identifying medical concepts, NLM provides opecessoftware
available to license holders to leverage the data contained within the SEETILexicon. Among
the software provided the Noun-Phrase Parser (NpParser) is utilizes thasis. The NpParser is a
Java implementation of Thomas Rindflecsh's minimal commitment parske parser breaks
sentences into phrases and is a minimal commitment barrier categaey. pdhe minimal
commitment analysis assigns under specified syntactic analysisdalliganalyzed input. The current
emphasis is on noun phrases [43]. The proceeding section details how the NpParssgaand M

Thesaurus database tables are incorporated in constructing the Concest-Fores

4.4 Medical Concept-Forest Algorithm
Extending the Concept-Forest so additional medical concepts and relati@mashiEscaptured

will be partitioned into three stagestage 1~ Identifying Medical Terms & Phrasestage 2-
Retrieving Information for Medical Phrases and Terms,&tade 3- Organizing Medical Concepts to

be Integrated into WordNet. Figure 10 outlines the initial phases of extehdi@phcept-Forest.
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itial Phases on Conce¢Forest Extension

In the first stageaeh abstract passes through the NpP to identify medical terms and phra.
Once these phrases are identifieely are saside until the beginning of stage two

In the second stage multipesks are occurring The first item that occurs in the removal of
terms from the medical abstrdbat appea in the used stop-list. The second item that occurs is t
each remaining termalong with themedical terms and phrases from stage ortegissubmitted to the
local Meta-Thesaurus identify possible medical conce. Identifying concepts occurs querying
the MRCONSO data table.In the event that a match occurs the cor-identifier of the matched
concept is mapped to the querieddicalterm and they are saside until stage three At the end of
stage twowe are left with terms and phrases that have baamdby querying theRCONSO datz
table.

The final stage aims to prepare the medical cosdepind in stage two to be included iie

ConceptForest by emulating WordNet's struct (seeFigure 1J).
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Synonym-5Set

Car -~
5 car, auto, automobile, motorcar _
S: motor_vehicle, automobile_vehicle - Hypernym-5et
5: wheeled_vehicle
5: vehicle 4

S: car, railcar

S:car, eleveator_car
| 5:car, cable_car

Cognitive-Set

Figure 11: Structure of WordNet we seek to emulate.
Srepresents a Synset

Emulating WordNet'’s structure allows minimum modifications to the reldtipAinding portion of
the Concept-Forest algorithm. The third stage is essential becausédes the “link” between two
medical concepts and is brought forth by incorporating the MRREL Meta-Thesitausble. At
this juncture we have terms mapped to medical concepts via the MRCONSO {alilds stage each
concept from stage two is used to query the MRREL table to retrieve medical cahaeselated to
its term. By comparing the relationships of two concepts, via MRREL, wegtablish links

between two concepts. Figut2 displays a sample synset created from the MRCONSO table.

CO008045:

S: L000B049 Chickenpox
S: L0D42334 Varicella
S: 16194548 Chicken Pox

Figure 12: Medical Concept Emulating WordNet Structure
Srepresents a Synset
Once the aforementioned steps have been performed the next step in thecprobesdivided
into an additional three stages. The three stages can be partitioned into the fotleasHtage
Four — Document Preprocessing and Retrieving Cognitive-sets from Woisitdge Five- Merging

Cognitive-sets within WordNet Synset Structure, Staje Six Term Sense Disambiguation and
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Concept-Forest Creation.Each stage is further explained below beginning) witige fot - Figure 13

outlines the remaining stages to Con-Forest extension.

~= m o o EE e e e e o e e e e e

\I"

fa
Q
[0]e]
»)
Pl
(®
W
(D
=+
n
N
)

/
Ll
[

|

|

o
p 91e1

G Ajelg

Iy mm mm m o

'_-I-I-I-I\ ’

g 23e1S

In stage founMedical abstracts are stripped of formatting st@ed terms are removed from |
abstract that appear in the enlisted -list.  After stopwords are removed terms are stemme
preparation to be queried with WordNet. To conelsthge four each rerning term is sent t
WordNet to retrieve cognitiveets for noun and verb peof-speech. For a sample of data that
be returned per query segure 11on page 48. At the completion of stage four, terms have b
mapped to cognitiveets by WordNet and in stage five medical concegitgeved from stage ree are
added to a term’s concept-list.

In stage five medical concepts and terms discoviersthge three are read from disk and me
into existing cognitivesets of terms. Because the structure of the mlechcaepts closely resemss
that of theWordNet structure, “attaching” medical conceptsagnitive-sets is a matter of extending
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term’s synset list to include medical concepts. For an illustration fargea list se&igure 14

Synonym-5et

Heart Attack ,/\_

~N
S: heart attack
S- attack Hypernym-5et
S: heart failure, coronary failure
S: heart disease, cardiopathy
S: C0O027051 heart attack
S: L0284112 Heart Attack
S: L0OD27051 Myocardial Infarction
S: L0O308108 Myocardial Infarct
S: 13544630 Ml

Expanded-Set Cognitive-Set

Figure 14: Merged Cognitive-Set List
Srepresents a Synset
Thus far we have remiss elaborating on the fate of phrases that were faage ithiee.

Because the phrases contain multiple words they cannot be attached to eesimgieless the phrase
also appears in WordNet. In the event that this occurs, as it does occurhefteedical phrase
serves as a conceptually unified single term and is added to the total tehesestt Interestingly to
note, as will be explained further in upcoming sections, the medical phrase mefises@n entity and
will serves as a single node in the final concept-forest.

In the final stage, the concept-forest is constructed. The prodeshins by reviewing every
term obtained from the text document, through stage five, to determine whetheréhseenantic
relationships between their senses defined in WordNet and the Meta-ThesaMhen mapping
terms, given two terms (Tand ) obtained from the same text document, if their respective synsets S
and $ have a hypernym relationship, the synsetIDs,crél $ are used to represent the concepts of
T1 and T, respectively, and other senses piid T will be discarded. Meanwhile, an “is-a”

relationship link is formed between the terms ofiid T, with the synsetID of Sand $ (which would
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be identical due to;Sand $ referencing a common concept). However, when mapping medical
concepts if two termsiland T, share and identical CUI then an edge is created frotm T, with the
CUI (acting as the synsetID) as the edge connecting the two. Th@aappnay give rise to a
document containing two ontology’s — a WordNet induced ontology and a Meta-Tuesaluced
ontology and this is fine; however if a termshares a relationship with Through WordNet andT
also shares a relationship with fhirough the Meta-Concepts then the ontology’s are unified into a
single tree/ontology.

This process completes when all pairs of stemmed words are investigatedtdiure, given a
document containing words ‘disease’, ‘sickness’, ‘influenza’, ‘drug’ ‘medici'vaccine’ and ‘virus’
we can construct a concept tree for terms  “disease”, “sickness’rdhebfiza” using “is-a”
relationship link based on the hypernym relationship among these terms as shayunaribi

Similarly, a concept tree can be built for terms “drug” and “medicine”.

Ontology’s Created from WordN
ﬁ
Gvens  Gooesy  Cane S

Figure 15: Sample Concept Forest in

Lastly, because WordNet lacks sufficient information to find relationdiepseen influenza, virus,
and vaccine these terms are mapped with the concepts found in the Meta-Thesausesthréd@e
concept trees form a concept forest depicted in Figure 16 for the document; the inastegadsents
the unifying of two ontology’s due to ‘influenza’ being mapped to a term in WordNet anenm an

the Meta-Thesaurus. We note that the terms and not their related synsetBsven in the concept
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forest for demonstration purposes only. In actual concept forests, thd Bgreget used to represent
the edges between terms discovered utilizing WordNet, and concept-ater(tilUl) represent the

edges discovered through the Meta-Thesaurus.

OntologyCreated from WordNet & Me-Thesauru

Figure 16: Sample Meta-Concept Forest

The concept-forest is now comprised of terms, phrases, relationshipsdaptfordNet

(synsetlds), and relationships captured by the Meta-Thesaurus (conceifierdgnt

This chapter identified the shortcomings of the Concept-Forest usid¢otfuNet Ontology. The
shortcomings were the inability of the WordNet Ontology to provide synonyorqusysemus
information for medical concepts. We then proposed a medical vocabulary, Nitihvsaurus, to
integrate into the WordNet Ontology. Integrating a medical vocabulary into onéN&t Ontology
aids in resolving synonymy relationships of medical concepts while alsdiatjadhe opportunity to
discover relationships between two medical terms that otherwise would not &et imebe WordNet
Ontology. Next, the SPECIALIST Lexicon and Noun-Phrase parser (Sgffavas incorporated into
building the Concept-Forest where the Lexicon provided assistance morphing d cwtieat into
its base form in preparation for a search in the Meta-thesaurus. The Npfassel to identify

medical concepts in medical text and prepares the discovered concepts todzbiqube Meta-
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Thesaurus. Lastly, the Concept-Forest algorithm was modified to d¢evéra WordNet, Lexicon,
NpParser, and the Meta-thesaurus.

This concludes the parsing linguistics component of the presented inéormedrieval system. In
the following chapter the components of the concept-forest are incorporatdtkintesign of the
remaining phases of the presented information retrieval system, thegs pha: indexing, query-
parsers, and scoring & ranking. Each remaining phase of the retristexhsg presented further in

the next chapter.
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Chapter 5

Proposed Information Retrieval System
Thus far Chapter 1 through Chapter 4 has been devoted to the Parsingitsghase in the

presented information retrieval system, Bagire 17 In this chapter, the remaining phases of the
retrieval system that are to be reviewed consist of four main componentsngstap-lists, creating

the index, choosing a ranking function, and implementing a query-parser.

> | tinguistic | Uy |

| I
| |
| I
I I
| |
c. A

I ﬂ | Free-Text Query Parser | Concept-Forest Query Parser | g:: LE"ItS I
I = I
I Indexers I

I
I ﬂ | Scoring and Ranking | I
I I
I I
I |
I I
| I
| I
I I
I I

1
Tiered-Inverted Index :

Indexes

Figure 17: Information Retrieval System Design

5.1 Updating Stop-lists
A stop-list is a list of words that should be filtered or removed prior to $gsimgemedical

abstracts or queries. Words in a stop-list are common adjectives, pronouns, agdtmog. The
stop-lists consist of a predefined set of terms; the employed stopdis that is often used in retrieval
and contains terms that are less likely to add significant semantic infonn@text. In addition the
employed stop-list which is devoid of medical terminology is increased to inaluigems/synonym
identifiers/meta-thesaurus concepts that appear within more than 10% oli¢lsgan; this allows a

custom tailored stop-list more representative of the medical vocabultrg collection-set. The
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thought behind updating the stop-list is that every corpus vocabulary is uniquan bk the case that
there are a set of terms that do not appear in a standard stop-list but contpnevedgnce throughout
a collection. Because of the high occurrence frequency of this set ofitecorgext with the size of
the collection-set, we deem that this set of terms are not ideal disatars delineating differing
medical abstracts and therefore this set of terms adds little additiomehtseinformation to the

corpus.

5.2 Creating an Inverted Index
Within the document collection each medical abstract is represenitsdPajyomed unique

document identifier. The PubMed identifier is an alphanumeric string coigststseven characters
that are assigned to a medical abstract when the abstract is added to thiNEHEBia repository.
An inverted-index is an index or listing into a set of abstracts of the words that apfiee abstracts
[38]. Each index entry gives the word and a list of abstracts in which tlieosours.

For each term in the document collection there is a list that recordstérat appeared in an
abstract. Each item in the list is referred to as an index. The conigietecbnventionally called

an inverted-list or inverted index. A sample inverted-index is illustratEdyure 18

Terms Documents
A AL
( N " N
patient — |1 (2 |3 |4 |5 |8 |11
diagnosis | —*> |2 |6 |8
ulcer * 12 |7 |11

Figure 18: Example of a Posting-List/Inverted-Index
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In indexing a medical abstract only the vocabulary of the abstragtdsis the indexing process.
When indexing a Concept-Forest more information is indexed. Because the Jemespis
comprised of the original vocabulary of the medical abstract and the relatiodstipgered between
terms, each should be indexed. When indexing a Concept-Forest, the origindhtgrappear in the
abstract are indexed along with synonyms for terms where the word senserhi@sbked; the sense
in which the term was used has to have been resolved as this is to prevent adding syndeyms for
for incorrect senses. Relationships between terms captured by the Cemesptare also indexed
via the WordNet synset and Meta-thesaurus identifiers.

To gain the speed benefits of indexing at retrieval time, the index must beickaasin advance.

There are four major steps in building the inverted index. These steps are:

1. Collect documents to be indexed
2. Tokenize text of document
3. Perform linguistic preprocessing, leading to a list of normalized tokens

4. Index the documents that each term appears in by creating an inverted index

As of Chapter 4, steps one through three have been performed. However, oefedipg to
step four, in preparation of building the index each term in the medical abstrabbarept-Forest is
sent through a porter stemmer to further alleviate inconsistencies ingpeltiants. The Porter
Stemmer is a process for removing the commoner morphological and infléetoinrags from words

in English

5.3 Term Weighting and Document Ranking - TF-IDF anl Okapi BM25
Using the Concept-Forest as an index means that we have a collection ejftcFarest

representations of medical abstracts in a central repository. Rett@ugocabulary is accessible we
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can apply corpus wide statistical measures to heighten term and relatiorshifaimoe. We want to
use collection-wide statistical measures as opposed to using rawegrrarficy because using raw
term frequency suffers from the problem of treating all terms in theotwlh equally when it comes to
assessing relevancy on a query.

The term weighting and document ranking function used are the tequefiey - inverse
document frequency (TF-IDF) measure and Okapi BM25 ranking function thaidtasr probability
and statistics. The TF-IDF is a statistical measure used to eviileateportance of a termin a
document in a collection. The weight of the term increases proportionally te@tuemhcy in which
the term occurs in a document but is offset by the frequency of the wordaétathe complete test
collection. TF-IDF assigns to term t a weight in document d that is: highest wheurs atany times
within a small number of documents, lower when the term occurs fewer times inraeddaor the
term occurs in many documents, and lowest when the term occurs in most documenteliadtien
[38]. TF-IDF was chosen due to the frequency in which it is used in informaticevestand text
mining.

To construct the IR system we adopted many of the techniques used in the PEART
retrieval system w/ a few additions. Each term, WordNet identifierlVaad-thesaurus concept in
each Concept-Forest is used in creating an inverted index. Secondly we #ragkryn-frequency-
inverse document frequency (TF-IDF) as a term discriminator to gaugentharity between an
information request (user-query) and a document. Due to variations in TF-I0&fwe the metric

used further: term-frequency is computed by:

tf —idf,, =tf, , *idf,

Equation 4: Term-Frequency Inverse
Document Frequency Formula
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where tf4 is the term-frequency of a term t in document d, and idf is the natural term frequesrey

IDF is defined as:

. N
Idf =log(—
a( dft)
Equation 5: Defining the Inverse
Document Frequency
as the inverse document frequency where N, is the total documents contained witbllettien and
df; is the quantity of documents that contain term t. Using TF-IDF, the scomoctianent-query

match is defined as:

scord D Q=Y tf- idf,

teQ

Equation 6: Document Scoring Function

The Okapi BM25 weighting function was chosen for its wide and extensiveaassfully
across a range of collections and search tasks notably with the TRE@&tievaslu It was developed as
a way to building a probabilistic model sensitive to term-frequency and documettt.le This
algorithm models term-frequency and document length in the equation by introducifngewo
parameterskand b. The kparameter is a positive tuning variable that calibrates the document term
frequency scaling; a value of zero corresponds to a binary model — either theopeadsaor it does
not. A large value, greater than two, for thgkrameter indicates the use of raw term frequency.
The second parameter b, (for 0 <= b <= 1), determines how to scale the document l&ngtlae of
0 corresponds to no length normalization, while a value of 1 corresponds to completetytbealerm
weight by the document length. It is reported that the preferred valuesykiemsinconcerned with

optimizing the parameters are 2 and .75 foaukd b respectively [38, 39]

The research ranking function Okapi BM25 [39], where the score for a document-quéesydpéned

59



as.

scord D Q =
> ioF () —— L2
f(@.D)+k*@=br b0

Equation 7: Okapi BM25 Ranking Formula

where N is the total documents in the collectionakd b are free parameters 2.0 and .75 respectively;
avgdl is the average document length, and |D| is the length of the document in i{gfd3) is the

term frequency of;gn document D. And IDF{}defined as:

IDF(q) =Iog%’

Equation 8: Defining the IDF for Okapi BM25

Where N is the total documents in the collection ang) r§ghe number of documents containing term
g. The .5is for terms that appear in over half of the collection-set; if a tewmsaa over half of the
documents in the collection the equation assigns a negative term weight [38]gniAg negative

term weights is unusual when retrieval systems employ a stop-list. h TBelDF and BM25 are used

in evaluation.

5.4 Query Parsers
Query parsers resolve query terms to indexes to then retrieve docthmehts/e been indexed

with the same indexes. There are two major classes of query-pgtsbed:methods and local
methods [17]. Global methods modify the users query before the query is subm@tedal
methods are techniques for reformulating or expanding query terms. Populagjueshnclude
spelling correction, and query expansion via the incorporation of automatic thegaeustion or

WordNet [17]. Local methods entail the user submitting a query, analyzing the top keshdsum
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retrieved from the query, and then augmenting and resubmitting the query— tremaibarent to the
user. The basic methods of local methods include relevance feedback [7,36¢-pdevance
feedback [32], and indirect relevance feedback. For the focus of this studyailebamethods are
used.

In traditional information retrieval systems that use keyword indicesrdrolled vocabularies
search-text ambiguities are ever-present. Because query searshetied to be very short, from 2 to
12 words, it becomes important to find methods to exploit as much information as allnwabtee
limited query text, e.g. expanding search terms to include its synonymsnyayjsemeronyms, etc..
Finding relationships between co-occurring terms in queries may also pto\adéoeneficial in
retrieval. Query-parsers seek to facilitate the translation ofra search terms to match those of the
retrieval systems indexing strategy. The indexing strategies usbd byoposed retrieval system are:
Free-Text Indexing, Meta-Thesaurus Indexing, and Concept-Forest Indexing.

The three query indexing strategies adopted in this research fallgloigieirmethods in that the
strategies that will be presented modify the query before the query is uséidketcerresults also called

guery expansion.

5.4.1 Free-Text Query and Free-Text Document Indexing
In free-text query indexing, the query is preprocessed to identify indivetags that are not in a

stop list and then undergo porter stemming before results are retrievedee-taxt document
indexing, each document in the corpora is preprocessed to remove terms that appegrlistatke
remaining terms then undergo porter-stemming, and the an inverted index id foe#ie document

in the corpora.

5.4.2 Concept-Forest Query and Concept-Forest Document Indexn
In Concept-Forest query indexing strategy the user’s query is expandetlite more

semantically relevant terms. Initially, a Concept-Forest is aactsil from the original query terms and
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the resulting Concept-Forest and all found terms are sent through a porteesterAfter stemming
the query is sent to retrieve search results. In Concept-Forest documegmgndeConcept-Forest is
created for each document in the corpora. Then the terms in the Concept:Rdeego porter-
stemming, and then an inverted index is created on the Concept-Forest aorgteenmed terms and

edges.

5.4.3 Meta-thesaurus Query and Meta-thesaurus Document Imcing
In Meta-thesaurus query indexing, the query is preprocessed to idesdiiyairterms and medical

phrases. The terms and phrases identified are then queried by the Msdarlibe¢o retrieve medical
concept identifiers. The medical concept identifiers are then sent teeetaarch results. In Meta-
thesaurus document indexing, each document in the corpora is preprocessed to idemtly medi
concepts and medical phrases. Medical concept identifiers are then detoiethee concepts and
phrases and an inverted index is created for each document based on the found meeptal conc
identifiers in the corpora.

This chapter detailed the remaining components of the proposed informatevarsystem.
Firstly, a data structure is needed to represent text and the terms thatappesext. To address
this issue an inverted index is used to record in a listing the vocabulary of the @olkattand the
medical abstracts that each term in the vocabulary appears in. Secondlyatopmollection-wide
statistical measures, TF-IDF or Okapi BM25, is presented to be used itrigneatesystem. Both
measures are used to assign weights to terms in the collection-séhtgudih among important terms
and are based on a function of term-frequency. Lastly, three quenygpstraitegies are explored:
traditional Free-Text, Meta-thesaurus Concept, and Concept-Forest.

This concludes the design decisions chosen in proposed information reyrs¢éead.s The
following chapter, Chapter 6, delineates the way in which the IR Systehizewibmpared,

performance metrics used and the implementation of the MeSH IR systenpteiGhalso includes

62



experiments to test the effectiveness of our ontology indexed IR system ab ttheaMeSH indexed IR

system.
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Chapter 6

Comparing Information Retrieval Systems

A performance study is conducted on four differing retrieval systesed on representing
medical abstracts as: Free-Text, Free-Text with a controlled vocaledatyolled vocabulary only,
and Ontology. Each retrieval system brings forth a unique approach to repgeaedtindexing
medical abstracts for MEDLINE. The approach taken to represent andt@xtiéx an important
component in the design of an information retrieval system such that eagtatetyistem is reviewed
before the performance study begins.

Free-Text retrieval systems are the most prevalent seatemsysn the web. This is primarily
so because the ease at which this type of system can be deployed. For thapgbelar open-
source MySQL relational database is distributed with indexing logic prdléakstall one needs is to
provide the document copora and a Free-Text system can be created in minutss.typdseof
systems rely on keyword-based indices; the terms that appear in documémgstanes used to
retrieve them. Using keyword-indices is a syntax-based form advakthat disregards semantically
related documents that do not share the same vocabulary as the user's searcipopeeyn(@f
synonymy). These systems also provide results that may be inconsisfieusaev expectations as
they do not consider the context in which terms are used in the search query (a problgseatyjol

To combat the problem of polysemy and synonymy specialized retrietehsylsave began to
incorporate the inclusion of controlled vocabularies. Free-Tex t+ controlled vacabetrieval
systems are as good as the maintained vocabulary. These systems indeentoorpora with a

controlled vocabulary and terms appearing in text. Document retrieval is depepdenisers being
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knowledgeable of the vocabulary when formulating queries for effective ssarcBecause
vocabularies are constantly growing, retrieval systems such as théPMbMed, create automated
methods to map user-queries to vocabulary indexes for document retrieval; howetethéusatural
evolution of language, controlled vocabularies are rarely complete. 3yssens also share
problems of synonymy and polysemy in cases where every synonym instaincapigmed and when
every sense of a term's usage isn’'t captured in the controlled vocabulary. Fre@heext +
controlled-vocabulary based system is the Free-Text + MeSH retriestairsthat will be presented
later in the chapter. The controlled-vocabulary only retrieval systaimilar to the free-text +
controlled vocabulary system except that terms in a document are not includedhdetieg process.
Ontology based retrieval systems resolve synonym and polysemy problefre#&idext and

controlled vocabulary systems are not equipped to address. Because ontologytslgaetiee
terms and relationships between terms, indexing documents by the ontologyéng gn interest;
however unlike Free-Text retrieval systems an ontology based systeassaight-forward process to
implement. The advantage of this type of system is that keywords and anydesttienships
between terms (synonymous or polysemus) are indexed for a document. Termerssaarsh
gquery are automatically expanded to include synonymous relationships if the afntexsearch
guery can be resolved. Other relationships found in a user’s search-quédsyp aganded and
included in retrieval. This type of retrieval system is only as godaeasonstructed ontology which
it leverages. The ontology-based system is the Concept-Forest tetyistean presented in this
dissertation.

The remaining sections of this chapter detail the implementations [dEtBHE retrieval system,
the metrics used that allow the comparison of disparate retrievainsystee OHSUMED Data
Collection-set used in experiments, and a performance analysis of eadt tgfrieval system

presented.
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6.1 Free-Text + Medical Subject Headings (MeSH) Reéval System
Thus far the implementation details of the ontology based (Concept-Fof@st)ation retrieval

system has been review along with Free-Text based retrieval systattemntion will now be given on
the design details of the MeSH retreival system. Srinivasan [58] us8H#MART Information
Retreival system to conduct IR experiments using MeSH, Free-Text, andhetions for indexing.
The results of the experiements were that MeSH +Free-Text indexingfoutpesat Free-Text only
indexing strategies. In an effort to recreate these successes t@ altoaparative study for our own
methods, we employed the use of the SMART system. We were unable to reproducesthitssdue
to severe installation troubles, outdated documentation, and antiquated mailirfgpiistser [58]

concisely outlined the methodology and this is what was followed and will be presented.

6.1.1 Free Text + MeSH Query and Document Indexing
In Free-Text + MeSH query-indexing MeSH descriptors are vettitor terms appearing in the

search-query. Then, the Free-Text is processed to remove terms thaimppsap-list and undergo
porter stemming. Together the original stemmed query and any MeSH cdioceptsre

resubmitted for retrieval. In Free-Text + MeSH document indexing, eactm@éot in the corpora is
preprocessed to identify MeSH descriptors and all Free-Text termizam@ed via the porter stemmer.
An inverted index is created for each document in the corpora based on the found MeStbdescript

and Free-Text stemmed terms.

6.1.2 Term Weight Assignment
The term-weighting schemed used in [26] was one of three parts: thieedg@uency component,

the inverse document frequency component and the normalization component. The foriefa is g
below:

tf N
5+ .5* *In(—
( max_tf _in _text) ( n)

Equation 9: SMART Term Weighting Formula

67



Where N is the number of documents in the collectionrsstthe number of documents with the term
in question, andf is the frequency of the term in the document. The .5 is for assigning terms

appearing in more than half of the corpus a negative weight.

6.1.3 Free Text + MeSH Scoring Function
Retrieval is conducted by computing the similarity between corresgpgdery and document-

indexing vectors. When there are two index vectors for a document and a quernyif\gibatarcen
the document and query is computed by taking the cosine-similarity of thexXteedeors and added

to the cosine similarity of the MeSH vectors. The similarity is compagddllows:

Sim(D, Q) = delta * sim(FT_vectors) + sim(MeSH_vectors)
Equation 10: Similarity Measurement used in SMART

The parameter delta is varied over the vales 2, 1.75, 1.5, 1.3, 1, 0.8, 0.66, and .57 where the delta
represents the relative emphases placed on the two types of vectorse sifksities values are used

to rank the items that will be shown to the user.

6.2 Performance Indicators
The two most frequent and basic measures for judging information re@i®maiveness are

precision and recall. Precision and recall are set-based measures @setlarethe evaluation of
unranked text classification. These measures are computed using unordeoédsetiments.
Firstly we define recall and then precision:

Recall (R) is the fraction of relevant documents that are retrie\®efined as:

# (relevant items retrieved .
Recall = ( ): P (retrieved | relevant)

- # (relevant items)
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Equation 11: Recall Computation

Precision (P) is the fraction of retrieved documents that are melevaefined as:

. # (relevant items retrieved) .
Precision = = P (relevant | retrieved)

# (retrieved items)

Equation 12: Precision Computation

To evaluate the ranked retrieval results these measures need tende@x In ranked retrieval,
appropriate sets of retrieved documents are given by the top kth (10%, 20% ....10@49detri
documents. For each such set precision and recall values can be computed. ciSibe prel recall
values computed can then be plotted to give a precision-recall curve. Theopreetsill curve tends
to be saw-toothed. In performance reporting the interpolated precigigg) {p used to remove the
jaggedness and smooth the curve. In interpolated precision, at a certain vetaikléefined as the

highest precision reported for any recall r >=r:

Pinterg(r) = maX>= p(r’)

Equation 13: Interpolated Precision Equation

The justification behind interpolated precision is that users would be preparecctotbeangh more
documents if it would increase the percentage of the viewed set were relevant

The traditional method to narrow down this information into one indicator is to uskevea-
point interpolated average precision. For each query or information-need, thelatest precision is
measured at the eleven standard recall levels of 0.0, 0.1, 0.2.., and 1.0; a recabiesgsmnds to a
percentage of the results retrieved and ranked. Then for eachiegehilve then calculate the
arithmetic mean of the interpolated precision at that recall level fariefirmation need in the test

collection [38]. The eleven-point average precision then becomes the averagelevénestandard
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recall points.

6.3 Experiment Dataset - OHSUMED
To facilitate comparison of our findings with researchers in an ideatiealof research the

OHSUMED collection is used in testing. OHSUMED is a clinically-mieel MEDLINE subset,
consisting of 348,566 references covering all references from 270 medical jourmadiogeyear
period (1987-1991). In creating the OHSUMED dataset novice physiciansMEDGINE
generated 106 queries. Physicians were asked to provide a statementradtinfoabout their
patients as well as their information need (query). Each query was [dieated by four searchers,
two physicians experienced in searching and two medical librarian® reshlts were assessed for
relevance by a different group of physicians, using a three point scalenitedgfpossibly, or not
relevant. OHSUMED is the collection of these relevant judgments.

This dataset has been extensively utilized [16,19,50,57,58] to carry-out indexingerpe
Also [58] uses this collection set and has judged the effectiveness ofXtegideies to MeSH indexed
documents/queries and uses the SMART retrieval system to report findfBigsivasan, [58] stops
short of comparing Free-Text + MeSH document indexes to an indexing gtitzaegtilizes the

UMLS Meta-thesaurus and/or WordNet.

Design of Experiment
In these experiments the performance of a system is measanaghttine use of the 11-point

average precision measure. Four information retrieval systems areredrbpaed on their indexing
and retrieval strategies. The systems being compared are: Tdxte&ree-Text + MeSH, Meta-

Thesaurus, and Concept-Forest. A diagram of the experiment outline is depkitpo&i9
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Figure 19: Experiment Design

Firstly, we have defined fouetrieval strategies Fr-Text, Freetfext + MeSH Meta-Concepts,

and Concept-Forest. Tleeperiment will be conducted as folloy

For each Retrieval Strategy we issue the 106 g

After the results from each query is returned,réeall, precision, and interpolat
precision is calculated at the-pt standard recall levels

The mean igomputed fc the interpolated precision among Hl6 queries to yield
the 11pt average precision of the IR Syste

The 11pt avg precisiolof each system is then reported

We then compare the results of all four retriewiategies to determine tlbetter IF-System.
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Three tests were conducted using our developed IR-System. The testseentipdotyvo dominate

ranking functions Okapi BM25 and TF-IDF. The three tests compareeixeddgcument indexing

with free-text query indexing, Meta-thesaurus document-indexing with Metatirus query indexing,

and Concept-Forest document indexing with Concept-Forest query indexing. We themnectirape

tests to Free Text + MeSH document indexing with Free Text + MeSH quiyimg, as shown in

Table 3

Table 3: Retrieval Strategies

Retrieval Document Query

Strategy  Indexing Indexing

RS-D-1 Free-Text Free-Text
RS-D-2 Meta-Concepts Meta-Concepts
RS-D-3 Concept-Forest Concept-Forest
RS-S-4 Free Text + MeSH Free Text + MeS

6.4 Performance Results

6. 4.1 Results of Developed IR-System
In configuring the IR-system we have tested three confignsati The first configuration

H

expresses an information need by a free-text query while using &ftaavterted index and TF-IDF

as the scroing function.

the Concept-Forest and uses a Concept-Forest inverted index and TF-IDF &awction.

The second configuration expresses the informatighnoegh the use of

The last

confiugation is identical to the second configuration but replaces the scoringfunith Okapi

BM25.

12

Results using the OHSUMED dataset is providdelgnre 20andFigure 21
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Figure 20: Recall@k for Developed IR-System using OSHUMED
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Figure 20displayes the recall @ k, where k represents the percentage of documiewisdetr
Figure 20shows a dominant performance in recall of our IR-system when using the CF&puer
Index/TF-IDF configuration — this configuation achieves a recall of grédzar90% of documents
retrtieved. The Okapi BM25 is a close second, also showing a recall targhesmn 90%; however
the worst performer with this dataset is using the FT-Query/FT-inddiFFeonfiguation, reporting a
recall of approximately 82%. The difference between the top performehametst is more then
ten percentage points.

The large disparity among the top-performer (CF) and the worst perf(fraerText) in recall is
due to the retrieval strategy. As stated previously, the Free-Tegtat system is completely
dependent upon the query continaing the terms in the documents that will be retrricevesk
systems retreival is entirely dependent on the overlap between query termsrenid tlocuments.
This is not to say that Free-Text systems contain sets of documents thateewable, however, these
systesms may require a user to perform multiple searches varyingctimiary in each query to find
the desired documet.

The CF retrieval system expands query terms to include corresponding syseisyand any
relationships found in the query, e.g. relationships found in WordNet or medicanshags found in
the Meta-Thesaurus. Because the Concept-Forest retreival systelageaysnonyms and contextual
relationships of terms in a query for the user, results show an increaselibyecE)% percentage
points. These resuts translate into a reducution in search efffort by thequgesting a document by

retreiving more relevant documents for a user’s initial query.
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Figure 21: Precision-Recall Curve on OHSUMED Dataset
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Figure 21depicts the precision-recall curve using interopolated precision. iBreiss
essentially, how much “junk” or irreleveant documents are retrieved for an atfiommeed. From
Figure 21the CF-Query/CF-Index/Okapi configuation serves as the best filter avith-point average
precision of 31%. Followed by its TF-IDF counterpart and worst performe@uery/FT-Index/TF-
IDF with a score of 26% and 24% respectively.

In studying the performance of Free-Text retrieval systemgardeo their reported precision,
anaylsis has found that because the context of the query is not determinednsaehtean can be
mapped to is retrieved simply because it occurs in the document; this typeeohtdtrads to many
retrieved documents but few releant ones.

The Concept-Forest retrieval systems offer much higher disctingm@aower between documents
because of the inclusion of a terms synonyms, but more importnatly because of thet-Conests
capability to resolve query terms context. The ability to resolve the ¢ontekich a term is used in
a query in combination with resovling the context of terms appeariong in meditakcébs the
document corpora has proven to have merit and is apparent in the favorable performamtgon pre
by retreiving less irreleveant documents than Free-Text retreitahsys

Results from both figures lead to the conclusion that resolving a query terms ggrieathto an
increase in recall while resovling the context of the terms in a query leadcht pigcision.

Table 4shows a more detailed view of the precision reported at the 11-standalrtevetsifor
RS-D-* on our developed IR System. Tablshows the Interpolated precision reported for each

recall level for each scoring method, TF-IDF and Okapi BM25.
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Table 4: 11pt-Average Precision across Tested Sets

Okapi BM25 TF-IDF
RS-D-1| RS-D-2| RS-D-3| RS-D-1| RS-D-2| RS-D-3
.6336 | .3066| .6282 .534% .306 .545
.6336 | .3066] .6282 .534% .306 548
5058 | .2662| .5101 4012 .266 416
4176 | .2455| .4229 3392 245 347
3437 | .2355| .3784 .2663 .235 .27(
2832 | .1963| .3204 .203% .196 .21(
2507 | 1579 .2927| 1817 157 .186
2275 | 1199, .2678 1641 119 167
2106 | .1132] .2199 477 113 .153
1975 | .1072) .2050 1366 107 142
1 1867 | .1094, .1914 1302 .109 135

11pt| .2611 | .1967| .3124 2271 1689 | .2716
Avg

=99 Qoidhary parediSiut

11-Standad Recall Leve

ol N|lo|la|hlw|NM|FR|O

AN NJOJ]O[W[OIT|OI N[O [O®

Table 4is consistent with results reported by other researchers regardinglRIS~IDF; for Free
Text indexing and querying, results are between .22 and .24. However, RS-D-3/€SAIA in an
11-pt average precision of .3124 — this is a 37.5% increase over free-text quRBeB-3/TK-IDF
show a 19.5% increase over the lower scoring RS-D-1 strategy. Also RSKABIOutperforms
RS-D-3/TF-IDF by 15%. RS-D-3/OKAPI success is attributed to the Concept-Forest represantati
of medical abstracts. The Concept-Forest alternative method to teaserfation has lead to an
increase in recall due to its method of word-sense disambiguation for includiagtcor
synonyms(terms) and its methods at discovering term context has lead asedicpeecision by
including contextual relationships (edges) of the Concept-Forest. These maejimasults give merit

to the Concept-Forest based index. The results listed above will be thedtahdarcomparing the
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developed Concept-Forest index information retreival system to a Medig@cSHeadings controlled

vocabualry and Free-Text information retrieval systems.

6.4.2 Results Concept-Forest System compared to Free-Text + $t¢ System
Compared to the results of RS-S-4 which uses Free-Text + MeSH query and midoderang

strategies and an altered TF-IDF scoring function on the OHSUMEBaidtased on the 11-pt

average precision statistics the presented IR system is an ovdralllgetem as reported. Skble

5.
Retrieval Strategy 11-pt Avg Prec
RS-D-1 / OKAPI .2611
RS-D-2 /| OKAPI .1967
RS-D-3 / OKAPI 3124
RS-D-1/ TF-IDF 2271
RS-D-2 / TE-IDF .1689
RS-D-3 / TF-IDF 2716
RS-S-4 / Free Text + MeSH .2819

Table 5: 11pt-Avg. Prec Comparison of
Concept Forest (CF) to results in
[1] OHSUMED Dataset

From the work done in [58] it can be substantiated that a Free-Text and Re&8idtém has its
merits. Also as reported, the Free-Text and MeSH solution reports a tveotgeease in 11-pt
average precision when compared to a Free-Text only configuration. tResiller show a Meta-
thesaurus-only indexing solution is improbable due to being the lowest score present.

In recreating [58] the most notable change was in the size of the befgEpts that were
available during the administration of the test when initially perform&dhen [26] initially
performed the experiment there were approximately 14,000 MeSH concepablavailPresently,
there are approximately 27,000 MeSH concepts.

From the results it can be confirmed and substantiated that a Free-Tex¢@HdRISystem has

its merits. Also as reported, the Free-Text and MeSH solution reports a 7ré#senn 11-pt
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average precision when compared to our Free-Text only configuration and a 7.8%eifrcr@agsults
reported in [58] which were recorded to be .2614; the 7.8% increase in attributed to theeinctbe
size of the MeSH controlled vocabulary from 14K to 27K.
Using the Concept-Forest, the IR system retrieves a 19.6% incrddsptiaverage precision over

the results reported for RS-D-1 and RS-D-2 solutions using the Okapi BM25 scoratigri. The
IR system scores a 19.5% increase using the TF-IDF scoring function o R8lutions. With
the composed IR system our Concept-Forest based approach performs befteettext and MeSH
document indexing represented by a 10.8% increase in 11-pt average precisggarciiReesults also
indicate that using the Meta-thesaurus concepts only to index documents is urasl@llandalone
solution; Srinivasan, has also proven that a MeSH standalone solution is unreliable

The results indicate that similar to using a MeSH only solution a Mesarus only solution
doesn't provide added benefit over traditional free-text queries; however gp€bnoest indexed
system does provide an added benefit. Results indicate that MeSH makésasigoantributions to
retrieval performance but also that retrieval with a medical subtext sh®uéddxamined and the use
of outside controlled vocabularies and lexical databases should not be completely discounte

In the next chapter we move forward in taking the success of the devdfopgstdm and shift
focus to the design and implementation of an online architecture.  Chapter aciferde software
architecture outlining components and software used as well as introducwgranmethod in
presenting retrieval results to users via Suffix Tree Clusteringewlsults are ‘grouped’ into

semantically related clusters before being presented to the user.
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Chapter 7

On-line Architecture and Implementation

7.1 Overview
Chapter 7 serves to take the Information Retrieval system developkdpteC6 and to create a

simple online implementation. The online component will accept a user’s quetyeaniansform
that query into a Concept-Forest. The Concept-Forest will then be submitted to pt&amest
indexed database to retrieve like medical abstracts. The resuétgadtwill then be grouped into
semantically related clusters using Cétrfsee Section 7.1.1). Once clusters have been formed the

results will be formatted and displayed to the user.

7.1.1 Suffix-Tree Clustering using Carrof
Carrot is an open-source search results clustering engine [66]. Caxtputses the clustering

algorithms Lingo, Suffix-Tree Clustering (STC), and Lingo3G. S0 atferred to as PAT-Tree or
position tree is a compact representation of a trie corresponding to the sofffaxgiven string where
all nodes with one child are merged with their parent [63]. Caatomatically organize small
collections of documents, e.g. search results into thematic categories.s thethis STC has been

used.

7.1.2 Why Suffix-Tree Clustering
Chapter 6 reviewed the performance results of the designed informatienaletystem in terms of

precision-recall curves, recall @ k measures, and the 11-pt averaiggoprstatistic. In doing so it

became apparent that the implemented IR system suffers from incothgisgrieving rlevant top ten
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results. Although the IR-system achieves an 11-pt average of .31 and a liogf greater than
ninety-percent, the precision at the ten percent recall level is averageuedimately .6 — this means
that a little over half of the top 10 documents retrieved will be relevant. IRaststems surveyed
contained a much higher top 10 recall statistic.

To curb the effects of this blip we employ the use of STC. STC takesribeaetresults and
organizing these results around document similarities. Being that theseaelds were retrieved
using a Concept-Forest index, the relevancy can still be assumed; we’ve gaistooptesent the end-
user “clusters” of semantically related information and against a top Nuafhseesults. Figure 24
captures a screen-shot of expected results of a submitted query.

This concludes the Online Architecture and Implementation phase oé#i® thA summary of

the thesis is presented in the following chapter.

7.2 Online Architecture
The online-architecture can be partitioned into five major components with eachdadressed in

this chapter. The five components are the Client Machine, the Server Maldimiee Core
Databases, an Entity Layer (a logic abstraction), the Preseritagen(a logic abstraction), and the

Parsing Linguistics Software. Each is delineated further below.
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Figure 22: Software Architecture

7.2.1 Client Machine
The client is any machine that issues a serviceastdqo the Apache WebSer

7.2.2 Server Machine
The server is based upon the LAMP stack or softwarelle; Linu:, Apache, MySQL, an

PHP/Perl/Python. Fedora Corel#ux kernel 2.6.26.8-57.fc8 mdopted along with the Apac
Tomcat WebServer, version 2.2.14PHP, versiol5.3.0, Perl version 5.8.81ySQL versior4.1, and
Carrof version 3.1.%re also employt. The server machine residesaBELL desktop equippe

with a 1.0 GHz Intel Pentium IV processor and 512 RIAM.

7.2.3 Core Databases
The databases are essential to the functioninigeo$éarch engine / -system The first
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database contains the Concept-Forest bases indices used to in informagéieal retiihe remaining
two databases provide the means for user-query transformation. User gosfgrination is the
process by which an expressed information need is converted to the Concept-ForaktrequiFor
this transformation to take place two databases must be present, Wordibet 2ergor later) and the

2009 release of the NLM Metathesaurus (or a later release).

7.2.4 Parsing Linguistic Software
The parsing linguistic software serves as initial gateway todraarsformation. A user’s query

is submitted to this stage to be transformed to its equivalent Concept-Fdrkestparsing linguistic
software is also responsible for issuing the final query submitted to eette®uments from the

indexed database.

7.2.5 Entity Layer
The entity layer masks the presence of the suffix-tree clusegogthm. The paring linguistic

software retrieves documents from the Concept-Forest Indexed database aitsltiesmresults to
the entity layer for clustering. The entity layer then submits thédinsters to the presentation layer

for a visual layout.

7.2.6 Presentation Layer
The presentation layer serves as the entry point into the searcle-sefMis component is

comprised of HTML and PHP and is responsible for sending user-queries to the |nagsiistc
software. This layer is also responsible for receiving results of sexjinem the entity layer and

formatting those results in a visually pleasing manner.
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7.3 Process Flow

7.3.1 Technical View

Client Server
Machine Machine

Request Webpage

< Send Webpage

Submit Search

»

Retrieve |€«— -
Documentf——» w
Suffix-Tre
Clustering

Format
HTML

Display Document

<

Figure 23: Sequence Diagram of Web Implementation

Interaction with the search system begins with a request from thie(akeshown in Figure 25).
The WebServer responds to the client by sending the client a webpage thaisdontas to accepts
and submit user input. The client may enter search-terms via the retufneabeend submit the
search terms via an HTML POST. Once a search-query has been pasigt the presentation
layer, control is funneled into the parsing linguistic software. In this stegsoftware references
WordNet and the NLM Meta-thesaurus to create a Concept-Forest repiigeerftaecarch-query terms.
Once a Concept-Forest is generated, the software then queries the Conceptdexed database to
retrieve search results.  After search results are obtained theggerguistic software passes
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control to the entity layer.

The entity layer receives the retrieved query results from teengdinguistic software layer.
The entity layer then uses the suffix-tree clustering algorithm to groupshbks of the retrieved
documents into semantically related categories. In this stage thel@ydit also pre-formats
HTML/PHP/JavaScript and hands control back to the presentation layer wheaie s ults are

displayed to the user.
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7.3.2 User View

Spread hands

... for a better tomorrow

| Descriptions
» Biomedical Ontology
| 3 UMLSKS MetaThesaurus

. UMLSKS SPECIALIST
Lexicon

»[Mejdical [Sjubject
[H)eadings

| a»WordNet
o (S)uffie-(T)ree (C)lustering

» Knowledge Discovery

Clemson University

Proof-of-Concept

The layout of the system is shown above.

Few words for them
Insert Medical Symhbol

This is a emplake designed by free website ©mplates for you for
free you can replace all the e by your own exi. This is jusia
place holder soyou can see how the sie would ook ke, If
wou're having problems editing more

Search Query||heart attack
Submitl Resetl

Retrieved 82 documents

[ 0] hiip:ffadd_link

e reviewed the records for 100 conseculive cases of eleciive hip replacemeni in 91
patient in their 80 (average age 52 .8 years), all of whom lived in their own homes
before surgery. In 52 cases the patient returned home, 82 within 3 weels. The
average duraiion of hospital sty was 2001 days. In eighi cases there were major
complications, including three cases of myccardial infarction (one of them faal)
and two casses of pulmonary embolism (one of them faml). In 16 cases there were
moderat complicaiions, including deep venous thrombosis {in B) and urinary fraci
complicaiions necessitaiing fransurethral prostieciomy (in 2). In 44 cases there were
minor complications, including the need for urinary catheterization (in 27) and
briet periods of posoperative confusion {in 14). In 33 case

[ 2] hiip:ffadd_link

An avomated method of modelling the elecirical properies of the human thorasx
from horizontal seclion dat such as compukerized omographic scans has been used
o develop both forward and inverse fransformaitions betwesn epicardial and body
surface pokential distributions. Eleven torso models with varying geomeiry and
organ configurations have been studied. For the forward calculations, a sandard
dipole-like source is placed along the axis of the hear. Inverse calculations are
performed using a measured body surface pokential disiribution and are based on a
division of the surface of the hean into 25 source regions, producing epicardial
poteniials on ihese regions. A regularization method is used io siabilize the inverse
solutions. Both forward and inverse solufions show subsiniial dif

[ 2] hitp:ffadd_link

The role of contraciure in the manifesiiion of calcium paradox-induced damage
was examined using 2,3 butanedione monoxime (BOM) 1o inhibit myofibrillar
aclivity. Calcium and sodium gain, loss of infracellular components, and changes

Categories:

Heart Failure {8 documents)

Heart {17 documents)

Cardiac (10 documents)

Fatients {10 documents)

Therapy (6 documents])

Congestive Heart Failure (3 documents)

Cardiac Transplantation (3 documents)

Myocardial Infarction {3 documents)

Exercise [5 documents)

Artery (5 documents)

Replacement [§ documents)

Valve (5 documents)

Clinical {5 documents)

Hypertension (5 documents)

Comparison (6 documents)

ather-topics (28 documents)

Figure 24: Sample Results from IR System

The webpage is partitioned into thi@essecfhe

first section to the immediate left contains links that provide information abotgttie/al system.

The middle section is comprised of a form that allows users to submit queriesystdma. The

middle section is also where results are shown after a user submits a gueryinal partition to the

far right consists of the semantic clusters found through STC using the kteswts from the user’s
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guery as input.
As shown in the above figure, after a query is submitted resultsraggadtand displayed as a
Top N result posting initially.  After submitting a query users than have tienaytselecting subsets
of the retrieved documents by browsing clusters that may be more seithaaligaed with the user’s
initial query. If a user selects a cluster, then the documents thatdathentategory of the cluster are
displayed in the middle partition.
The last and final chapter provides a summation of the work presented whadedisssing the

shortcomings of this work and providing future directions and final thoughts.
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Chapter 8

Conclusion

8.1 Summary
We have proposed a search engine suitable for the medical reseammnityrto facilitate

effective searches without introducing the overhead of learning new sedrnebltgges or controlled
vocabularies. The presented Ontology-Indexed information retrieval skisteproven to retrieve
fewer medical abstracts that are irrelevant to a user’s searchaqeto retrieve more medical
abstracts that are relevant to the same search query; this has been shown througénespehich
reported higher recall and precision when compared to traditional FreesTiextal systems or
systems which utilize a controlled vocabulary such as Medical Subject He@degbl). This
retrieval system allows medical researchers, doctors, and patieraésdio aenedical corpus without
having significant medical training or knowledge of the vocabulary while adgormeg minimal
system maintenance.

In this thesis we have proposed and implemented an information retrigeah $iyat utilized an
ontology index for information retrieval. The need for ontology arose from the @atiqtis of
classifying and retrieving text from medical literature. The ontolegs created with the aid of the
lexical database WordNet and the National Library of Medicine’s Metsatlrus. The techniques
and algorithms developed and displayed in this thesis serve to resolve wide-spreadpsdtdinming
from synonym identification, and term-sense disambiguation. Our efforts blaveated into the
construction of the Concept-Forest, a term-sense disambiguation and synonyrmasehtee

resolution tool for representing text. We have shown how similarities of two Ceffoegsts could
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be quantified and shown that our methods outperform existing methods for small to notlsen-
sets. Lastly, we've stepped through the design and implementation of astd#RrSkat leverages the
Concept-Forest representation of medical text and have shown that a ConceptrForgslogy
Indexed outperforms the highly used Medical Subject Headings controlled vogabdiawards this
end we have also outlined two challenges, processing time and changing vec#iatizveed to be
surmounted if we expect a wide area of interest in adopting this technologgat gains have been

made under the guise of this research such that anyone with an interest could aottyrayur work.

8.2 Future Directions

8.2.1 Ontology Representation \ Ontology Merge
There are 870,000 medical concepts in the National Library of Medicitieahthesaurus, to

decrease the processing time in creating a concept-forest fovdedet could be expanded locally to
include these terms that exist in the medical thesaurus but not inside WordNegticalMoncepts that
are found in WordNet could be expanded to include additional information that the med@mafubes
provides. Integrating the medical thesaurus into WordNet removes the @erberimottleneck of
multiple queries to a separate database. Developing a method for mergin@kbgynalso serves
to place WordNet as ‘living’ ontology in such that other existing ontologyislmeamerged with an

existing knowledge source.

8.2.2 Information Retrieval System Configuration Changes
The initial experiments for Free-Text+MeSH/Cosine-Coefiitcgmlution fared better then the

Concept-Forest/TF-IDF configuration but did not outperform the Concept-Fdkapi/BM25
configuration. To further understand the differences between the two sy§tentept-Forest and
Free-Text+MeSH research should be conducted to ascertain the differiexpiedtrategies under
nearly identical configurations. Specifically, because the preseritethation retrieval system were

bare systems in which the main contributors were indexes and scoring functidrediewe that the
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scoring functions should be identical in future tests. The 11-pt average@renisasure is an
indication of the better overall system, however, using identical scorinidugsenay provide

additional insight as to reasons one system outperforms another.

8.2.3 Retrieval Feedback and the Ontology / Language Models
To further our information retrieval system by increasing itptldverage precision score,

additional work should be devoted to the area of retrieval feedback. The objectiveevhlet
feedback is to modify the user’s original query into one that is more effectivdarievaé We

propose a study in pseudo-relevance feedback, also known as blind retadbalkcte The method is

to do normal retrieval, in response to a user’s query, to find an initial set of thestegant

documents to a user’s query. The method then assumed that the top k ranked documbavardre re
and does retrieval feedback under this assumption by modifying the original queryde itezsins that
are common across the top k documents. We propose searching the retrieved k documedis@nd f
a common relationship with the use of the ontology, and then augmenting the user’s queryrto conta
found relationships and then resubmitting the query; this may take significaesgragtime to create
the ontology. We also suggest the use of language models in retrieval feedbagleritigthe terms

or sentences that are most likely to be contained with a majority of the topekedtdocuments and

then resubmitting the user’s query with the found terms/sentences.

8.3 Ontology-Index Limitations
This thesis showcases the advantages of adopting the notion of the ontology tioform

retrieval; however leverage the ontology is experiments is not a stfarglatrd process. In this
thesis we delineate what it means to constitute an ontology, the means by whichystok
considered similar, and a means by which we can increase the universe okdisgaiine addition of
supplemental data contextual to the domain of interest. Each element builds upon timsilrtbe

ontology meets the advances of modern-day information retrieval systénswhere the two meet,
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the idea of the ontology and Information Retrieval Systems, where wéaucked the opportunity to
coalesce the two to create a very unique IR-system that we have proven cutpériaystems that
rely on traditional keyword searches, or systems that are reliant on théan@od maintenance of a
controlled-vocabulary. However, our approach is not without faults, namely,
e Processing Time - the length of time undergone to convert a single megaBtact to its
Concept-Forest equivalent
¢ Changing Vocabulary — the constant modification of terms used in the Natibnatyor

Medicine’s Meta-thesaurus and Princeton’s Lexical Database WordNet

8.3.1 Processing Time
Perhaps the single most important issue impeding wide acceptahselsequent adoption by

the National Library of Medicine or the medical research communiheigehgth of time required to
process and index a single medical document. The NLM / Pubmed has compiled a elaba seaof
more than 3 million digital medical abstracts with an annual addition of apprekyd&0,000 new
records per year. On code-analysis we have identified the primarynboklas belonging to the
sections of code dedicated to medical concept resolution; meaning that although wédcate
version of the NLM Meta-thesaurus we are still incurring significantsdosaccess the data. We
believe this issue to be a surmountable one in that experiments were conducted ¢tmaa liegp-end
DELL workstation. Furthermore, we have identified opportunities for paratielicreasing the
amount of work done in an identical duration of time. From the beginning phases of otghresea
we’ve made great gains applying techniques to smaller sized documeotpuses. The material as
presented can be readily adopted at agencies or companies that housersdaibdrcorpuses. Our
methods may provide an added benefit to smaller sized datasets as it rdradesién from the
adopting agency to create a controlled vocabulary as in the instance of NLM / PubmedM\edithé

Subject Headings.
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8.3.2 Changing Vocabulary
The second issue that arises with a wide deployment on a large tatiasessue of updating

created ontologys that reflect current nomenclature found in NLM Meta-thesadrgoadNet. As
language and relationships between concepts evolve it would be ideal if thezd arisutomated
process that would allow the updating of ontologys with that of changes to the cdralaoca The
information retrieval system as presented is unequipped to ensure thiscsietierileast impactful;
this means that if significant changes were committed to the NLM Mesatthes or WordNet the
entire document collection could need to be re-executed and indexed a second time. teRpthaa
controlled vocabularies used to build the ontology are updated very infrequently anchthadded
are of a small order; this fact increases the lifetime of an ontolmtpxed database. This issue
narrows the potential interest-base by removing those agencies with a haes$unged to be the
most-up-to-date.

The proposed information retrieval system is not a free-standingpageifering system; the IR-
System does require annual maintenance — ensuring the latest version of Veioudihhet NLM Meta-
thesaurus — as any evolving entity requires, however, it is the amount of mainteeanish to scale-

back.
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Appendix A

A: Recall @K and 11-Point Average Precision for QHEED Experiments

0.9

0.8
0.7 -
0.6

== FT-QRY/FT-Index/TF-IDF

== CF-QRY/CF-Index/TF-IDF

=== CF-QRY/CF-Index/OKAPI

0.4 -
0.3 -
0.2

0.1

== CF-QRY/CF-Index/MySQL
== FT-QRY/CF-Index/MySQL

=@-FT-QRY/FT-Index/MySQL

A-1 Recorded Recall for All Retrieval Strategies for OHSUMED Eixpents

FT-QRY/FT-
Index/TF-IDF
0.485565825
0.614771021
0.690666602
0.737605518
0.765837063
0.788767738
0.804357944
0.813784083
0.821230935
0.833345289

CF-QRY/CF-
Index/TF-IDF
0.507853367
0.664251718
0.747882625
0.794867155
0.845002706
0.872397667
0.909845344
0.925532811
0.930432566
0.946290672

CF-QRY/CF-
Index/OKAPI

0.49742
0.646775
0.717243
0.776871

0.83402
0.872602
0.887755

0.89821
0.914449
0.926982

CF-QRY/CF-
Index/MySQL

0.15649
0.188194
0.233315

0.2544
0.276376
0.313139
0.345071
0.381605
0.404668
0.424267

FT-QRY/CF-
Index/MySQL

0.217613
0.28998
0.348211
0.404922
0.438991
0.463932
0.481539
0.510925
0.549062
0.613858

FT-QRY/FT-
Index/MySQL
0.285511
0.376778
0.424395
0.456829
0.483474
0.521785
0.56445
0.622735
0.665321
0.732992

A-2 Reported Recall Values for OHSUMED Experiments
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A-3 11-pt Average Precision for All Retrieval Strategies for OHSUIMEperiments

FT-QRY/FT-
Index/TF-IDF
0.534560535
0.534560535
0.401288829
0.339233551
0.266386619
0.203519804
0.181749002
0.164139157
0.147768425
0.136677747
0.130288622

CF-QRY/CF-
Index/TF-IDF
0.531303217
0.531303217
0.415100964
0.348666253

0.29987571
0.245019074
0.221653897
0.206422404
0.162142188
0.147455193
0.139155434

CF-QRY/CF-
Index/OKAPI

0.628277
0.628277
0.510193
0.42297
0.378477
0.320432
0.29276
0.267811
0.219968
0.205098
0.191439

CF-QRY/CF-
Index/MySQL

0.480076
0.480076
0.456143
0.433751
0.428014
0.420423
0.412933
0.406679
0.400014
0.391116
0.388885

FT-QRY/CF-
Index/MySQL

0.303211
0.303211
0.260937
0.231501
0.210642
0.194617
0.179769
0.170332
0.160713
0.151218
0.151242

FT-QRY/FT-
Index/MySQL
0.147067
0.147067
0.113447
0.091465
0.078497
0.07035
0.063931
0.058695
0.054504
0.051057
0.050651

A-4 Reported 11-pt Average Precision for OHSUMED Experiments
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Appendix B

B: Recall-Precision Curves for OHSUMED Experiments

Recall-Precision Curve
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Recall-Precision Curve
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B-6 Free-Text Query and Concept Forest Index with default MySQL Scéungtion
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B-7 Free-Text Query and Free-Text Index with VSM Scoring Function
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Appendix C

C: Software useth Creating the Ontolo¢-Indexed Retrieval Syste

MySQL ;
Relational Database
Version 4.1 |

LingPipe Natural
Language Processing
Suite version 2.5

Java Runtime ‘_(i 3 Apache
Environment n——i HTTP Server
Version 1.5 ]EI'UEI' Version 2.2.14

Hypertext Princeton University
Preprocessor WordNet

Version 5.3.0 Version 2.5

Perl Carrot Squared
Version 5.8.8 Version 3.1.1

GNU

Scientific Library

gsl.1.9

Cluster 3.0

C-1 Open-Source Software Used.
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