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ABSTRACT

In this thesis, we consider two methods to improve the acquisition perfor-

mance of a packet radio system that uses serial, matched-filter acquisition: an

adaptive acquisition threshold, and an acceptance criterion for the system’s

preamble sequences. Each packet transmission includes a fixed-length acqui-

sition preamble, and the preamble sequence used in packet transmissions is

changed at predetermined times based on a sequence-generation algorithm. It

is shown that acquisition performance depends largely on the sidelobe energy

of the preamble sequence, the acquisition threshold, and the signal-to-noise

ratio.

The first method uses a threshold-scaling technique to account for the

variation in the signal-to-noise ratio. The second method employs preamble

sequence-selection based on the preamble’s sidelobe energy to reject sequences

which are predicted to yield poor acquisition performance. The two techniques

are considered individually and in combination, and the range of system pa-

rameters for which each is beneficial is investigated. Performance is examined

for an additive white Gaussian noise channel and a signal-to-noise ratio that

is unknown a priori at the receiver.
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CHAPTER 1

INTRODUCTION

1.1 Packet Radio Systems

Packet radio systems are versatile and beneficial for use in both commercial

and military applications. Random-access packet-based communications can

provide advantages with respect to the efficiency of network resource utiliza-

tion over circuit-switched communications for some cellular network services.

Additionally, packet-based transmissions are the natural choice for robust com-

munications in most circumstances in which access to a fixed communications

infrastructure is unavailable, such as for a tactical radio network for the mili-

tary or for disaster-relief operations.

In order to successfully receive a packet, the receiver must recognize the

presence of an arriving packet, achieve a timing alignment with the incoming

packet, and then proceed to despread the data-bearing portion of the packet.

Despreading is achieved through the multiplication of the incoming packet

with a locally generated replica of the transmission’s spreading sequence syn-

chronized with the spreading sequence of the incoming transmission. Timing

alignment is usually realized through two stages: an initial coarse alignment

is achieved in the acquisition stage, and a subsequent fine-tuning of the timing

alignment is performed in the tracking stage.



The a priori uncertainty in the time of arrival of the next packet in a

random-access communication system may be large, and consequently the per-

formance of the acquisition stage of the receiver is often the limiting factor in

the link-level performance of the radio network [1]. Thus, the design and

implementation of the acquisition technique in a packet radio network is of

particular interest when designing a system to meet certain acceptable per-

formance criteria. This thesis addresses the design and performance of the

acquisition stage.

1.2 Serial, Matched-Filter Packet Acquisition

Each packet transmission begins with a fixed-length preamble waveform

defined by a preamble sequence with no superimposed data modulation, where

the preamble sequence is known a priori at the receiver. For many systems,

most notably for tactical radio systems deployed by the military, the preamble

sequence used in packet transmissions must be changed frequently for security

or other reasons. In this thesis, we consider a packet radio system in which

the same preamble is used for all packet transmissions within a predetermined

time interval known as a time epoch, but the preamble is changed at the start

of each new epoch based on a sequence-generation algorithm used in common

by the transmitting radio and the receiving radio.

The receiver we consider employs a serial, threshold-based acquisition al-

gorithm using a filter matched to the preamble waveform. It is shown in

2



[2] that the intermediate-frequency (IF) filter and the subsequent automatic

gain-control (AGC) system in a heterodyne receiver together have an effect on

the performance of serial, matched-filter acquisition that is detrimental to the

desired acquisition behavior in some surprising and significant respects. The

effect of both components of the receiver are accounted for in the analysis in

this thesis.

It is shown in [3] that a simple adaptive algorithm for setting the acquisi-

tion threshold can mitigate the phenomenon in a way that improves the per-

formance of serial acquisition substantially in comparison with fixed-threshold

acquisition for direct-sequence (DS) spread-spectrum communications. The

windowing-based algorithm provides greater robustness with respect to vari-

ation in the strength of received packet transmissions as well as with respect

to variation in the characteristics of the IF filter and the AGC system.

In [4], we consider a different approach to improving the performance of

serial, matched-filter acquisition. In that approach, the preamble sequence for

each epoch is determined by applying a sequence-acceptance criterion to the

output of the pseudo-random preamble sequence generator. The investigation

addresses the tradeoff between sequence selectivity and fixed-threshold acqui-

sition performance on the one hand and the size of the pool of acceptable

sequences and the search time to find an acceptable sequence on the other

hand. It is shown that a properly designed selection criterion can be used

to obtain a significant improvement in the average acquisition performance.

3



Moreover, this can be achieved while retaining a large pool of acceptable se-

quences and a reasonable average search time with simple sequence-generation

algorithms.

In this thesis, we consider the performance of the sequence-selection tech-

nique of [4] and the adaptive-threshold acquisition algorithm of [3] both sep-

arately and when used together. The impact of each approach on acquisi-

tion performance is considered for short preamble sequences, such as might

be employed in a narrowband communication system, for intermediate-length

preamble sequences, and for long preamble sequences, such as might be em-

ployed in a DS spread-spectrum communication system.

1.3 Organization of Thesis

The thesis is organized as follows. In Chapter 2, we describe the basic com-

munication system. Here we present the transmission format, the architecture

of the receiver, and the algorithm used for packet acquisition. Chapter 3 de-

scribes the characterization of the test statistics as well as the evaluation of

acquisition performance. The performance of the communication system us-

ing fixed-threshold acquisition is examined in Chapter 4. Optimization of the

fixed threshold is described and an analysis of the performance with the min-

max optimal fixed threshold is presented. Furthermore, a sequence-selection

algorithm is introduced as one technique suitable for improving acquisition per-

formance in some packet-radio networks and its performance is subsequently

4



evaluated. Chapter 5 presents another technique to improve acquisition per-

formance in some packet-based communication systems. Here we present the

adaptive threshold algorithm and demonstrate how continuous adaptation of

the acquisition threshold can be used to improve acquisition performance. Its

use in conjunction with the sequence-selection criterion is addressed in Chap-

ter 7 for different length preamble sequences. Conclusions are given in Chapter

8.
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CHAPTER 2

SYSTEM DESCRIPTION

In this thesis, we consider a packet radio network in which time is divided

into epochs with a duration much greater than the transmission time of a

packet. The beginning and ending times and the identity of each epoch are

known to all radios in the network. Each packet transmission in the network

includes an acquisition preamble based on a sequence that depends on the

identifier of the current epoch, perhaps along with characteristics of the trans-

mission. Possible characteristics include the identity of the transmitting radio,

the identity of the receiving radio, and the nature of the transmission such as

the type of application traffic it contains or the function of the transmission

within the radio-link protocol. Thus for a given transmitter-receiver pair and

a given type of transmission, a fixed preamble sequence is used for all packet

transmissions within a given epoch and a new preamble sequence is generated

at the start of each epoch based on a pseudo-random algorithm.

The system definition is sufficiently general to encompass networks that

use a common preamble sequence for all transmissions in the network within

an epoch, networks that use fixed transmitter-directed preamble sequences

[5] within an epoch, and networks that use fixed receiver-directed preamble

sequences [5] within an epoch, among others. All radios in the network use

the same sequence-generation algorithm(s) so that a consistent understanding



of the preamble-sequence assignment(s) for the current time epoch exists at

all radios. For simplicity, the description in the rest of the thesis is based on

a network in which a common preamble is used by all transmissions in the

network within a given epoch, though the analysis and conclusions are equally

applicable in the general case. We focus on the acquisition performance of a

single link.

2.1 Transmitted Signal and Received Signal

The transmitted signal for each packet consists of an acquisition preamble

followed by the data-bearing signal of the packet. The baseband-equivalent,

complex-valued preamble signal is

s̃(t) =
√
P c(t),

where P is the power in the transmitted signal during the preamble and c(t)

is the preamble waveform. The preamble waveform is given by

c(t) =
M−1∑
i=0

aiψ(t− iTc),

where M is the preamble sequence length, ψ(t) is the pulse waveform, and

Tc is the pulse duration. The preamble sequence {ai} is a complex-valued

quaternary sequence [6] taken from the values {ej π
4 , ej 3π

4 , ej 5π
4 , ej 7π

4 }. Thus the

radio-frequency (RF) transmission employs quadriphase-shift keyed modula-

tion.

7



The preamble sequence for a given time epoch is randomly generated from

among all length-M quaternary sequences that satisfy a selection criterion. (In

some of the systems considered in this thesis, no selection criterion is enforced

so that any length-M quaternary sequence may be generated.) This generalizes

the random sequence model of [7] to account for the use of a sequence-selection

criterion. A well-designed pseudo-random sequence generator using the selec-

tion criterion should have statistical properties similar to that of the random

sequence model with the same selection criterion.

The pulse waveform is time-limited to [0, Tc) and has unit average power.

If narrowband modulation is used for the packet transmission, the pulse du-

ration corresponds to the duration of a channel-symbol in the data-bearing

signal. If instead DS spread-spectrum modulation is used, the pulse dura-

tion corresponds to the duration of a chip in the spreading waveform of the

data-bearing signal.

The transmitted signal arrives at the receiver over an additive white Gaus-

sian noise (AWGN) channel. Without loss of generality, we assume that the

signal is neither attenuated nor delayed by the channel. Thus, the baseband-

equivalent received signal is given by

r̃(t) = s̃(t) + ñ(t),

where the complex-valued noise process, ñ(t), has two-sided power spectral

density N0.

8



2.2 Receiver Architecture

2.2.1 Heterodyne Receiver

The communication system considered in this thesis includes a hetero-

dyne receiver [8], though the model and analysis used in the thesis are readily

adapted to a system using a direct-conversion (i.e., zero-IF) receiver [8]. A

heterodyne receiver consists of an RF-IF front end, one or more IF down-

conversion stages, and baseband signal processing. The RF-IF front end con-

sists of an antenna, a low-noise amplifier, an image-rejection filter, and an

RF-to-IF down-conversion mixer. The most common heterodyne receiver ar-

chitecture employs a single IF down-conversion stage which typically consists

of an IF noise-limiting filter (henceforth referred to as the IF filter), an AGC

system, and a down-converter from the IF to baseband. The receiver architec-

ture considered in this thesis employs only a single IF stage, though the model

and analysis used in the thesis can be adapted to a system with multiple IF

stages. The structure of a typical single-IF heterodyne receiver is illustrated

in Fig. 2.1.

The choice of the intermediate frequency in the single-IF heterodyne re-

ceiver determines a tradeoff between the stringency of requirements imposed

on the image-rejection filter, the RF-to-IF mixer, and the IF filter. In par-

ticular, a low-IF receiver design [8] allows for a cost-effective IF filter with

a bandwidth not much greater than the bandwidth of the desired signal in

9
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Figure 2.1: Typical structure of a single-IF heterodyne receiver.

many instances [9], whereas a high-IF receiver design [8] typically requires an

IF filter with a bandwidth that is a larger multiple of the signal bandwidth

[9].

Modern communication receivers perform baseband signal processing dig-

itally, necessitating the use of an analog-to-digital (A/D) converter. The lo-

cation of the AGC system and the A/D converter in the sequence of receiver

stages differs for different receiver designs, though their location as shown in

Fig. 2.1 is used in most single-IF heterodyne receivers. The model of the re-

ceiver used in this thesis assumes that the AGC system is located as shown in

the figure.
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2.2.2 Baseband-Equivalent Receiver

A well-designed RF-IF front end results in negligible distortion of the

desired signal beyond the additive white Gaussian noise introduced in the

antenna and low-noise amplifier. Consequently, its effect on the baseband-

equivalent received signal can be represented by an AWGN source. Moreover,

quantization error due to the A/D conversion has only a secondary effect on the

performance of many digital communication systems. In such instances, the

presence of the A/D converter need not be reflected in a model of the receiver.

We employ both of these approximations in this thesis, so that the receiver

considered in the thesis is shown in Fig. 2.1 with the subsystems surrounded

by dashed lines omitted.

The model of the heterodyne receiver we consider thus includes an AWGN

source, a bandpass IF filter, and an AGC system followed by an acquisi-

tion stage as shown in Fig. 2.2. (The model can be adapted for a direct-

downconversion receiver, which is also known as a zero-IF receiver [8].) The

baseband equivalent of the IF filter’s impulse response is denoted by h̃(t), and

the baseband-equivalent received signal r̃(t) is approximated as undistorted

prior to IF filtering.

A well-designed AGC system varies its average output power minimally

over a wide range for the input power. This behavior is approximated by an

AGC system that responds instantly to a step change in the average steady-

state input power and maintains a constant average steady-state output power.

11



Figure 2.2: Block diagram of the receiver architecture.

The baseband equivalent of the AGC output signal is thus given by

r̂(t) =
√
α(t)(r̃ ∗ h̃)(t),

where 1/α(t) is the average steady-state input power to the AGC system at

time t. The quantity α(t) depends on the input signal power, the noise power

spectral density, the pulse waveform, and the IF filter’s impulse response. It

is shown in [2] that it can be expressed as

α(t) =


α0 =

(
γsβ

N0

Tc

)−1

, t < 0

α1 = γ−1
s

(
P + βN0

Tc

)−1

, 0 ≤ t ≤MTc

(2.1)

where

γs =

∫ +∞

−∞

|Ψ(f)|2

Tc

|H̃(f)|2df,

γn = Tc

∫ +∞

−∞
|H̃(f)|2df,

and

β =
γn

γs

.
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The function Ψ(f) is the Fourier transform of the pulse waveform ψ(t), H̃(f) is

the baseband-equivalent of the IF filter’s frequency response, and the param-

eter β is a measure of the signal-normalized bandwidth of the IF filter. The

parameter β ≥ 1 in all instances [2]. Ideal Nyquist signaling with a matched IF

filter would result in a β = 1. Typical IF filters of low-IF heterodyne receivers

result in values of β in the range of two to three, whereas those of high-IF

heterodyne receivers result in larger values of β. For each system considered

in the examples in this thesis, the chip waveform and IF filter result in a value

of β = 3.0.

2.3 Acquisition Algorithm

A receiver awaiting the arrival of a packet is in acquisition mode. Acquisi-

tion of an arriving packet is achieved by serial application of a threshold-based

test to non-coherent square-law statistics. In-phase and quadrature branches

of the receiver each contain two filters, denoted by g1(t) and g2(t), where

g(t) = g1(t) + jg2(t) is matched to the baseband-equivalent (complex) pream-

ble waveform. The outputs of the filters are sampled periodically, and the two

samples at time t are used to form a test statistic

X(t) = [U(t)]2 + [V (t)]2 ,

where

U(t) = Re {(r̂ ∗ g) (t)}

13



and

V (t) = Im {(r̂ ∗ g) (t)} .

Each test statistic generated in acquisition mode is compared with an acqui-

sition threshold η. If X(t) > η, a hit is declared, which provides a tentative

indication that the end of a packet’s preamble has arrived at time t.

Suppose the receiver enters acquisition mode and a packet arrives at some

subsequent time. If no hit occurs in the interval prior to the packet’s arrival,

the interval during the arrival of the packet’s preamble, or within the inter-

val afterward corresponding to the pull-in range of the receiver’s pulse-delay

tracking algorithm [10], a miss is said to occur and the receiver fails to acquire

the packet. If instead a hit occurs at a time that precedes the arrival of the

end of the preamble by more than the pull-in range, a false alarm occurs. If a

hit occurs at a time that differs from the arrival of the end of the preamble by

an amount less than the pull-in range, however, successful acquisition occurs.

When a hit occurs, the receiver switches from acquisition mode to verifica-

tion mode. During verification mode, the receiver employs a verification test

which is designed to determine whether a hit corresponds to successful acqui-

sition or a false alarm. The duration of the verification test is the verification

interval. If successful acquisition is verified for a hit at time t, the timing in-

formation is used to synchronize a locally generated reference signal with the

received signal for subsequent demodulation of the data symbols in the packet.

The receiver then switches from verification mode to data-detection mode. If
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Figure 2.3: Modes of the receiver.

instead a false alarm is identified during verification mode, the receiver returns

to the acquisition mode and once again awaits the arrival of a packet. (In some

receiver designs, tentative data detection may begin concurrently with verifi-

cation and terminate if verification fails.) The relationship among the three

modes of the receiver is shown in Fig. 2.3.

The receiver design considered in this thesis does not utilize subsequent

outputs of the preamble-matched filter while it is in verification mode. Thus

if the occurrence of a false alarm is such that the receiver is in verification

mode when the end of a packet’s preamble arrives, the false alarm results

in a failure to acquire the packet. In all that follows, we thus use the term

“false alarm” to mean a false alarm that results in a failed packet acquisition.

Examples of a miss, a false alarm, and a successful packet acquisition are

shown in Figs. 2.4-2.6 for a receiver using a fixed acquisition threshold. Each

of the three illustrates a sequence of periodically generated samples used as

test statistics, the time of arrival of the end of a packet’s preamble (i.e., the

time at which the packet may be successfully acquired), and the receiver mode

that is active at each moment.

15



Figure 2.4: Depiction of a miss.

Figure 2.5: Depiction of a false alarm.

Depending on the design of the verification test, the verification interval can

be either constant or variable. Since the design of the verification test is not a

focus of this thesis, we consider only a constant verification interval of Q times

the pulse duration. When considering a packet that arrives beginning at time

t = 0, we assume that the receiver is in the acquisition mode at time t = (M−

Q)Tc and that no other packet transmissions are present during the interval

[(M−Q)Tc,MTc]. (We extend the time interval to which the latter assumption

applies when considering a receiver using the adaptive-threshold algorithm, as

discussed in Section 5.2.) A well-designed verification test provides a correct

result with a very high probability, and we employ the approximation that the

verification test always gives a correct result.

In practice, a sampling period of Tc/2 or less is used to compensate for the
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Figure 2.6: Depiction of successful acquisition.

unknown a priori sample-timing error relative to the received pulse waveform.

The assumption of pulse-rate sampling and pulse-level synchronism at the re-

ceiver results in an accurate approximation to the acquisition performance

with over-sampling acquisition and a tracking delay-locked loop for an arbi-

trary sample-timing error [10], however, and thus we employ that assumption

in this thesis. Consequently, we assume the filter outputs are sampled by the

receiver at times t = iTc, where i is an integer, with the filter outputs denoted

Ui and Vi and the corresponding test statistic is given by

Xi = U2
i + V 2

i . (2.2)

We also assume that the pull-in range of the receiver’s pulse-delay tracking

loop is less than Tc, so that successful acquisition occurs only if test statistic

XM results in a hit.
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CHAPTER 3

EVALUATION OF ACQUISITION PERFORMANCE

The performance of each acquisition algorithm considered in this thesis is

characterized in terms of the average acquisition performance over all time

epochs in the system. Thus it is the average of the acquisition performance

over those quaternary preamble sequences of a given length M that satisfy

the sequence-acceptance criterion employed by the system. Equivalently, it is

the expected acquisition performance with a random, uniformly distributed

quaternary preamble sequence subjected to the sequence-acceptance criterion.

For those systems in which the preamble sequence is not constrained by an

acceptance criterion, it is simply the expected performance with a random

preamble sequence.

Any reference to a measure of acquisition performance in this thesis implies

the average or expected performance, except where otherwise explicitly noted.

All numerical examples concern the average performance. In a few places in

this chapter and the next one, there is analysis and discussion of the acquisi-

tion performance for a given preamble sequence. Such instances are identified

explicitly.

The performance measure of principal interest is the probability of not

acquiring,

Pnacq = 1− P(XM ≥ η,XM−1 < η, . . . , XM−Q < η).



Two ancillary measures of performance are also useful in providing insight into

the behavior of an acquisition algorithm. They are the probability of miss,

Pmiss = P(XM < η, · · · , XM−Q < η),

and the probability of false alarm,

Pfa = 1− P(XM−1 < η, · · · , XM−Q < η),

which are related to the probability of not acquiring by

Pnacq = Pmiss + Pfa. (3.1)

(Note that a different definition of Pmiss is used in [2], and (3.1) does not

hold for that definition.) Performance is evaluated using the approximation

that the baseband-equivalent IF filter introduces no distortion in the pulse

waveform (that is, ψ(t) = (ψ ∗ h̃)(t)), which is an accurate approximation for

most receiver designs.

Conditioned on the preamble sequence {a0, . . . , a(M−1)}, the performance

of a given acquisition algorithm depends on the preamble signal-to-noise ratio

at the receiver and the aperiodic autocorrelation function [6] of the preamble

sequence. The preamble signal-to-noise ratio is given by

SNR =
MPTc

N0

,

and the aperiodic autocorrelation function is the conjugate-symmetric discrete-
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time function

Ca(k) =


M−1−k∑

j=0

aja
∗
j+k, 0 ≤ k ≤M − 1

0, |k| ≥M

. (3.2)

Conditioned on the preamble sequence, the test statistics {Xi} in (2.2) are

quadratic forms in the jointly Gaussian random variables {(Ui, Vi)} [11] and

are thus characterized by the first and second moments of {(Ui, Vi)} [3]. It is

shown in [3] that conditioned on the preamble sequence,

|E [Ui + jVi]| =



0, i ≤ 0

Tc|Ca(M−i)|q
γs(1+ Mβ

SNR)
, 1 ≤ i < M

TcMq
γs(1+ Mβ

SNR)
, i = M

, (3.3)

Var(Ui) = Var(Vi) =


MT 2

c

2γsβ
, i ≤ 0

(M−i)T 2
c

2γsβ
+ MiT 2

c

2γs(SNR+Mβ)
, 1 ≤ i ≤M

, (3.4)

and

Cov(Ui, Vi) = 0

for all i. The two statistics within each of the pairs (Ui, Uj), (Vi, Vj), and

(Ui, Vj) are dependent in general for i 6= j, however, due to the correlation of

their noise components. Thus the test statistics are also dependent in general,

and neither the probability of false alarm nor the probability of not acquiring

can be expressed exactly in a closed form.
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The performance of a given acquisition algorithm can vary significantly

among preamble sequences, depending on the aperiodic autocorrelation func-

tion of the preamble sequence [3]. For most preamble sequences, the off-

peak magnitudes of the aperiodic autocorrelation function (i.e., |Ca(k)| for

k 6= 0) are sufficiently small that the approximation Cov(Ui, Uj) ≈ 0 and

Cov(Vi, Vj) ≈ 0 for all i 6= j is accurate. Furthermore, Cov(Ui, Vj) ≈ 0 for all i

and j regardless of Ca(k). Thus the test statistics {Xi} can be accurately ap-

proximated as independent non-central chi-square random variables. If a fixed

threshold is used in the acquisition algorithm, the probability of not acquiring

that results with the specified preamble sequence is given by a closed-form

expression that involves the Marcum Q-function [12]. (This result is presented

in [3], but the conditions of the approximation are not stated clearly there.)

Even under the approximation, the acquisition performance depends heavily

on the aperiodic autocorrelation function of the preamble sequence.

The performance of the acquisition algorithm averaged over all pream-

ble sequences generated by the system depends on the sequence-generation

algorithm that the system employs. If the sequence-generation algorithm is

modeled as a random generator of quaternary preamble sequences with no con-

straints on the generated sequences, a simplifying approximation of the test

statistics can be exploited as shown in [2]. For a random preamble sequence,

21



the pairs of random variables {(Ui, Vi)} are mutually uncorrelated with

|E [Ui + jVi]| =


0, i ≤M − 1

TcMq
γs(1+ Mβ

SNR)
, i = M

(3.5)

and

Var(Ui) = Var(Vi) =



MT 2
c

2γsβ
, i ≤ 0

MT 2
c

2γsβ
+ iT 2

c (β−1)
2γsβ

×
(

1

1+ βM
SNR

)
, 1 ≤ i < M

MT 2
c

2γsβ

[
1− 1

1+ βM
SNR

]
, i = M.

. (3.6)

The joint distribution function of the collection of uncorrelated random vari-

ables {(Ui, Vi)} can be approximated as jointly Gaussian. Under the approxi-

mation, the random variables are thus independent Gaussian random variables

with first and second moments given by (3.5) and (3.6), respectively, and the

test statistics are independent chi-square random variables. Furthermore, all

the test statistics except XM are central chi-square random variables. If a

fixed threshold is used in the acquisition algorithm, the probability of not ac-

quiring a random preamble sequence can be expressed in a simple closed form

under the Gaussian approximation [2]. It is shown in [3] that the Gaussian

approximation leads to extremely accurate results for the probability of not

acquiring with a fixed threshold for preamble sequence lengths and verification

intervals of practical interest.

While the closed-form expressions described above provide accurate ap-

proximations to the exact probability of not acquiring for the systems to which
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they are applicable, their applicability is not sufficiently broad to encompass

most of the systems considered in this thesis. The sequence-selection algo-

rithms considered in this thesis result in the acceptance of only a subset of all

length-M quaternary sequences as valid preamble sequences, and a dynamic

acquisition threshold is used in some of the systems considered. No accurate

closed-form approximation to the probability of not acquiring is available that

accounts for either of these factors. Consequently, all performance evaluation

in this thesis employs Monte Carlo simulation of each system based on the

jointly-Gaussian approximation of the joint distribution function of the test

statistics.
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CHAPTER 4

ACQUISITION USING A FIXED THRESHOLD

The simplest serial, matched-filter acquisition algorithm uses a fixed ac-

quisition threshold, and it provides the most straightforward insights into the

behavior of this class of acquisition algorithms. In this chapter, we consider

the acquisition performance with a fixed acquisition threshold. We also dis-

cuss the underlying cause of a counter-intuitive characteristic of the system

and illustrate its detrimental effect on the performance. This motivates a

performance criterion that is particularly well suited to the behavior of the

system, and we describe a previously developed method for determining the

optimal acquisition threshold with respect to the performance criterion.

4.1 Performance of the Fixed-Threshold Acquisition Algorithm

Consider the packet radio system described in Chapter 2. The use of an IF

filter with a bandwidth greater than the bandwidth of the desired signal results

in an AGC system which responds in part to the noise power that falls within

the passband of the IF filter but outside the passband of the IF-equivalent

desired signal. Thus as the strength of the desired signal increases (and the

signal-to-ratio increases proportionally), the decrease in the gain of the AGC

system does not fully offset the increase in the input power within the signal’s

passband. Consequently, the total power at the output of the AGC system



within the signal’s passband increases as the signal-to-noise ratio increases.

As seen from (2.1), this mismatch between the AGC system’s behavior and its

design objective of a constant output power becomes more pronounced as the

relative bandwidth of the IF filter is increased (i.e, as β is increased).

This undesirable phenomenon is reflected in the distribution function of

the test statistics of the acquisition algorithm as well. It is apparent that the

parameters of the test statistic Xi which are given by (3.3) and (3.4) increase

in value with an increasing signal-to-noise ratio for 1 ≤ i ≤M . Thus while the

distribution function of the chi-square random variable Xi does not depend on

the signal-to-noise ratio for i < 0, it increases stochastically with an increasing

signal-to-noise ratio for 1 ≤ i ≤ M . Moreover, the aperiodic autocorrelation

function of each preamble sequence tends to decrease in magnitude with an in-

crease in its argument so that the parameter given in (3.3) tends to increase in

value with increasing i for 1 ≤ i ≤M . Consequently, the presence of non-zero

side lobes in the aperiodic autocorrelation function amplifies the stochastic

increase in the distribution function of each Xi with increasing signal-to-noise

ratio so that it is more pronounced for a typical test statistic generated closer

to the end of the received preamble than for one generated earlier.

Consider serial, matched-filter acquisition using a fixed acquisition thresh-

old. Within the approximation that the test statistics {Xi} are independent for

a given preamble sequence, it follows that for any given preamble sequence, the

probability of miss is a decreasing function of the signal-to-noise ratio whereas
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Figure 4.1: Performance for preamble sequences of length 26.

the probability of false alarm is an increasing function of the signal-to-noise

ratio. The probability of not acquiring with that sequence is thus a non-

monotonic function of the signal-to-noise ratio, as is the average probability

of not acquiring over all preamble sequences [2]. This is illustrated in Fig. 4.1,

which reproduces a result from [3]. The figure shows the probabilities of miss,

false alarm, and not acquiring averaged over randomly generated preamble

sequences of length 26 using a particular choice of the acquisition threshold.

The verification interval is 65 times the pulse duration.

26



4.2 Optimization of the Threshold

It is desirable to select the acquisition threshold for a particular system so

that it yields the best acquisition performance over the full range of operating

conditions of interest for that system. For a system communicating over an

AWGN channel, the operating conditions of interest are commonly specified in

terms of a minimum signal-to-noise ratio above which acceptable performance

must be achieved. This design objective is complicated by the fact that the

probability of not acquiring does not decrease monotonically with an increasing

signal-to-noise ratio, however.

Consider a system using a fixed acquisition threshold that is initially set

to a certain value. If that threshold is decreased, the probability of miss will

decrease. The probability of not acquiring with any given preamble sequence

will thus decrease if the preamble signal-to-noise ratio is low enough that

misses predominate over false alarms. Yet the probability of false alarm will

increase and the probability of not acquiring will thus increase, if the preamble

signal-to-noise ratio is high enough that false alarms predominate over misses.

Conversely, an increase in the threshold will result in an increase in the prob-

ability of not acquiring for a low signal-to-noise ratio but a decrease in the

probability of not acquiring for a high signal-to-noise ratio. Consequently, the

worst-case performance over a range of values of the preamble signal-to-noise

ratio occurs at a signal-to-noise ratio that depends on the threshold [2].
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The effect of the threshold on the average acquisition performance over

randomly generated sequences is illustrated in Fig. 4.2 for the same system

considered in Fig. 4.1. Consider the design objective of achieving the small-

est possible worst-case probability of not acquiring over all channels with a

preamble signal-to-noise ratio of at least 16 dB. If the acquisition threshold

is low, the probability of false alarm is high and the worst-case probability of

not acquiring occurs at a high preamble signal-to-noise ratio. If the acquisition

threshold is high, the probability of miss is high and the worst-case probabil-

ity of not acquiring occurs at a low preamble signal-to-noise ratio. A properly

chosen intermediate value of the threshold balances these two extremes and

results in better worst-case performance over the range of channels of interest.

The result of Fig. 4.2 motivates an approach to optimization of the acqui-

sition threshold using the threshold-selection criterion presented in [2]. The

performance measure used in the optimization is the average probability of not

acquiring over all randomly generated preamble sequences of a given length

(in some instances constrained to a sequence-acceptance criterion). Suppose

that SNRmin denotes the smallest preamble signal-to-noise ratio of interest.

The threshold that minimizes the worst-case probability of not acquiring over

all SNR ≥ SNRmin is referred to as the min-max optimal threshold, and it is

said to satisfy the min-max criterion [3]. The result of Fig. 4.2 also provides

an illustration of threshold optimization using the min-max criterion. The

intermediate threshold value that is considered is in fact the min-max opti-
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mal threshold for SNRmin =16 dB, and it results in a worst-case probability

of not acquiring that is lower than that achieved with either of the other two

thresholds considered.

It is seen in Fig. 4.2 that the min-max optimal threshold results in a prob-

ability of not acquiring for SNR = SNRmin that is identical to the limiting

probability of not acquiring as the signal-to-noise ratio approaches infinity.

Indeed, it is shown in [2] that this is always true for the min-max optimal

acquisition performance using a fixed threshold with a random preamble se-

quence. It is also shown in [2] that for a random preamble sequence, the

probability of miss is a strictly decreasing function of the signal-to-noise ratio

and the probability of false alarm is a strictly increasing function of the signal-

to-noise ratio. Consequently, the min-max optimal threshold is unique for a

given system and value of SNRmin. We exploit these facts in an algorithm for

finding the min-max optimal fixed threshold. The algorithm is illustrated in

Fig. 4.3.

In each example in this thesis, we consider the acquisition performance

when the acquisition threshold is chosen according to the min-max criterion

with SNRmin = 16 dB. Note that the channel-symbol signal-to-noise ratio

in the data portion of the packet is typically much lower than the preamble

signal-to-noise ratio. For example, for narrowband modulation and M = 26,

a preamble signal-to-noise ratio of 16 dB corresponds to a channel-symbol

signal-to-noise ratio of about 2 dB. The choice of SNRmin for the examples is
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Figure 4.2: Performance of fixed-threshold acquisition for three values of the
threshold and preamble sequences of length 26.
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Figure 4.3: Algorithm for finding the min-max optimal fixed threshold.
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appropriate for many practical systems.

4.3 Performance with the Min-Max Optimal Threshold

In this section, we illustrate the acquisition performance that results using

the min-max optimal fixed threshold by considering systems using preamble se-

quences of three different lengths: M = 26, M = 100, and M = 400. The cor-

responding systems are said to employ short preamble sequences, intermediate-

length preamble sequences, and long preamble sequences, respectively. A verifi-

cation interval of Q = 65 times the pulse duration is considered with the short

preamble sequences, whereas verification intervals of 250 times the pulse dura-

tion and 1,000 times the pulse duration are considered with the intermediate-

length preamble sequences and the long preamble sequences, respectively. The

same three combinations of the sequence length and the verification interval

are used in all examples in subsequent chapters, except in Section 7.4.

The verification interval QTc is 2.5 times the preamble duration MTc for

all three systems. Thus the systems can be viewed as all using the same

preamble duration and having the same verification interval but employing

three different pulse durations. This in turn can be viewed as corresponding

to three different choices of DS spread-spectrum processing gain for the data

symbols, ranging from narrowband communications or a small processing gain

if M = 26 to an approximately sixteen-fold greater processing gain if M = 400.

The probability of not acquiring is shown in Fig. 4.1, Fig. 4.4, and Fig. 4.5
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for the systems using short preamble sequences, intermediate-length preamble

sequences, and long preamble sequences, respectively. The min-max probabil-

ity of not acquiring is approximately 2 × 10−2 for each system, and it occurs

for both a preamble signal-to-noise ratio of 16 dB and for a very large signal-

to-noise ratio. The performance of the three systems differs considerably if

the signal-to-noise ratio falls between these two extremes, however. If the

preamble signal-to-noise ratio is 18 dB, for example, the probability of not

acquiring is approximately 10−3 if M = 26 but less than 10−4 if M = 100 or

M = 400. The non-monotonicity of performance as a function of the signal-

to-noise ratio becomes more pronounced as the preamble sequence length is

increased. The min-max optimal fixed threshold also differs significantly for

the different system. The optimal threshold is η = 0.2021
(

M2T 2
c

γs

)
for the sys-

tem with short preamble sequences, it is η = 0.06812
(

M2T 2
c

γs

)
for the system

with intermediate-length preamble sequences, and it is η = 0.01898
(

M2T 2
c

γs

)
for the system with long preamble sequences.
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Figure 4.4: Min-max-optimal performance for preamble sequences of length
100.
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Figure 4.5: Min-max-optimal performance for preamble sequences of length
400.
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CHAPTER 5

ACQUISITION USING AN ADAPTIVE THRESHOLD

It is shown in the previous chapter that the average probability of not ac-

quiring over a randomly selected preamble sequence is a non-monotonic func-

tion of the preamble signal-to-noise ratio if serial, matched-filter acquisition is

used with a fixed acquisition threshold. A simple modification to the acquisi-

tion algorithm is introduced in [3] which mitigates this undesirable behavior

and results in improved acquisition performance. The modified algorithm em-

ploys a threshold that is adapted for each test statistic. In this chapter we

describe the adaptive-threshold technique of [3], and we investigate the per-

formance of the acquisition algorithm with preamble sequences of different

lengths.

5.1 Adaptive-Threshold Algorithm

The disappointing performance obtained with a fixed acquisition threshold

is a consequence of the stochastic increase with increasing signal-to-noise ratio

for those test statistics which result in a false alarm after the arrival of the

beginning of the preamble. Thus the increase in false alarms with increasing

signal-to-noise ratio can be mitigated if the increase in the statistics can be

estimated and some compensation can be employed. The adaptive-threshold

algorithm uses this approach based on an estimate of the expected value of



each test statistic.

The estimate formed for the test statistic Xi is the un-weighted average

of the W most recently generated test statistics, where W is the window size.

The estimate is given by

Si =

∑i−1
k=i−W Xk

W

where Si is referred to as the scaling factor. The scaling factor is used to

determine the acquisition threshold ηi against which the test statistic Xi is

compared. The ith threshold is given by

ηi = η
Si(

MT 2
c

γsβ

)
where the constant η is the nominal threshold.

5.2 Performance of the Adaptive-Threshold Acquisition Algorithm

The effectiveness of the scaling factor Si as an estimator of E[Xi] differs

for different test statistics. For test statistics generated prior to the arrival of

the preamble, the scaling factor is an unbiased estimator of of E[Xi]. (That is,

E[Si] = E[Xi] for i ≤ 0.) For test statistics generated between the arrival of

the beginning of the preamble and the arrival of the end of the preamble (that

is, for 1 ≤ i ≤ M − 1), however, the scaling factor has a negative bias as an

estimator for the system using a random preamble sequence [3]. Furthermore,

the severity of the bias increases with an increase in i for 1 ≤ i ≤M − 1.

It follows that as the signal-to-noise ratio is increased, the adaptive-threshold
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technique only partially compensates for the stochastic increase in the test

statistics. Thus it satisfies its design objective only imperfectly. Furthermore,

the scaling factor is susceptible to the effect of random noise. The choice of

the window size represents a tradeoff between limiting the effect of random

noise on the scaling factor and its responsiveness to the change in the received

input power upon the arrival of the preamble. It is shown in [3] that there is

a finite optimal window size for any given set of system parameters.

The same considerations that motivated the introduction of the min-max

performance criterion in Section 4.2 for fixed-threshold acquisition are also

relevant for adaptive-threshold acquisition. In each system we consider using

the adaptive-threshold technique, the nominal threshold η is chosen to achieve

the min-max optimal probability of not acquiring for SNR ≥ SNRmin (where

SNRmin = 16 dB in each example). In each example concerning adaptive-

threshold acquisition, a window size of W = 100 is used.

We assume that for a packet arriving at time t = 0, the W test statistics

necessary to form the scaling factor SM−Q are available to the acquisition

algorithm at time t = (M−Q)Tc. We also strengthen an assumption stated in

Chapter 2 by assuming that there are no other transmissions present during

the interval [(M −Q−W )Tc,MTc].
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5.3 Performance with the Min-Max Optimal Nominal Threshold

The effectiveness of the adaptive-threshold technique is illustrated in Fig. 5.1,

which corresponds to an example in [3]. The probability of not acquiring in a

system with length-400 preamble sequences is shown for both fixed-threshold

acquisition and adaptive-threshold acquisition. The use of the adaptive thresh-

old markedly reduces the severity of the non-monotonicity of the performance

as a function of the preamble signal-to-noise ratio. Moreover, the worst-case

probability of not acquiring is decreased by more than an order of magnitude

in comparison with fixed-threshold acquisition.

The choice of the window size provides a less desirable tradeoff if the pream-

ble sequence is short than if it is long, and thus the adaptive threshold tech-

nique is less beneficial in a system with a short preamble. Suppose the system

employs a preamble length of M = 26, for example. The optimal window size

for the scaling factor is much larger than the preamble length, and the resulting

adaptive-threshold algorithm yields almost the same worst-case performance

as fixed-threshold acquisition as shown in Fig. 5.2.

The value of the adaptive-threshold technique for a system using intermediate-

length preamble sequences falls somewhere between its value with short se-

quences and its value with long sequences. This is illustrated in Fig. 5.3 which

shows the probability of not acquiring in a system with length-100 preamble

sequences. The impact of the adaptive threshold on performance is not as pro-
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Figure 5.1: Comparison of fixed-threshold acquisition and adaptive-threshold
acquisition for preamble sequences of length 400.

nounced as with the length-400 preamble sequences. However, the adaptive-

threshold algorithm still provides a factor of 3.2 improvement in acquisition

performance compared with fixed-threshold acquisition.
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CHAPTER 6

SEQUENCE SELECTION FOR IMPROVED
ACQUISITION PERFORMANCE

In this chapter, we present a simple metric that provides an approximate

ranking of candidate preamble sequences with respect to the acquisition per-

formance that results with their use. A system is considered in which only

sequences satisfying an acceptance criterion based on the metric are used

as preamble sequences. We consider the performance improvement in fixed-

threshold acquisition that can be obtained for a given stringency in the ac-

ceptance criterion, and we examine the relationship between the preamble

sequence length and the effectiveness of sequence selection based on the ac-

ceptance criterion.

6.1 Sequence-Selection Algorithm

The aperiodic autocorrelation function of the preamble sequence is an im-

portant factor in determining the acquisition performance of the system, as

noted in Section 4.1. Thus it is desirable to identify a simple figure of merit

based on the aperiodic autocorrelation function of a quaternary sequence that

serves as a good predictor of the acquisition performance when the sequence is

used as a preamble sequence. In this thesis, we focus on the sidelobe energy of

the sequence [13] as its figure of merit. The sidelobe energy Z of a quaternary



sequence {ai} of length M is given by

Z =
M−1∑
k=1

|Ca(k)|2,

where Ca(k) is given in (3.2).

The usefulness of the figure of merit is characterized by its relationship with

the probability of false alarm for a given fixed acquisition threshold and a given

value of the preamble signal-to-noise ratio. This relationship is illustrated

in Fig. 6.1 for three choices of the acquisition threshold in the system with

preamble sequences of length 26. For each threshold, the average probability

of false alarm is shown as a function of the sidelobe energy of the preamble

sequence for a high value of the preamble signal-to-noise ratio. That is, the

probability of false alarm is averaged over the sequences with a given sidelobe

energy.

There is a marked dependence of the average performance on the sidelobe

energy, and the relationship is at least approximately monotonic for a given

threshold. Of course some individual sequences with a higher sidelobe en-

ergy result in better performance than some other individual sequences with a

lower sidelobe energy, so that the sidelobe-energy selection criterion does not

provide direct control over the worst-case performance among the individual

selected sequences. But it serves as an effective means to control the average

performance over the set of selected sequences.

The sequence-selection algorithm considered in this thesis employs a pseudo-

random sequence generator (which is modeled in the evaluations here as a
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Figure 6.1: Average probability of false alarm as a function of the sidelobe
energy Z.
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random-sequence generator). Each generated sequence is tested for accep-

tance or rejection as the preamble sequence for the upcoming time epoch by

comparing the sidelobe energy for the generated sequence with an acceptance

threshold Zmax. If the sidelobe energy is less than or equal to the acceptance

threshold, the sequence is accepted. If the sidelobe energy is greater than the

acceptance threshold, however, the sequence is rejected. If the sequence is

rejected, the next candidate preamble sequence is generated according to the

generation algorithm and the same test is applied to it. The process continues

until a sequence is generated that passes the acceptance criterion.

All nodes generating the preamble sequence for the upcoming epoch use

the same generation algorithm, the same initial state of the algorithm based on

the identifier of the upcoming epoch, and the same acceptance criterion. Thus

they all determine the same accepted sequence for use in the epoch. Because of

the monotonic relationship between the sidelobe energy and the average acqui-

sition performance, the choice of the acceptance threshold can be determined

from a specified requirement for the average acquisition performance. Thus

there is a well-defined tradeoff between the average acquisition performance

over the accepted preamble sequences and the number of sequences accepted

with a given generation algorithm.
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6.2 Performance of Fixed-Threshold Acquisition with Sequence Selection

In this section, we consider the performance of serial, matched-filter ac-

quisition using a fixed acquisition threshold and a preamble sequence that

is determined by random-sequence generation followed by application of the

sequence-acceptance criterion. Performance is given in terms of the average

probability of not acquiring, where the average is over all preamble sequences

that are generated using a specified acceptance threshold. For each choice of

the acceptance threshold, the acquisition threshold is chosen to yield min-max

optimal performance with SNRmin = 16 dB.

The sequence-selection algorithm can be used to substantially decrease

the min-max probability of not acquiring for the system with short preamble

sequences. This is illustrated in Fig. 6.2, which shows the acquisition per-

formance for preamble sequences of length 26 and each of six values of the

acceptance threshold. The values of the acceptance threshold are chosen such

that the percentage of randomly generated quaternary sequences that satisfy

the acceptance criterion ranges between 1% (i.e., 99% of the sequences are

rejected) and 100% (i.e., none of the sequences are rejected). The figure also

shows the min-max optimal performance for the ideal length-26 preamble se-

quence that has an (unrealizable) sidelobe energy of zero.

The use of all randomly generated preamble sequences (i.e., the absence of

any sequence selection) results in a worst-case probability of not acquiring of
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Figure 6.2: Performance with length-26 preamble sequences and fixed-
threshold acquisition for various acceptance percentages.

0.02. If the preamble sequences are restricted to the 1% of length-26 sequences

with a sidelobe energy in the lowest 1% among all such sequences, the worst-

case probability of not acquiring is only 0.002. Thus exclusion of 99% of the

possible preamble sequences results in an order-of-magnitude reduction in the

worst-case probability of not acquiring. The performance obtained with the

1% acceptance criterion is close to the worst-case probability of error with the

ideal sequence, which is 0.0134. Thus there is only limited opportunity for

further improvement by application of a more stringent acceptance criterion

to the length-26 preamble sequences.
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A similar improvement in performance is obtained if sequence selection is

used in the system with intermediate-length preamble sequences. This is shown

in Fig. 6.3 for length-100 preamble sequences and the same six acceptance

percentages considered in Fig. 6.2. The performance with the ideal sequence of

length 100 is also shown. A reduction in the acceptance percentage from 100%

to 1% results in reduction in the min-max probability of not acquiring from

0.01462 to 0.00163. Once again, the error probability is decreased by almost a

factor of ten. The worst-case probability of not acquiring is only 0.00054 with

the ideal length-100 sequence, however. Thus there may be a somewhat better

opportunity for improvement by use of an acceptance criterion of less than

1% with the length-100 preamble sequences than was true with the length-26

preamble sequences.

For long preamble sequences, the sequence-selection algorithm yields a

much more modest improvement in the min-max probability of not acquiring

for a given stringency in the acceptance criterion. This is illustrated in Fig. 6.4

for preamble sequences of length 400. For the system using short preamble se-

quences, a 1% sequence acceptance rate results in a min-max probability of not

acquiring that is decreased by a factor of 10.4 compared with the performance

if a 100% acceptance rate is used. In contrast, reducing the acceptance rate

from 100% to 1% decreases the min-max error probability by a factor of only

2.5 if length-400 preamble sequences are used. There is also a large difference

between the worst-case probability of error with the 1% acceptance criterion
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Figure 6.3: Performance with length-100 preamble sequences and fixed-
threshold acquisition for various acceptance percentages.
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Figure 6.4: Performance with length-400 preamble sequences and fixed-
threshold acquisition for various acceptance percentages.

and the worst-case probability of error with the ideal length-400 preamble

sequence. The two values are 7× 10−3 and 5.8× 10−4, respectively.

It is clear that as the sequence acceptance criterion is made more strin-

gent, a larger number of candidate preamble sequences must be evaluated on

average to find an acceptable sequence and the computation required to find

an acceptable sequence increases. In some applications it may be important to

minimize the computation required for this task. The computational burden

imposed by the sequence-selection algorithm in any given epoch is determined

by the number of candidate sequences that must be tested in order to find an

51



Acceptance worst-case Search Run Length
Percentage Pnacq Mean Std. Dev.

90% 0.0109 1.11 0.345
80% 0.0086 1.23 0.533
70% 0.0068 1.41 0.748
60% 0.0058 1.65 1.02
50% 0.0049 2.00 1.40
40% 0.0043 2.49 1.91
30% 0.0036 3.34 2.78
20% 0.0031 4.90 4.37
10% 0.0026 9.20 8.72
1% 0.0019 99.8 98.1

Table 6.1: Performance and run-length statistics for various acceptance per-
centages.

acceptable sequence, which is referred to as the search run length. Clearly, the

minimum search run length is one.

The worst-case probability of not acquiring and the mean and standard

deviation of the search run length resulting from random sequence generation

of short preambles are shown in Table 6.1 for various acceptance percentages.

It is apparent that there is a significant trade-off between the acquisition per-

formance achieved with sequence selection and the computational burden im-

posed by the sequence-selection algorithm. Note that the mean and standard

deviation of the search run length are in approximately inverse proportion to

the acceptance percentage.
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6.3 Performance of Adaptive-Threshold Acquisition with Sequence Selection

In this section, we consider the performance of a system using the sequence-

selection algorithm in conjunction with the adaptive-threshold technique. Per-

formance is given in terms of the average probability of not acquiring, where

the average is over all preamble sequences that are generated using a spec-

ified acceptance threshold. As in the results of the previous section, the

acquisition threshold is chosen to yield min-max optimal performance with

SNRmin = 16 dB for each choice of the acceptance threshold.

The acquisition performance of a short-preamble system using the adaptive-

threshold technique is improved substantially by the incorporation of a strin-

gent sequence-selection criterion. This is illustrated in Fig. 6.5 which shows

the acquisition performance for the system using adaptive-threshold acquisi-

tion with preamble sequences of length 26 and each of six values of the accep-

tance threshold. The figure also shows the min-max optimal performance for

the ideal length-26 preamble sequence that has a sidelobe energy of zero. The

min-max probability of not acquiring is decreased from 0.01762 to 0.00368 as

the acceptance percentage is reduced from 100% to 1%, a decrease of slightly

less than five-fold.

For a system with intermediate-length preamble sequences, the sequence-

selection algorithm provides a moderate improvement in acquisition perfor-

mance when using an adaptive threshold. This is illustrated in Fig. 6.6 which

53



10 15 20 25 30 35 40 45 50

10
−3

10
−2

10
−1

10
0

Preamble SNR (dB)

P
na

cq

 

 
100% Sequence Acceptance
90% Sequence Acceptance
70% Sequence Acceptance
40% Sequence Acceptance
10% Sequence Acceptance
1% Sequence Acceptance
Ideal Sequence

Figure 6.5: Performance with length-26 preamble sequences and adaptive-
threshold acquisition for various acceptance percentages.
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Figure 6.6: Performance with length-100 preamble sequences and adaptive-
threshold acquisition for various acceptance percentages.

shows the acquisition performance for the system using adaptive-threshold

acquisition with preamble sequences of length 100 and each of six values of

the acceptance threshold. The figure also shows the min-max optimal perfor-

mance for the ideal length-100 preamble sequence that has a sidelobe energy of

zero. The min-max probability of not acquiring is decreased from 0.00464 to

0.00187 as the acceptance percentage is reduced from 100% to 1%, a decrease

of 2.5-fold.

Utilization of a sequence-selection criterion has much less impact on the

performance of the adaptive-threshold technique for the long-preamble system
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Figure 6.7: Performance with length-400 preamble sequences and adaptive-
threshold acquisition for various acceptance percentages.

than for either the short and intermediate-length preamble systems. This

is shown in Fig. 6.7 (which corresponds to a figure in [14]) for the system

with preamble sequences of length 400 and adaptive-threshold acquisition.

For acceptance percentages as low as 1%, sequence selection has a negligible

effect on the worst-case probability of not acquiring.

6.4 Effectiveness of Sequence Selection

The usefulness of the sequence-selection technique depends heavily on se-

quence length because the distribution of the sidelobe energy differs for dif-
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ferent sequence lengths. This is illustrated by considering Z̃, which is the

normalized sidelobe energy given by

Z̃ =
Z

E[Z]
.

The probability mass function of the normalized sidelobe energy for each of

the three preamble lengths considered in this thesis is shown in Fig. 6.8. The

figure shows that as the preamble sequence length is increased, the distribution

of the normalized sidelobe energy becomes more closely centered around the

mean. Thus, as the preamble sequence length is increased, the impact of

even a stringent sequence acceptance criterion has a decreased effect on the

average sidelobe energy of the pool of accepted sequences. Consequently, the

usefulness of the sequence-selection technique is diminished as the preamble

sequence length is increased.
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CHAPTER 7

COMPARISON OF ACQUISITION TECHNIQUES

In this chapter, we compare the performance obtained using four ap-

proaches to serial, matched-filter acquisition based on the two techniques dis-

cussed in the previous chapters. The four approaches include the use of a

sequence-selection criterion alone, the use of the adaptive-threshold technique

alone, the use of the two in combination, and the use of neither. Performance

is illustrated for a system with a short preamble sequence, a system with an

intermediate-length preamble sequence, and a system with a long preamble se-

quence. The values of β, SNRmin, and W are the same as for the examples in

the previous chapters. The combinations of preamble length and verification

interval are also the same as in the previous chapters, except where noted in

Section 7.4 with respect to the verification interval.

7.1 Performance with Short Preamble Sequences

The use of a stringent acceptance criterion for preamble sequences sub-

stantially improves the acquisition performance of a short-preamble system

regardless of whether fixed-threshold acquisition or adaptive-threshold acqui-

sition is employed, as shown in the previous chapter. The benefit of sequence

selection is much less pronounced if the adaptive-threshold technique is used

than if the fixed-threshold technique is used. Furthermore, the use of the



adaptive-threshold technique provides only a negligible benefit if all pream-

ble sequences are accepted, as shown in Chapter 5. Consequently, the use

of an adaptive threshold is actually detrimental to performance if a strin-

gent sequence-acceptance criterion is imposed. This is illustrated in Fig. 7.1

which shows the acquisition performance for both fixed-threshold acquisition

and adaptive-threshold acquisition with sequence acceptance percentages of

100% and 1%. The performance of fixed-threshold acquisition with an ideal

preamble sequence is also shown.

The acquisition performance of the short-preamble system with the adaptive-

threshold technique is marginally better than with the optimal fixed threshold

if all randomly generated preamble sequences are accepted, and the worst-case

probability of not acquiring is approximately 0.02 for both. The worst-case

probability of not acquiring is decreased by a factor of 10.4 as the acceptance

percentage is reduced from 100% to 1% in the system using a fixed acquisition

threshold, however, whereas a corresponding decrease of a factor of only 5.2

occurs for the system using an adaptive acquisition threshold. Thus, fixed-

threshold acquisition results in a worst-case probability of not acquiring of

0.0018 if 1% sequence-acceptance criterion is used, whereas the corresponding

probability of not acquiring is 0.0034 for adaptive-threshold acquisition.

The performance of the system using an adaptive threshold depends on

the window size used in the adaptive-threshold algorithm. Thus the relative

performance of the two acquisition techniques for a given acceptance percent-
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Figure 7.1: Performance with length-26 preamble sequences for four combina-
tions of acquisition technique and acceptance percentage.
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age depends on the same parameter. For the system with short preamble

sequences and an adaptive threshold, the tradeoff implicit in the choice of the

window size favors a window size that is large relative to the length of the

preamble sequence. Thus with 100% sequence acceptance, little improvement

in performance can be obtained by reducing the window size to below 100.

The sidelobe energy of the accepted sequences has less impact on the acqui-

sition performance as the stringency of the selection criterion is increased, and

the tradeoff represented by the choice of the window size favors an even larger

size for the adaptive-threshold technique. Consequently, better acquisition

performance is achieved in the short-preamble system for a stringent accep-

tance criterion if a very large window size is employed. But in that case, the

performance is almost identical to the performance obtained with the fixed

acquisition threshold. Thus for the combination of verification interval and

short preamble in this example, the adaptive-threshold technique is of little

value and the optimal fixed acquisition threshold results in nearly the best

performance regardless of the acceptance percentage.

7.2 Performance with Intermediate-Length Preamble Sequences

The use of a stringent acceptance criterion improves the acquisition per-

formance substantially for a system with intermediate-length preambles and

fixed-threshold acquisition, but the improvement provided by sequence selec-

tion is more modest if the system uses adaptive-threshold acquisition. Yet the
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Figure 7.2: Performance with length-100 preamble sequences for four combi-
nations of acquisition technique and acceptance percentage.

adaptive-threshold technique provides a substantial improvement over fixed-

threshold acquisition if all preamble sequences are accepted. The net result of

these factors is similar worst-case acquisition performance for the systems us-

ing fixed-threshold acquisition and adaptive-threshold acquisition if a stringent

sequence-acceptance criterion is imposed. This is illustrated in Fig. 7.2.

The acquisition performance of the intermediate-length-preamble system

is much better with the adaptive-threshold technique than with the fixed-

threshold technique if all sequences are accepted. The worst-case probability

of not acquiring is 0.015 for the latter but only 0.005 for the former, a difference
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of a factor of three. The worst-case probability of not acquiring is decreased

by a factor of 8.95 as the acceptance percentage is reduced from 100% to 1% in

the system using a fixed acquisition threshold, but the corresponding decrease

is only 2.49 for the system using an adaptive acquisition threshold. Thus,

fixed-threshold acquisition results in a worst-case probability of not acquiring

of 0.0018 if 1% sequence-acceptance criterion is used, which is slightly better

than the probability of not acquiring for adaptive-threshold acquisition with

the same acceptance percentage.

A comparison of the performance of the system using a fixed threshold and

the system using an adaptive threshold favors the former more heavily as the

acceptance percentage is decreased. An acceptance percentage between 10%

and 100% results in better performance with adaptive-threshold acquisition,

but an acceptance percentage below 1% results in better performance with

fixed-threshold acquisition. Somewhat better performance can be obtained

with adaptive-threshold acquisition if the window size is optimized for each

acceptance percentage. For the same reasons addressed in the previous section,

however, fixed-threshold acquisition will still yield better performance with a

sufficiently stringent acceptance criterion.

7.3 Performance with Long Preamble Sequences

The use of a stringent acceptance criterion provides only a modest im-

provement in the performance of a system with length-400 preambles and
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Figure 7.3: Performance with length-400 preamble sequences for four combi-
nations of acquisition technique and acceptance percentage.

fixed-threshold acquisition, and it results in a negligible improvement if the

system uses adaptive-threshold acquisition. The adaptive-threshold technique

provides a dramatic improvement over fixed-threshold acquisition if all pream-

ble sequences are accepted. Consequently, adaptive-threshold acquisition re-

sults in better performance than fixed-threshold acquisition over a wide range

of sequence acceptance percentages, though its benefit diminishes as the ac-

ceptance criterion is made more stringent. This is illustrated in Fig. 7.3.

As observed in Chapter 5, the acquisition performance of the long-preamble

system with the adaptive-threshold technique is an order of magnitude bet-
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ter than its performance with the fixed-threshold technique if all sequences

are accepted. The worst-case probability of not acquiring is decreased by a

factor of two as the acceptance percentage is reduced from 100% to 1% in

the system using a fixed acquisition threshold, but the corresponding decrease

is negligible for the system using an adaptive acquisition threshold. Thus,

adaptive-threshold acquisition results in a worst-case probability of not ac-

quiring of 0.0018 if 1% sequence-acceptance criterion is used, which is about

one-fourth of the probability of not acquiring for fixed-threshold acquisition

with the same acceptance percentage. Thus for the combination of verifica-

tion interval and long preamble in this example, sequence selection of moderate

stringency is of essentially no value and the best performance is achieved with

an adaptive threshold alone.

7.4 Effect of Verification Interval on Performance

The examples in the previous chapters and sections employ a verification

interval QTc for which Q = 2.5M for each system. Numerical results are also

considered for two values of the verification interval: one with Q = M , and the

other with Q = 5M . The different verification intervals are considered with

short preamble sequences and intermediate-length preamble sequences. All

other parameters are as in the earlier examples, except that for each choice of

the verification interval, the corresponding min-max optimal threshold is used.

Over the range of verification intervals considered, the worst-case probabil-
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ity of not acquiring exhibits little sensitivity to the verification interval. The

sensitivity is somewhat greater in the system with short preamble sequences

than in the system with preamble sequences of intermediate length. It is also

somewhat greater with a more stringent sequence-acceptance criterion than

with a less stringent one. It is also greater with the adaptive-threshold tech-

nique than with the fixed-threshold technique. Even for the system with short

preamble sequences, an adaptive threshold, and a 1% acceptance criterion,

however, the worst-case probability of error increases by only a factor of two

as Q is increased from 26 to 130. Thus the conclusions drawn in previous chap-

ters and sections are applicable over a wide range of values of the verification

interval.
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CHAPTER 8

CONCLUSIONS

Two methods to improve the acquisition performance of a packet radio

system are investigated. It is shown that adaptive-threshold acquisition and

preamble-sequence selection both improve the performance of serial, matched-

filter acquisition in packet radio communications, though different combina-

tions of the two techniques are beneficial under different circumstances. Ac-

quisition performance is evaluated for short, intermediate-length, and long

preamble sequences.

If the system parameters correspond to those typical of narrowband packet-

radio communications (i.e., short preamble sequences), only preamble-sequence

selection is of practical value in mitigating the effect of the IF filter and

AGC system on acquisition performance. The use of a moderately selective

sequence-acceptance criterion can result in a decrease in the min-max proba-

bility of not acquiring by more than an order of magnitude compared with the

use of all randomly generated preamble sequences.

If instead the parameters correspond to those typical of DS spread-spectrum

packet-radio communications (i.e., long preamble sequences), the use of an

adaptive acquisition threshold is much more valuable than preamble-sequence

selection for the levels of selection stringency considered in this thesis. The

use of an adaptive acquisition threshold alone results in performance nearly



as good as that obtained using the two techniques in combination in that in-

stance. Adaptive-threshold acquisition can result in a decrease in the min-max

probability of not acquiring by more than an order of magnitude compared

with optimal fixed-threshold acquisition.

If the packet radio system employs intermediate-length preamble sequences,

the best acquisition performance is observed for a system employing both

adaptive-threshold acquisition and preamble-sequence selection for most val-

ues of the sequence acceptance percentage. The individual contribution to the

improvement in acquisition performance due to the adaptive-threshold tech-

nique is not as great as for the system with long preamble sequences. Similarly,

the individual contribution to the improvement in acquisition performance due

to preamble-sequence selection is less significant than for the short-preamble

system. The combination, however, results in a decrease in the min-max prob-

ability of not acquiring of almost an order of magnitude compared with optimal

fixed-threshold acquisition.
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