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ABSTRACT

Nowadays, biomedical researchers publish thousands of papers and jevemals
day. Searching through biomedical literature to keep up withtétbe of the art is a task
of increasing difficulty for many individual researchers. Thatmuously increasing
amount of biomedical text data has resulted in high demands fdi@erefand effective
biomedical information retrieval(BIR) system. Though many existing information
retrieval techniques can be directly applied in BIR, BIR wligtishes itself in the
extensive use of biomedical terms and abbreviations which present high aynbiguit

First of all, we studied a fundamental yet simpler problem of veamhantic
similarity. We proposed a novel semantic word similarity algoritand related tools
called Weighted_Elge Smilarity Tools (WEST). WEST was motivated by our discovery
that humans are more sensitive to the semantic difference dine tategorization than
that due to the generalization/specification. Unlike most existiathods which model
the semantic similarity of words based on either the depth af tlsevest Common
Ancestor(LCA) or the traversal distance of between the word pair in Wet,ldWEST
also considers the joint contribution of the weighted distance betweewdrds and the
weighted depth of their LCA in WordNet. Experiments show that weijktdge based

word similarity method has achieved 83.5% accuracy to human judgments.



Query expansion problem can be viewed as selectinig wogrds which have the
maximum accumulated similarity to a given word set. It han lpFoved as an effective
method in BIR and has been studied for over two decades. However, maspoétious
researches focus on only one controlled vocabuMeSH In addition, early studies find
that applying ontology won’t necessarily improve searching pedoce In this
dissertation, we propose a novel graph based query expansion approdcisvahie to
take advantage of the global information from multiple controlled voeabksl via
building a biomedical ontology graph from selected vocabulariddeirmthesaurusWe
apply Personalized PageRardtgorithm on the ontology graph to rank and identify top
terms which are highly relevant to the original user queryhgepresented in that query.
Those new terms are reordered by a weighted scheme tdipgi@pecialized concepts.
We multiply a scaling factor to those final selected teronprevent query drifting and
append them to the original query in the search. Experiments showuthapproach
achieves 17.7% improvement in 11 points average precision and recall agalunst
Lucene’s default indexing and searching strategy and by 24.8% better afjdmesother
strategies on average. Furthermore, we observe that expanding&athlized concepts
rather than generalized concepts can substantially improve tball-peecision
performance.

Furthermore, we have successfully applied WEST from the undgrifordNet
graph to biomedical ontology graph constructed by multiple controlledoutarges in
Metathesaurus. Experiments indicate that WEST further improveeitedl-precision

performance.



Finally, we have developed ar&ph-based Bmedical Seah Emgine (G-Bean)
for retrieving and visualizing information from literature using quobposed query
expansion algorithm. G-Bean accepts any medical related uggraneeprocesses them

with expanded medical query to search for the MEDLINE database.
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Chapter 1

| ntroduction

1.1. Problem Statement

Nowadays, biomedical researchers publish thousands of papers and jevemals
day. Searching through biomedical literature to keep up withtétbe of the art is a task
of increasing difficulty for many individual researchers. Thallenge is ever increasing
in the scope of topical coverage as well as the fast-growingmeolof biomedical
literature [1, 2]. There is a high demand from the biological aadical community for
an efficient and effectiveiomedical information retrieva(BIR) system. Though many
existing information retrieval techniques can be directly usdslity BIR distinguishes
itself in the extensive use of biomedical terminology as wetha high ambiguity those
terms may present. One of the biggest challenges in BIR irctease the recall and
precision performance in searchiMEDLINE database. MEDLINE [3] is the world’s
largest medical bibliographic database that contains more than 1808 witations (by

July 2011) from approximately 5000 medical journals and articles.I'NEBibMed[4]



system is the most widely used web interface for acug9dEDLINE, generally uses
Boolean expressions to search the indexed documents.

However, effectively querying MEDLINE by PubMed is not an etask for
ordinary users. Due to the complexity of the query languagecéorrate searching result,
the literature searching is usually performed by expertersmarch expert such as
librarians [5]. It is widely reported [6, 7] that normal usersluding those regularly use
the PubMed system over the web, do not utilize the system asiveffie@s experts.
Those inexperienced searchers either fail to employ the besy tprens or fail to
effectively apply Boolean expressions in the query statement[8@ddition, since there
IS no one “correct” way to index an item, the disagreement betwearchers and
indexers under the Boolean systems can make inexperience sedrabtated. One
previous study [8showed that the average novice searcher (third year medidanst
requires 14 separate queries to attain their objective. In additi@ns @ase often
overwhelmed by the long list of search results: over one-third of PubMed queuk$res
100 or more citations [2].

MEDLINE based information retrieval has been studied for moean ttwo
decades [9-11]. Those early studies observed that using controlldablayess such as
MeSH offer no advantages in retrieval performance overténgeThe poor performance
is caused by a number of potential reasons such as missing coacdpiscomplete
synonym sets [12].

Nevertheless, query expansion has been confirmed as an effeatite imnprove

search performance. Srinivasan [13, 14] observedpd®ido relevance feedbakRF)



based query expansion on MeSH vocabulary improved the retrieval panmgEmYoo
[15] and Abdou [16] re-designed the terms weight scheme found by PREvVEIQwince
PubMed doesn’t sort matched documents by relevance, the PRE\stragiht not apply
properly into PubMed.

There are two limitations for previous studies in query expangigronly small
amount of biomedical terms are used in indexing. Metathesaurus 2010AR tataé 2.3
million biomedical concepts, while most of the previous research @ayMeSH along
which only contains 26K terms in indexing. (2) Early studies did not cangidecontext
information presented in the query. Expansion based on individual ternheathyo the
problem of query drifting.

Since the search mechanism in PubMed is not efficient for avarsgrs and
existing methods have various drawbacks and limitations, a novel aed inegx and
search approach is always desired in the biomedical commtmitgvercome the
shortcoming of the Boolean logic operation based PubMed system.

In recent years, we have continuously developed several original strdgsgies
[17-21] in information retrieval and text mining and we applied theta MEDLINE
[22, 23] based information retrieval and we have achieved great rparfoe

improvement over existing methods.

1.2. Dissertation Summary

This dissertation is dedicated to an original hybrid query rsipa method in

biomedical information retrieval by exploring ontology graph.



We first studied a relevant simple problem in natural langyageessingword
semantic similarity problepwhich aims to compute the semantic similarity between two
nodes in an ontology graph. We proposed a novel weighted edge word semanti
similarity algorithm called WEST. We discovered an importaniman judgment
difference betweencategorizatiohpair and Specification pair that humans are more
sensitive to the semantic difference caused by the categamizan by specification. In
other words, people view word pair separated by specification nmararsthan those
separated by categorization. Base on this observation, we desigetaf strategies to
measure word similarity considering that factor. Our propaseidhted edge distance
model considers the specification level difference of a word gradr the specification
level of its least common ancestor together. Based on thisnmadel and a set of
improved non-linear transfer functions, our method’s result reachegrya good
correlation against Miller-Charles’s human similarity judgment.

The word semantic similarity gives us a hint that the sintyl value
exponentially decreases while the number of hops increasesebetwe nodes. It also
helps us abstract the query expansion problem into a mathematicalthaidee want to
expand the user query with additional terms with the top accumdateldrity values,
while preventing the problem of query drifting.

Our ontology graph exploration methodology applies personalized PageRank
algorithm to the ontology graph. The original user query is usethe teleportation
vector to compute a corresponding PageRank vector which is latetousedstruct the

expanded query. As of our knowledge, this is the first personalizpeRRak application



in text processing in biomedical information retrieval area.ndjee this approach can
bring interests and further studies from other researchersreanadéized PageRank in
biomedical information retrieval.

In addition, we applied this WEST word similarity algorithm frékordNet to
multiple ontologies from Metathesaurus. The WEST algorithmad ts further filter the
low similar personalized PageRank vector in order to provide screenattiedpguery.

Finally, we implement a web application of the biomedical seangine using
our hybrid query expansion approach. The web application is open talihe gnd free

to use, providing a better way for biomedical researchers to search $viplaipdications.

1.3. Research Contributions

New approach to query the MEDLINE database is always tésiia the
biological and medical community. In this dissertation, we Ststdied a preliminary
problem of word semantic similarity. Then, we extended the word reemamilarity
into query expansion problem and proposed to apply Personalized PageRamiptae
get the expansion candidates. We also apply the similarityrithligo to verify the
confidence of these expanded terms.

Weighed Edge Word Semantic Similarity: first, we made an important
observation that humans are more sensitive to the word semantierdifecaused by the
categorization than by specification. In another word, people view pair separated by
specification more similar than those separated by categonz®ur proposed weighted

edge distance model merges the specification level differeh@eword pair and the



specification level of its least common ancestor togetheese® on this new model and a
set of improved non-linear transfer functions, our method’s resuthesaa very good
correlation against Miller-Charles’s human similarity judgment.

Ontology Graph based Query Expansion: First of all, our proposed
personalized PageRank based query expansion algorithm is conceptuallyamibve
very different from previous query expansion methods in informatiorevetras of our
knowledge. Unlike most of the previous ontology based studies which watillggMeSH
as their solo ontology, our personalized PageRank approach can empliyyiem
controlled vocabularies from Metathesaurus during the process. Indkijsour system
provides user with the ability to customize the underlying ontolaggethey wish so that
different user might be able to search the biomedical dataisasg different underlying
ontologies. For example, a biology scientist who is working on ggmeriexents can use
the ontologies constructed by the single Gene Ontology (GO). Ke tha personalized
PageRank algorithm work effectively, we have designed a systemadhodrte eliminate
the mapped generalized biomedical concepts and populate closedd refeecialized
concepts resulting in significant increase in the relevanceewifeval results. Our
experimental analysis showed that eliminating generalized bicalecbncepts in the
search query may greatly improve the recall-precision perfwenaFinally, we
demonstrate that query expansion based on ontology graph is morelsialtleat based
on pseudo relevance feedback because sorting the retrieved docbgneelisvance is

found to be often inaccurate.



Hybrid Approach: We have successfully explored and combined two different
yet effective approaches to take advantages of the multiple bicahedimwlogies into
bioinformatics information retrieval. The final hybrid approach fuather improved the

performance of the search engine.

1.4. Dissertation Organization

The rest of the dissertation is organized as follows. In ch@ptiee background
information of the ontology graph and biomedical information retriav@lpresented. It
also discusses existing query expansion methods, such as pseudo eclegdhack. In
chapter 3, Weighted Edge Similarity Tools (WEST) is introdut®@ compute word
semantic similarity on WordNet graph. The WEST method consitierslifference of
specification and generalization of a word pair in their position&aordNet hierarchy. In
chapter 4, the method and experimental results of query expansion assogalized
PageRank algorithm is presented. In chapter 5, a hybrid quernpsapaalgorithm is
presented. The WEST algorithm is applied to the biomedical ontolaphgnd the
expanded query from the personalized PageRank algorithm is festherined by the
WEST algorithm to filter those concepts with low semanticlanity against the original
query concepts. In chapter 6, a prototype of web application of the propuosed
expansion biomedical information retrieval system is presentedll\s conclusion and

future work are presented in chapter 7.



Chapter 2

Background

2.1. Ontology

In philosophy, ontology is the study of being or existence and fdmdasic
subject matter of metaphysics. It seeks to describe the t¢atsigories and relationships
of being or existence to define entities and types of entitigtsrwits framework [24].
Ontology can be used to reason about the entities within that domainagrizerased to
describe the domain. In computer science, an ontology representsdivesfieeans of
knowledge sharing within controlled and structured vocabulary [25]. Ontplayydes a
shared vocabulary, which can be used to model a domain — that is, thef typects
and/or concepts that exist, and their properties and relations. theisstructural
framework for organizing information and is used in artificial liigence, the Semantic
Web, systems engineering, software engineering, biomedicaiiafics, library science,
enterprise bookmarking, and information architecture as a form of kdgele
representation about the world or some part of it. The creation of damtologies is

also fundamental to the definition and use of an enterprise architecture bdaj2].



In the following sections of this chapter, we are going to introcaeeeral
different ontologies for various purposes. First of all, WordNe} {22 general English
lexical ontology covering most of the common English concepts that dungpearious
purposes. In biomedical domain, the Metathesaurus of Unified Medicaliagegystem
(UMLS) framework [28, 29] includes many biomedical ontologies ardhinologies
such as Medical Subject Headings (MeSH) [30] and Medicine @lifierm (SNOMED-
CT) [31, 32]. NCBI Taxonomy [33] is another example of ontology tororgaspecies

where species in “is-a” relationships are grouped together using stamadabulary.

2.2. WordNet

WordNet [27] is a lexical taxonomy database, widely used in many reseadsh fi
such as artificial intelligence, natural language processirigrmation retrieval, and
semantic web. WordNet provides a fine-grained structure ordseimgntic word senses,
called synsets, in Birected Acyclic Grap{DAG). Senses/synsets of different “part-of-
speech” are organized in different DAGs. All relationships ftnm edges in WordNet
while the synsets, consist of the nodes in WordNet. Though WordNet 3.0 includes total 22
relationships between senses in its relationship hierarchgaherelationship is still the
“hypernym/hyponym (is-a)” relationship. The hypernym relatigps of senses are

shown in Figure 1 (only showing synset senses rather than synset ids for ddroopstra
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Figure 1: WordNet hierarchy

In WordNet, synsets and their relationships are used to modpblygemy and
synonymy phenomena in English language. Polysemy means that onbasatiferent
meanings, while synonymy indicates different words represenathe soncept/sense. If
several words represent the same concept, it means they argrsgnsnand a single
synset ID is assigned to them. For example, ‘lumber’ and ‘timbleare the same
concept, that is, “the wood of trees cut and prepared for useildsng material”. Thus,
these two words have the same synset ID in WordNet. As of tst hgrsion 3.0 in
2006, the WordNet database contains 155,287 words organized in 117,659 syrsets for
total of 206,941 word-sense pairs, and there are 101,863 monosemous and 60,384
polysemous noun words and senses.

Similarity of word senses obtained by WordNet-based methodsyclosdches
the human perception because WordNet has coded the semantic reiadiarfsword

senses, as perceived by humans, into its hierarchical structure.
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2.3. Medical Subject Headings

Medical Subject Headings (MeSH) [30], a subset of Unified Médieaguage
System (UMLS) [28, 29], is the U.S. National Library of Mede&s (NLM) controlled
vocabulary thesaurus consisting of sets of terms naming descrptarsierarchical
structure that permits searching at various levels of spiegiflt is the main source
vocabularies used with the primary purpose of supporting indexing, catglcgnd
retrieval of medical literature articles stored in NLMEMLINE database. MeSH
terminology provides a consistent way to retrieve information tret ose different
terminology for the same concepts and imposes uniformity and camgisin the
indexing of biomedical literature. It is also used in the querggrgsortion of PubMed's
information retrieval system to map a user's query to Me8striptors in order to
retrieve medical text that have been also indexed with the same MeSH descriptor

There are three basic types of MeSH Records [BédEcriptors Qualifiers and
Supplementary Concept RecordSCRs). MeSH Descriptors, also known as Main
Headings (MH), are used to index citations in NLM's MEDLI8d&Eabase, for cataloging
of publications, and other databases, and are reachable in PubM&tHhsMost
Descriptors indicate the subject of an indexed item, such as aljauioke, that is, what
the article is about. Descriptors are generally updated ommamabbasis but may, on
occasion, be updated more frequently. MeSH descriptors are arramgedth an
alphabetic and a hierarchical structure. At the most generalsl®f the hierarchical
structure are very broad headings such as “Anatomy” or “Menisdrders”. More

specific headings are found at more narrow levels of the tveWat hierarchy, such as

11



“Ankle” and “Conduct Disorder”. There are 26,142 descriptors in 2011 MaS#i over
177,000 entry terms that assist in finding the most appropriate Mé&dding, for
example, “Vitamin C” is an entry term to “Ascorbic Acid”.

There are 83 different Qualifiers, also known as subheadings, useuiéaing
and cataloging in conjunction with Descriptors. Qualifiers affombavenient means of
grouping together those citations which are concerned with tecydar aspect of a
subject. For example, a “Liver/drug” effect indicates thatatele or book is not about
the “liver” in general, but about the effect of drugs on the “fiv@ualifiers are
searchable in PubMed as MeSH Subheadings [SH]. Not all iptestqualifier
combinations are allowed since some of them may be meaningless.

Supplementary Concept Records (SCRs) does not belong to the cdntrolle
vocabulary as such and are not used for indexing MEDLINE articles; inbeadrilarge
the thesaurus and contain links to the closest fitting descrptoe tised in a MEDLINE
search. Many of these records describe chemical substances.a8CRsarchable by
Substance Name [NM] in PubMed. Unlike Descriptors, SCRs do not hageNlimbers;
however, each SCR is linked to one or more Descriptors. SCRspdated weekly,
unlike Descriptor and Qualifier records, which are generally updatemh annual basis.
There are currently over 199,000 SCR records within a separate thesaurus [3].

MeSH includes 16 high-level categories shown in the MeSH TreetGte [35]
where each category is assigned a letter: A for Anatomy, B fom@rga, C for Diseases,
and so on. Each category is then repeatedly divided by a set @teggdmes. When

PubMed searches a MeSH term, it will automatically incladerower terms in the
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search, if applicable. This is also called automatic explosion. $&mms occur in more
than one place in the hierarchy. For example, “Eye” appears uradmtatomy branch,
but also under the Sense Organs branch. Automatic explosion will include narromger ter

from all instances of the term in the hierarchy.

2.4. M etathesaur us

The Metathesaurus [36] of Unified Medical Language System (UML&)ZQ] is
a large, multi-purpose, and multi-lingual vocabulary database cargainformation
about biomedical related concepts, their various names, and their inter-réigsons

The MeSH ontology we described in the previous section is also afptme
Metathesaurus ontology. Each biomedical concept is identified byiactise id called
Concept Unique ldentifie(CUI), which is an eight character alpha-numeric string. We
use CUI to represent each biomedical concept in this dissertBach CUI is associated
with a set of lexical variants strings, calleashcept namerhe concept name may refer to
medical conditions, appendages, diseases, drugs, and others; it nsayleeterm,
phrase, or a string of terms. Each concept is accompanied bycamssd set of lexical
variants cumulatively numbering over 1.7 million terms with 2 onllistrings
representing a variation in concept spelling identified by a string icantif

A depiction of concept organization as used in the Metathesaurus is show
Figure 2. A concept is a grouping of synonymous terms; furtherreamh synonymous

term listed for a concept contains acceptable spelling variatidmsse variations are
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depicted as String 1 to String 4, while the synonymous termdegieted as Terml and

Term 2.

S0000001 String 1
SO000002 String 2

|

Term 1 1
LO000001 !
|

|

S0000003 String 3
___________ 4
! I
Term 2 | SQ000004 String 4 I
LOOQO0002 | SO000005 String 4 I
I
: |

Conceptl
Co000001

Figure 2: Metathesaurus concept organization

[ mm e —— e ———————— -
— | coo1403 | ENG | P | LD001403 | PF | 50010794 | Addison’s Disease .
o | C001403 | ENG | P | LOD01403 | VC | 50352253 | ADDISON’S DISEASE :
O | co01403 | ENG | P | 10001403 | VO| 50033587 | Disease, Addison :
o ! co01403 | ENG | P | L0001403 | vO| 50469271 | Addison’s disease |

I coo1a03 | ENG | S| L0367999 | PF | 50469267 | Addison melanoderma

: C001403 | ENG | S | L0373744 | PF | 50471237 | Asthenia pigmentosa |

Figure 3: Metathesaur®ddRCONSQ@able
The MRCONS@ble in Figure 3 stores the entire CUIs and concept names. The
MRCONSQ@able in consists of several data columns but the two of intexestsoncept
name and CUI.
The Metathesaurus includes many inter-concept relationshipslasMost of
these relationships come from individual vocabularies. The othersthee added by

NLM during Metathesaurus construction or contributed by users to gugpgtain types
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of applications. The inter-concept relationships are stored iNMRRELtable depicted in
Figure 4. Many types of relationships are included such as pdm&ht/onmediate

siblings.

i

_y ; C001403 | CHD | 0546992 | RCD | RCD | | :

Ll | C001403 | PAR | C0001621 | PSY | PSY | | |

C | C001403 | PAR | C0004364 | inverse_isa | MSH | MSH | RCD |

e

= I |
I |
| |

Figure 4: MetathesaurddRRELtable

2.5. Biomedical I nformation Retrieval

In computer science field of studgformation retrieval(IR) [37] refers to finding
material (usually documents) of an unstructured nature (uswadty that satisfies an
information need from within large collections (usually stored onpeaears). IR can also
cover other kinds of data and information problems beyond that specifié icote
definition above. The term “unstructured data” refers to data wdoels not have clear,
semantically overt, easy-for-a-computer structure. It iDgposite of structured data, the
canonical example of which is a relational database, of themmpanies usually use to
maintain product inventories and personnel records.

Nowadays, hundreds of millions of people engage in information retreeeay
day when they use a web search engine such as Google omBingpation retrieval is
fast becoming the dominant form of information access, overtakidgioreal database-

style searching.
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The continuously increasing amount of biomedical information hastedsir
higher demands for an efficient and effectii®@medical information retrieva(BIR)
system. This requires the ability to systematically comparge data sets with all the
knowledge that is derived from the published data, which allows theglmalaelevance
of the data set to be interpreted. The information, which is megsaorterms of the
numbers of articles and journals that are published, is increasangpasiderable rate, so
that it is no longer possible for a researcher to keep up to dtteallvthe relevant
literature manually, even on specialized topics.

Figure 5 shows the numbers of journals, papers (as representdé&blyINE
abstracts), papers on the cell cycle and papers on Cdc28 tlapwsished each year
from 1950 to 2005 [1]. An average for 3 years was calculated for ¢fe@8Ccurve
because of much lower numbers. The number of new papers that washgulildach
year continues to increase, especially on certain topics subhk asll cycle, for which it
is no longer possible to read all new papers that are publishedof@yast, specific
proteins that are “hot” at one point in time tend to lose their populéater, as
exemplified by Cdc28.

Though many existing information retrieval techniques can be dirasgd in
biomedical information retrieval, BIR distinguishes itself in thgtensive use of
biomedical terminology which contains many uncommon terms and amlsg

abbreviations..
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Figure 5: Increasing trend of publications containing gene “Cdc28”
(cited from Jenson 2005 [1])

2.6. MEDLINE and PubMed database

Advances in biotechnology, together with the widespread use of high-timaiug
methods for gene analysis, have helped shifting the focus of biologEeérch from
specific genes and proteins to a more systemic analysis afntherlying biological

problem. Researchers now face the increasing need to plan theineys and analyze
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the resulting datasets in view of the quickly expanding biomedicainnation available
[38].

Medical Literature Analysis and Retrieval System On(M&DLINE) [3] is the
National Library of Medicine’s premier database that hostdical journals and articles
in the life sciences with a concentration in biomedicine. ltuthes bibliographic
information for articles from academic journals covering medichursing, pharmacy,
dentistry, veterinary medicine, and health care. MEDLINE a&seers much of the
literature in biology and biochemistry, as well as fields suamalecular evolution [39].
It also leverages a controlled vocabulary, meaning that therespea@fic set of terms
used to describe each stored article; describing each adicigenerally known as
indexing. Records in MEDLINE are indexed with the MeSH vocabularyatilitate
retrieval by regular users, researchers, students, and doctoess Wwiso are familiar
with the MeSH vocabulary are typically better searchers tiwse users who are
unfamiliar with the specialized vocabulary. The records in MENBH_are covered from
1946 to present, with some even older materials.

PubMed[4], as the most popular biomedical information retrieval systpves
researchers access to over 17 million citations from a brodelctooh of scientific
journals, indexed by the MEDLINE literature database. PubMed wmweh-based
information retrieval system developed by the National CenterBiotechnology
Information (NCBI) to provide access to citations from biomeditatature. PubMed
facilitates access to the biomedical literature by combitivegMeSH based indexing

from MEDLINE, with Boolean and vector space models for documenévatrioffering
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a single interface from which these journals can be search¢d THO result of a
MEDLINE/PubMed search is a list of citations (including authatlg, tsource, and often
an abstract) to journal articles and an indication of fredrel@c full-text availability.
Searching is free of charge and does not require registrat®sarching
MEDLINE/PubMed effectively is a learned skill; untrained usemr® sometimes
frustrated with the large numbers of articles returned by simple ssarche

The weaknesses of the PubMed information retrieval systemmagle manifest
when indexing medical articles and resolving users searcheguer indexes. In an
effort to build an information retrieval system based on semagttieval, PubMed has
heavily utilized the MeSH vocabulary in its indexing and user-qugrgmmponents.
There are 26,142 descriptors, 83 qualifiers, over 177K assisting entry &d over
199K supplementary concept records in MeSH 2011; but only descripbrgualifiers
are used in indexing MEDLINE. In comparison, NIWetathesauru010AB covers 2.3
million biomedical concepts. The primary disadvantage of the MEB/PubMed
system is that it indexes millions of documents with less thafo of the available
biomedical vocabulary. This disadvantage is obvious when retrievingtsresom
PubMed that are semantically close to the information reggiesiut not sufficiently
narrow resulting in very low precision and recall and requinmgtiple searches by

users.
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2.7. Query Expansion

Previous sections introduced biomedical related information retrigha next
two sections discuss the related techniques we will use in this dissertation.

Query Expansion(QE) is the process of reformulating an original query to
improve retrieval performance in information retrieval. In the odntdé web search
engine, query expansion involves evaluating a user's input (what woredyped into
the search query area and sometimes other types of data)pamdiiexy the search query
to match additional documents. Search engines invoke query expansionetséntne
guality of user search results assuming that users do not dovaysdate search queries
using the best terms [41].

The goal of query expansion is to increase recall, but preatsinrpotentially
increase as well, by including those records which are monreargler at least equally
relevant into the query result set. Those records which have thetigbbte be more
relevant to the user’s desired query would be included by applying g¥pansion. At
the same time, many of the current commercial search engise Term Frequency —
Inverse Document Frequency (TF-IDF) to assist in ranking.aBking the occurrences
of user’s input as well as synonyms and alternate morphologitatf documents with a
higher density (high frequency and close proximity) tend to midgnageer up in the
search results, leading to a higher quality of the search resatshe top of the results,
despite the larger recall.

Query expansion techniques can broadly be classified into three categories:
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(2) Collection based or global analysigse context global of terms in collection
to find out similar terms with query terms [42].

(2) Query based or local analysishe context of terms is reduced to smaller
subsets of information which is given from relevance feedback or pseudo
relevance feedback [43] and collaboration information like useri@rafuery
logs [44].

3) Knowledge based approacihe exploration of the knowledge in external
knowledge sources, mostly with general domain thesaurus like WordNet.
They explore semantic links in the ontology graph in order to findrotite
related terms of query concepts to expand.

In this dissertation, our proposed query expansion approach is knowledge bas

approach.

2.8. Pseudo Re evance Feedback

In information retrieval systemselevance feedbaciRF) is an effective query
expansion technique. It takes the results that are initiallyneduirom a given query and
it relies on user interaction to identify the relevant resaltbuild and perform a new
query.

Pseudo Relevance Feedba@RRF) automates the manual part of relevance
feedback, so that the user gets improved retrieval performaitbeutvan extended

interaction. The method performs normal retrieval to find an irsgalof most relevant
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documents; it then assumes that the top “k” ranked documents ar@ntekend it finally
performs relevance feedback as before under this assumption [45].

The success of relevance feedback depends on certain assumptjofir$8y,
the user has to have sufficient knowledge to be able to make ahdogiy which is at
least somewhere close to the documents they desire. Thisededhenyhow for
successful information retrieval in the basic case, but mportant to see the kinds of
problems that relevance feedback cannot solve alone. Cases wkegsncel feedback
alone is not sufficient include:

» Misspellings. If the user spells a term in a different wathe way it is spelled
in any document in the collection, then relevance feedback is untidbe effective.
This can be addressed by the spelling correction techniques.

» Cross-language information retrieval. Documents in another langarageot
nearby in a vector space based on term distribution. Rather, documehts same
language cluster more closely together.

* Mismatch of searcher’s vocabulary versus collection vocabulathelfuser
searches folptop but all the documents use the tefsrebook computer, then the query will
fail, and relevance feedback is again most likely ineffective.

Secondly, the relevance feedback approach requires relevant dusutmebe
similar to each other. That is, they should cluster. Ideally, the tkstribution in all
relevant documents will be similar to that in the documents edably the users, while
the term distribution in all non-relevant documents will be difierffom those in

relevant documents. Things will work well if all relevant documengstightly clustered
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around a single prototype, or, at least, if there are differendtgpats, if the relevant
documents have significant vocabulary overlap, while similaritiesd®at relevant and
non-relevant documents are small. Implicitly, the Rocchio relevéeedback model
treats relevant documents as a singlester, which it models via the centroid of the
cluster. This approach does not work as well if the relevant docaraemta multimodal
class, that is, they consist of several clusters of documetitsihie vector space. This
can happen with:

* Subsets of the documents using different vocabulary, such as Burma vs
Myanmar

» A query for which the answer set is inherently disjunctive, such as Pop stars who
once worked at Burger King.

* Instances of a general concept, which often appear as a disjunctinaref

specific concepts, for example, felines.
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Chapter 3

Weighted Edge Similarity Algorithm and Tools

3.1. Motivation

Determining the semantic similarity of two words is usefel ghallenge. The
measure of the semantic similarity of words is a building Kolimc many important
applications, such as word sense disambiguation, clustering, embexdikipg, and
spell-checking. However, polysemy and synonymy phenomena widely iexmsttural
language, and psychologists have demonstrated that the human perceptiven of
similarity between words is subject to the context. Therefoise extremely difficult to
model the human perspective on the semantic similarity of words.

In recent two decades, researchers have tried to solve this batdnprthrough
different approache&xisting methods can be divided into two categories:

Thesaurus-based methoady on a human-built thesaurus, such as WordNet. Wu
and Palmer[46] consider the specification level of two word sensdstleeir least
common ancestor, but their linear similarity function is simplecivis not accurate with

human judgments. Li et al. [47] proposed an efficient non-linear methddaehieved
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significant performance improvement over other studies [48-3hjormation
contenf[49-52], statistical word distribution of text corpus, is used as supeplea
information. Several corpuses, includiBgown corpus, Semcaoand Treebank are used
to acquire the information content. However, if two words are amtiotated near the
root of the thesaurus, callegthallow annotationtheir semantic distance will always be
computed close to zero, thus causing abnormal high similarity result.

Knowledge-based Methodtiske advantage of human knowledge base. Cilibrasi et
al. [53] proposedNormalized Google Distancewhich assumes that the semantic
similarity of two words is associated to the number of welepagturned by Google
search engine. However, Normalized Google Distance onligctefthe concurrency in
textural document. It is not really a concept distance sindedasn’t preserve triangle
property ESA [54] maps each word into a vector of a set of estiderived from
Wikipedia corpus by traditional Vector Space Model. Then, relatedsesgasured by
the cosine of the angle of two Wikipedia-article vectors. dtalized PageRank [55] is
used on WordNet graph.

To address the drawbacks of these existing methods, we propose WESWY, a
method to consider the co-locations of word pairs with theast Common Ancestor
(LCA): when two different word pairs that share the same b8 have the same graph
distance, the similarity value of one word-pair should not always be the sdanseabher.
Actually, it should be decided by the specification levels ohaadividual word. The
advantages of this new method are two folds: (1) the semanti@arsiyniof words

measured by this method closely matches the human perspé2}itiee measure of the
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semantic similarity relies only on co-location information of wondthin the WordNet,
thus more computation effective than those requiring the computationpafsceatistics.
Experimental studies show that our proposed method outperforms all existing methods
The rest of this chapter is organized as follows. We introdueebackground
knowledge of word similarity in section 3.2. In section 3.3, we observelitfegence
between word pair’s inheritance and categorization relationsn, Tlwe propose the
weighted edge method to model the semantic distance of words in section 3.4.048%& disc
the benchmark, dataset, methods of the experimental studies. Wes dispasimental
result in section 3.5. Section 3.6 shows the architecture and impleimeaf¥VEST -- a

set of web tools for public use. Finally, we have our conclusion in section 3.7.

3.2. Semantic Similarity of Words

Many recent studies have employed WordNet as their knowledgetbasgudy
the semantic relationships between words. WordNet [56] is aalebsiconomy database,
widely used in many research fields such as natural langquagessing, data mining,
and information retrievalt provides a fine-grained structure ordering semantic word
senses osynses, in aDirected Acyclic GrapHDAG) hierarchy, as shown in Figure 6.
Words of different “part-of-speech” are organized in different BAG&Ithough WordNet
3.0 includes total 22 relationships between words in its relatioms@iprchy, the main
relationship is still the “hypernym/hyponym” inheritance tielaship. All relationships

form the edges in WordNet, and the word senses, or synsets, aifnfist nodes in
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WordNet. Synsets and their relationships are used to model themglysd synonymy
phenomena in English language.

Polysemy means that one word has different meanings, whileygyyandicates
different words represent the same concept. The statistics thlavwhere are 101,863
monosemous and 60,384 polysemous noun words and senses in WordNet 3.0. If several
words represent the same concept, it means they are synonymousiagie aynset ID
is assigned to them. For example, ‘lumber’ and ‘timber’ sharsdh®e concept, that is,
“the wood of trees cut and prepared for use as building matertal’s, These two words
have the same synset ID in WordNet.

Previous studies [47] have identified two critical factors ®rficing semantic
similarity: graph distance and gecification level(SpecLev) of theineast Common
Ancestor(LCA). Graph distance counts the number of hops on the shortest pathrbetwee
two synsets, and specification level (SpecLev) is the numbdeops on the shortest path
from the synset to its root, or tldepthof synset in WordNet. If a synset is closer to the

root in the WordNet, it has a lower SpecLev, thus has a more general meaning.

baked gnods‘ ’

/N

‘ bread ‘ cake

|

cookie A |

T=A2T

uoTil1eoTIToads

Figure 6: WordNet specification level
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3.3. Inheritance vs. Categorization

If only the graph distance and the SpecLev of their LCA are userasure the
semantic similarity of two words, when two different word palrare the same LCA and
the graph distance between the words in one pair is the same asdhather pair, the
semantic similarity of one word pair is measured to be the same as tatisesimilarity
of another word pair using existing methods. Does this match the hpengpective?
None of the existing studies have investigated this issue.

To study how human beings judge the semantic similarity of wordghe
aforementioned situations, we select two word-pairs that sharsathe LCA and the
words within each pair have the same graph distance. In one wagrdepled
categorization pair the words are both descendants of their LCA, since they are
separated into different categories. In another word pair, cadlestitance pair one
word is descendant of another word. We put these two word-pairshéogas a
comparison group. In Figure 6, “bread-cake” is a categorization ‘fiiked goods-
cookie” is an inheritance pair. These two pairs have the $&Ae"baked goods”, and
the graph distance of “bread-cake” and “baked goods-cookie” are 2.

We collect 20 groups of such comparison pairs. The graph distance vebrtie
pairs in the first 10 groups is 2 in Table 1. The graph distantieeolvord-pairs in the
second 10 groups, shown in Table 2, is 4. Then we randomly stop pedplemson
University campus and ask them to judge which pair in each comparisop is more
similar semantically. 51 individuals finished the questionnaire anonsimdn Table 1

and Table 2, each row contains a group of word-pairs. Theslgfeiinheritance pair and
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the right is the categorization pair.

The number in the second ealepresents the

number of people who think the inheritance pair is more similarasgécally. The

number in the last column represents the number of people who fesdtdgorization

pair is more similar. For those who feel both pairs are semadigtequal or who cannot

tell which pair is more similar, no number is added to any colurha.slirvey results in

Table 1 shows that in 68.41% of cases of graph distance at 2, gaogléhe inheritance

pairs are more similar, and in 31.59% of cases, people think thegatdign pairs are

more similar. The results in Table 2 demonstrate that in 76.67% of cases of gtaphdli

at 4, people think that the inheritance pairs are more similar, and in 23.33% vice versa.

Table 1: Comparison groups with graph distance equal to 2 in each pair

I nheritance Word-Pair

Categorization Word-Pair

baked-goods :: cookie 30 & bread :: cake 19
beef :: food 48 & meat :: chocolate 2
brownie :: cake 44 & cookie :: fruitcake 5
ground beef :: meat 24 & pork :: mutton 25
apple pie :: pastry 42 & pie :: puff 8
stove :: device 41 & comb :: fan 8
engine :: machine 18 & computer :: calculator 33
hunting dog:: canine 27 & wolf :: fox 22
minicab :: car 29 & jeep :: sedan 21
gold :: metal 37 & aluminum :: zinc 14
Total 340 157
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Table 2: Comparison groups with graph distance equal to 4 in each pair

I nheritance Word-Pair Categorization Word-Pair
apple pie :: food 44 & cake :: beef 3
clementine :: fruit 36 & apple :: almond 15
chicken :: food 47 & octopus :: pastry 0
dynamo :: machine 45 & engine :: abacus 4
abbey :: building 26 & hostel :: mansion 23
tabloid :: medium 8 & broadcasting :: journalism| 43
laptop :: computer 51 & workstation :: chatroom 0
Q?rr?éican football :: athletic 36 o golf :: basketball 14
cliff diving :: sports 44 & hunting :: swimming 6
collegiate dictionary :: book | 41 & atlas :: bestseller 7
Total 378 115

Our survey results have revealed an interesting observation thae @eephore
sensitive to the semantic difference caused by categorizatiam ty the
inheritance/specification. They think two words in different categoare less similar
than two words separated only by specification levels when grajamcks are the same.
This is more obvious when the graph distance of the words becomes lohger. T
important fact has never been discovered in any previous studiegfléct the true
human perception in measuring the semantic similarity of wordsiawe to include this
critical factor in our measurement model. We defpecification Level Differend&LD)

as absolute difference of the SpeclLev of two word senses. Gm@rwobrd senses

(ws, ws), sley, sley are their corresponding SpecLev, the SLD is measured as

Equation (1):
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SLD(ws, ws) =| slev- sley (2)

SLD models the impact factor of the inheritance and the caregion on the

semantic similarity of two synsets with the same graph distance andribd €.

3.4. Our Weighted Edge Semantic Similarity Approach

3.4.1. Weighted Edge

Since WordNet architecture is ordered by word sense, we agb@nsmantic
similarity of a word-pair is the highest semantic similakialue measured from all its

sense-pairs. The semantic similarity of a senses (vedr, ws) can be determined by
three factors in the WordNet Hierarchy:

(Factor 1) Specification Level of its LCAley,, on the shortest path linking the
sense-pair;

(Factor 2) The shortest graph distandg, (ws, ws) between the sense-pair;

(Factor 3) Specification Level Differen&L.D( ws, ws) between the sense-pair.

An intuitive approach to measure the semantic similarity oéreses pair is to
summarize these three factors under proper scaling parantéd@rsver, it is very hard
to determine three proper scaling parameters due to theitatmms. In this section,
we propose a simple yet effective method to measure the sesiamtarity of sense pair

based on the combined effect of these factors.
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We propose a simple yet effective method to measure the sersamiterity of
sense pair based on the previous observation.

Given a word pair, we query WordNet for all its sense paifsmtowhich LCA on
the path has the highest SpeclLev, since SpecLev of LCA is thededsive factor in
similarity measurement. If more than one sense pairs are founsernke pair with the
shortest graph distance in WordNet is selected. Then, we can docoseasuring the
similarity of corresponding sense-pair. This process islainto the “disjunctive
concepts” method by Rada [48] and Resnik [49] respectively, but ttezedite in our
method is that, during the sense-pair selection, we consider theeSpacLCA in the
first place rather than graph distance in previous studies. Thisradjisis based on the

observation that the SpecLev of LCA plays the most vital role.

Given a synset pajvg, ws) with SpecLe\(sley, sley), and the SpecLev of their
LCA (ws,) besley,, we can represent the graph distdpdevs;, ws)between ws
and ws; as the sum ofSLD(ws, wg,)and SLD(ws, wg,)in Equation (2):

lja(ws,, ws)
= SLD(ws, ws,)+ SLD ws ws)
=|sley — sley, |+ | sley— slgy |

(2)

=sley + sley-2- slgy
We assume each edge in the WordNet hierarchy has a wkigtitee, which is an

exponential decreasing value associated to its SpecLev. Acedf « < (0,1] is used

to represent theveight decreasing ratex along the edge of WordNet.
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Figure 7: Weighted Edge Decreases along its SpecLev
As shown in Figure 7, we define the edge weighbee, =" for the edge
connecting two neighboring synsets at ldvahdk +1respectively. Thus, the edge
linking the root nodék = 0)and first level nodedk =1) has an edge weight =1. The

more specific or deeper an edge locates in the WordNet ¢chgrahe smaller weight it
has.

Using our weighted edge model, we defimeighted edge distan@g,) between

a sense palws,ws), as a functionf of the three SpeclLev valu(aslevlca,slevi,

slevy). That is,

l,, = T (slev,, sley, sley)
sley-1 sley; -1 (3)

=D &t 2 &

m=sley,, i sley,
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Weighted edge distance is the sum of all the edgighis along its shortest path
to its LCA. Given a weight decreasing rate (0,1], we substitute, with a“in Equation

(3), we have

l, = f(a,sley

ca’

sley, sley)

sley— sley, -1 slev;— sley, -1 (4)

— aSIGVca ( Z am + Z an)

m=0 n=0
Our approach generalizes the traditional grapladeg. Whew =1, the weighted
edge distance turns into the traditional graphadist. Whewm < (0,1), the edge value
exponentially decreases with the increase of Spealang the hierarchy.
We can pre-compute weighted edge distance for eégmécLev to its root
(SpecLev 0) to accelerate the computation for agyse pair in constant time. The

measurement of Weighted Edge Distarigéor sense pair(ws, ws)with LCA (ws,)

can be optimized as:

l,(ws, wsg)

5
:IW(WS'W$oot)+ ll\/(Wﬁ' W%ot)_z' V\l( Wi, W&)t) ( )
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Figure 8: Increasing Specification Level Differericam 0 in (a) to 2 in (b)

Next, we’'ll show how our weighted edge model anel pinoposed Equation (6)
reflect the human perception difference betweerenitdnce and categorization. As

illustrated in Figure 8, given two sense-paiwss, ws) and (ws,, wg), which have the
same graph distance and share the same LCA, b@&pielev difference of{ws, ws)
is zero and the SpeclLev difference @fis,, wg)is two. According to definition of
Weighted Edge Distance, we have:

(s, ws) - |,(ws, wg)
k k+1 k (6)
=a'-a"=a‘(l-a)=>0,ae (0,]]
Thus,l,(ws, ws)> | ,(ws, wg) denotes sense-pdiwvs,, wg) is more similar

than (ws, ws)which is coherent with human judgments. We can loolecthat given a

sense-pair with a fixed graph distance, the inereak their Specification Level

Difference from Figure 8 (a) to (b) reduces its yied Edge Distance, meaning the
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sense-pair has a higher similar value. This resaiforms to our discovery that humans
are more sensitive to the semantic difference chbgeategorization than that caused by

specification/inheritance.

3.4.2. New Transfer Function

Now, we need to design a transfer functign to eonthe Weighted Edge
Distance to semantic similarity value. We define #emantic similarity between sense

pair wg and ws; or sim(ws, ws)be a function of its weighted edge distahce

sim(ws, ws)=§,)) (7)
To efficiently calculatesim(ws, ws), an approximation function that should

demonstrate the following three features:

(1) It should be a continuous function with varabbnge[0,+o) and value
rangef0,1];

(2) When the Weighted Edge Distance is 0, the aiityl value should be 1. It
means the two word sense share the same synsegitpnc

(3) When the Weighted Edge Distance approachesptstive infinite, the
similarity should be 0, meaning the two words areafwvay with each other conceptually.

Li's method [47] used both linear and non-lineandions to approximate the
traditional graph distance to the similarity valuetween 0 to 1. His result showed that

the non-linear function performs remarkably betiiean linear function. We further
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extend his experimental studies with six differeab-linear functions and found that the
similarity values obtained by hyperbolic functidmsst match human judgments.

Two hyperbolic functions are used as our approxémhinctions. One is
Hyperbolic Secan{Sech) and the other Kdyperbolic Tangent Carding{Tanhc). Both
hyperbolic functions are monotonically decreasiangctions ofx with the value range

from O to 1.

3.5. Validation of Weighted Edge Similarity Approach

3.5.1. Benchmark Datasets

It is ideal that the semantic similarity of wordeasured by our method matches
perfectly with the human perception. Thereforés iteasonable to compare the semantic
similarity values obtained by our method with humjaiigments. Correlating the
computed semantic similarity measures with humalgruents is a common practice in
evaluating the similarity measurement techniques.

In 1965, German scientists Rubenstein and Goodén@rj presented 51 human
subjects with 65 noun pairs (called RG set) aneéédskem to scale the similarity from
0.0 to 4.0 for “no similarity” to “perfect synonyrhy25 years later, Miller and Charles
[38] in USA divided the RG Set into three semastioilar parts with high, medium, and
low similar level. They choose 10 word pairs froracle level and repeated the
Rubenstein-Goodenough procedures with 38 undergtadiiudents. The 30 word pairs

are named Miller-Charles (MC) set. It is worth ngtithat the correlation between the
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two experimental results is as high as 0.97, ingigahat human judgment is quite stable
under little influence from time span and languatiference. Again, Resnik [49]
replicated the same experiment on the MC set, ptiesethem to 10 graduate students or
postdoctoral researchers at the University of Pgwasia. The correlation between
Resnik rating and Miller-Charles rating was 0.96ite)close to the 0.97 correlation in the
earlier study. Resnik computed average correldbetween individual subjects’ rating
with MC rating to be 0.88, with a standard deviatad 0.08. He claimed the correlation
value 0.88 represents an upper bound from a cortiqah attempt to perform the same
task.

Many previous studies [49-51] used Miller and Céar[38] MC set as the
comparison baseline. Since the earlier version @fdiNet missed word “woodland” from
the MC set, only 28 word pairs were used in thésaias. Li et al. utilized all 65 pairs of
the original Rubenstein-Goodenough set. Since MGss& subset of RG set, Li applied

the 28 pairs of MC set as testing Bgf and the rest 37 pairs of words as trainingoset
He tried ten different strategies, obtained thenaglt parameters on training s€, and
evaluated the performance of his strategies omgesetD, dataset.

In this section, we conduct similar experimentsngsour proposed scheme on
different strategies and calculate the correlabetween our computed similarities and
the human judgments. Due to Li's method [47] bewmgarded as “particularly effective,
best and fastest” according to Varelas [58], we aépeated Li's experiments with his
best strategy, using the same training set anish@esét respectively. As in Li's study, we

obtain the optimal parameter values using theitrgisetD,, then we run the testing set
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D,with these optimal parametric value. Finally, wenpare the experimental results

obtained by our method with those by Li’s method.

We list the complete information of testing datag®t as well as training dataset

D,in Table 3 and Table 4 respectively.

Table 3: Testing data of MC dataset

Graph SpeclLev SpeclLev SpeclLev
Word1 Word2 Distance LCA Word1l Word?2
cord smile 10 1 6 6
rooster voyage 23 0 13 10
noon string 11 1 9 4
glass magician 9 3 7 8
monk slave 4 6 9 7
coast forest 5 2 5 4
monk oracle 7 6 9 10
lad wizard 4 6 8 8
forest graveyard 8 2 4 8
food rooster 15 1 4 13
coast hill 4 3 5 5
car journey 18 0 9 9
crane implement 4 5 8 6
brother lad 4 6 8 8
bird crane 3 9 9 12
bird cock 1 9 9 10
food fruit 9 2 5 8
brother monk 1 9 10 9
asylum madhouse 1 9 9 10
furnace stove 9 4 9 8
magician wizard 0 8 8 8
journey voyage 1 9 9 10
coast shore 1 4 5 4
implement tool 1 6 6 7
boy lad 1 8 8 9
automobile  car 0 11 11 11
midday noon 0 9 9 9
gem jewel 0 8 8 8
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Table 4: Training data of MC dataset

Graph SpeclLev SpeclLev SpeclLev
Word1 Word?2 Distance LCA Word1 Word?2
autograph shore 9 0 5 4
automobile wizard 12 3 11 8
mound stove 7 5 9 8
grin implement 12 0 6 6
asylum fruit 6 4 7 7
asylum monk 10 3 7 9
graveyard madhouse 14 2 8 10
boy rooster 11 5 8 13
cushion jewel 6 4 6 8
asylum cemetery 11 2 7 8
grin lad 11 0 6 8
shore woodland 4 2 4 4
boy sage 5 6 8 9
automobile cushion 8 5 11 8
mound shore 9 5 9 10
cemetery woodland 8 2 8 4
shore voyage 14 0 4 10
bird woodland 9 2 9 4
furnace implement 7 4 9 6
crane rooster 7 9 12 13
hill woodland 5 2 5 4
cemetery mound 10 2 8 6
glass jewel 7 4 7 8
magician oracle 6 6 8 10
sage wizard 5 6 9 8
oracle sage 5 7 10 9
hill mound 0 9 9 9
cord string 1 6 6 7
glass tumbler 1 7 7 8
grin smile 0 6 6 6
serf slave 3 7 10 7
autograph signature 1 6 7 6
forest woodland 0 4 4 4
cock rooster 0 13 13 13
cushion pillow 1 6 6 7
cemetery graveyard 0 8 8 8
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3.5.2. Experiments on Different Strategies

We propose eight different strategies to calculsgenantic similarity in this
section. The first two strategies is replicationLo$ 3 and 4' Strategy for comparison
purpose, then we conduct six new strategies comdpinieight edge distance and new
transfer functions.

Li's strategy uses graph distandgg)( and SpecLev of their LCAslevc,) to
calculate the similarity value between two synsets. our strategies, only the Weighted
Edge Distancel, is used to calculate the semantic similarity of agor

To ensure the computed similarities obtained bgsfier function matches with
human judgments as closely as possible, we nefadtan optimaMeighted Decreasing
Ratex . For each strategy, we use the training Betto obtain the optimale value.
We varya from 0.05 to 1 with an increment of 0.05, and clt®ithe correlation between
the computed similarities and human judgments amitrg seD,. Thea value that

yields the highest correlation between computedlaiities and human judgments is
selected as the optimal parameter.

We note that Li's second transfer function requives tuning factors(«, ) . For
this function, we varya from 0.05 to 1 with an increment of 0.05 ati between 0.1
and 1 with an increment 6f1. Values of « and gyielding the highest correlation
between computed similarities amé: 0.20 human judgments will be selected as the

optimal parameters. The optimal parameters obtabyettaining setD, will then be

used to calculate the semantic similarity valuesaford-pairs in testing s&,. Finally,
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we calculate the correlations between the compatetlarity values and Miller and
Charles’s human judgments on these word-pairs.
Strategy 1. We repeat Li et al. [47]'s Strategy 3rd as oustfistrategy. Li

showed that non-linear function greatly improves fiemantic similarity measure. A

X

monotonically decreasing functiog,(x) = €* is used to approximate the similarity by
graph distanck,. Li use a factor to tune the graph distance. The transfer fundson
defined as:
sim(ws, ws)= )= & (8)
In Figure 9, S1 shows when=0.20, computed similarities achieve the highest

correlation with human judgments on trainingBetUsing as the optimal parameter the
similarities of word pairs in testing sdd, are calculated and their correlation with the

human judgments is found to be 0.7972.
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Figure 9: Correlation of one parameter strategiés MC human judgments

Strategy 2: We repeat Li's best strategy (Strategy 4) assmoond strategy for

comparison. This strategy considers both the sstogeaph distandg, and SpeclLev of

their LCAsley,, . It introduces a monotonically increasing functiwith respect to the

Specification Level:

X 5 X

e —e
e€+e”

gz(x):

Thus, the similarity function is defined as:
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sim(ws, ws)= L) g( sley)

ol eﬂ'SIcha _ e_ﬂ sley,
— @ “lad
=€ o eﬁ'5|e\{ca + éﬂ SIe\(:a (9)

This strategy has two tuning facterandg . Factow is used to model the impact
of the graph distance to the similarity of wordsdafactorfis used to model the
influence of the SpecLev of LCA. As shown in Figur@, wherx =0.20,56= 0.;, the
computed similarities attain the highest correlatiath the human judgments on training

setD,. Using these optimal parameters, we calculatedsémeantic similarities of word

pairs in D, and found the correlation with the human judgmémtse 0.8078.
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Figure 10: Correlation of Li's Best Method Stratggy
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Strategy 3: This strategy is our first trial of weighted eddjstance. We still use

the monotonic increasing functiog, from Strategy 1, but we replace the graph distance
|swith our weighted edge distandg. It is worth noting that Li uses one specific
factora to tune the graph distandg,, but our method doesn't need the tuning factor

because the value of weighted decreasing tates used for the tuning task.
sim(ws, ws)= ¢,))= & (10)

Differing from Strategy 1, our weighted edge appftoaaturally adopts the non-
linear mechanism, without needing an additionahpeater to adjust the graph distance.
As shown in Figure 9 S3, computed similarities h#we highest correlation with the
human judgments on training $&twhena = 0.80. Using this parameter, the similarities
for word pairs in testing s€,are calculated and their correlation with the human
judgments is 0.8181. Clearly the result is bett&ant both Strategy 1&2, especially
Strategy 2 is Li's best strategy. This experimestady shows that our weighted edge
approach model the human perception better thamimyimethods.

Strategy 4: To further compare with Li's Strategy 2, we reggathe graph
distancé,, with our weighted edge distarige The similarity function is as follows:

sim,(ws, ws)= ¢(,))- o( sley)

IW eﬁ'sm\(ca —_ éﬁ Sle)éa
eﬂ»sle\(ca + e—ﬂ- sley,,

=€

(11)

Whena =0.8,4 =1, this strategy yields the highest correlation leetw the

computed similarities and the human judgments amitrg seD,shown in Figure 11.
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Using these parameters to calculate the similaritifeword pairs in testing sBf, their

correlation with the human judgments is found t®8482.

Both Strategy 3 and Strategy 4 use the sawsue. However, adding an extra
parameter in Strategy 4 does not show much perfazengain in terms of the correlation
with human judgments. It confirms that with the gldéed edge approach, it is

unnecessary to use two parameters to calculatethantic similarity.
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Figure 11: Correlation of Strategy 4
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Strategy 5: This strategy uses hyperbolic secant (Sech) immdb calculate the

similarity:
() =sech ()= 2
simy(ws, ws) = gwl):elwfe_,w (12)

As illustrated in Figure 9 S5, wher= 0.85, the computed similarities have the
highest correlation with human judgments on trainingbgetUsing this parameter to
calculate the similarities of word-pairs in testing3gwe found their correlation with the

human judgments to be 0.8111. Again, this strategy ierttétan Li’s strategy.
Strategy 6: In this strategy, we use the Hyperbolic Tangentdi®al (Tanhg

function as our non-linear transfer function:

e—-e”

———, x#0
0s(X) =tanhc(x)=1 (6" + €%)- X
1, x=0
g _ glu
. —, |, %0
sim(ws, ws)= g())=1(ev+e™)-|, (13)
1, 1,=0

As shown in Figure 9 S6, whern=0.9, the computed similarities have the

highest correlation with human judgments on trangetD,. Using this parameter to

calculate the semantic similarities of word pairs testing seb,, we found their
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correlation with human judgments to be 0.8247, ésglachieved so far. This confirms
that a better non-linear function can improve t@antic similarity measure.

Strategy 7: This strategy is used to test whether combinimg effects of two
transfer functions can improve the performance. eHdhe semantic similarity is

measured by the linear combination of Strategycb&tnategy 6. That is,
An additional parametef is used to weigh the values obtained by Strategy 5

and Strategy 6 respectively.

As shown in Figure 12, when=0.85, = 1, the computed similarities have the
highest correlation with human judgments on traynsetD, . Using these parameters to
calculate the similarities of word pairs in testisgtD,, their correlation with human

judgments is found to be 0.8111. It means a licearbination of Strategy 5 and Strategy
6 cannot improve the performance of semantic sitylaneasure. Actually, since the

optimal g value is 1, this strategy is essentially the sasnSteategy 5.
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Strateqy 7
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Figure 12: Linear combination of sech and tanhSthategy 7
Strategy 8: The final strategy combines Strategy 5 and Sisaeby multiplying

the two hyperbolic functions. The similarity ida#ated as:
sim(ws, W)= g(,)) &) (15)
As depicted in Figure 9 S8, when-0.85, the computed similarities have the

highest correlation with the human judgments omning setD,. Usinga = 0.85, we
calculate the similarities of word pairs in testisgtD,and found their correlation with

human judgments is 0.83503, which is the highesttaiion among all strategies tested.
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3.5.3. Experimental Discussion

The correlations between the computed similarityues and the human

judgments on testing seD, using four different strategies are summarizedabhble 5.

All our strategies (3-8) outperformed Li’'s beststgy (1, 2). Especially, the Strategy 8, a

combination ofSechandTanchtransfer functions, achieves the best result.

Table 5: Correlations between WEST similarity andan judgments on testing set

Strategy S1 S2 S3 S4 Sg S6 Sy S8
Correlation.| 0.797| 0.808 0.818 0.818 0.811 0.82581D.| 0.835

To better study the result of our approach, weneoorr semantic similarity data
of all eight strategies and compare them with Midarles human judgments in Table 6
and Table 7. Our experiments confirm that the distebased methods are effective and
accurate in measuring the semantic similarity ofdgsovhen considering three factors:
the graph distance of the words, the SpecLev of @A, and the SpecLev difference of
these words. Our weighted edge model seamlesdgraties the three factors together
and the similarity value can be easily tuned bingle parameter when adapting transfer

function, instead of two parameters used by Li'stIstrategy.
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Table 6: Comparison of S1-S4 on DO testing datagatMC Human Rating

. Sim 2 . Sim 4

Word1 Word2 Ra’:fr% Sml o a02  oMS a=08
) b=0.3 ' b=1

cord smile 0.13 0.14 0.04 0.01 0
rooster voyage 0.08 0.01 0 0 0
noon string 0.08 0.11 0.03 0.01 0
glass magician 0.11 0.17 0.12 0.04 0.04
monk dave 0.55 0.45 0.43 0.41 0.41
coast forest 0.42 0.37 0.2 0.07 0.06
monk oracle 1.1 0.25 0.23 0.24 0.24
lad wizard 0.42 0.45 0.43 0.39 0.39
forest graveyard 0.84 0.2 0.11 0.03 0.03
food rooster 0.89 0.05 0.02 0 0
coast hill 0.87 0.45 0.32 0.16 0.16
car journey 1.16 0.03 0 0 0
crane implement 1.68 0.45 0.41 0.32 0.32
brother lad 1.66 0.45 0.43 0.39 0.39
bird crane 2.97 0.55 0.54 0.72 0.72
bird cock 3.05 0.82 0.81 0.87 0.87
food fruit 3.08 0.17 0.09 0.02 0.02
brother monk 2.82 0.82 0.81 0.87 0.87
asylum madhouse 3.61 0.82 0.81 0.87 0.87
furnace stove 3.11 0.17 0.14 0.08 0.08
magician wizard 3.5 1 0.98 1 1
journey voyage 3.84 0.82 0.81 0.87 0.87
coast shore 3.7 0.82 0.68 0.66 0.66
implement  tool 2.95 0.82 0.78 0.77 0.77
boy lad 3.76 0.82 0.81 0.85 0.85
automobile car 3.92 1 1 1 1
midday noon 3.42 1 0.99 1 1
gem jewel 3.84 1 0.98 1 1
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Table 7: Comparison of S5-S8 on DO testing datagatMC Human Rating

. . Sim 7 .
MC Sim5 Sim 6 Sim 8
Word1 Word2 Rating a=0.85  a=0.9 aBQfS a=0.85
cord smile 0.13 0 0.14 0 0
rooster voyage 0.08 0 0.07 0 0
noon string 0.08 0 0.13 0 0
glass magician 0.11 0.03 0.18 0.03 0.01
monk dave 0.55 0.49 0.49 0.49 0.32
coast forest 0.42 0.08 0.27 0.08 0.03
monk oracle 1.1 0.23 0.31 0.23 0.1
lad wizard 0.42 0.47 0.48 0.47 0.3
forest graveyard 0.84 0.03 0.19 0.03 0.01
food rooster 0.89 0 0.11 0 0
coast hill 0.87 0.2 0.36 0.2 0.09
car journey 1.16 0 0.08 0 0
crane implement 1.68 0.39 0.45 0.39 0.23
brother lad 1.66 0.47 0.48 0.47 0.3
bird crane 2.97 0.85 0.75 0.85 0.76
bird cock 3.05 0.97 0.95 0.97 0.96
food fruit 3.08 0.02 0.17 0.02 0
brother monk 2.82 0.97 0.95 0.97 0.96
asylum madhouse 3.61 0.97 0.95 0.97 0.96
furnace stove 3.11 0.06 0.2 0.06 0.02
magician wizard 3.5 1 1 1 1
journey voyage 3.84 0.97 0.95 0.97 0.96
coast shore 3.7 0.88 0.88 0.88 0.81
implement  tool 2.95 0.93 0.92 0.93 0.89
boy lad 3.76 0.96 0.94 0.96 0.94
automobile car 3.92 1 1 1 1
midday noon 3.42 1 1 1 1
gem jewel 3.84 1 1 1 1
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3.5.4. Comparison with Li's Method

Our method performs better than Li's best stratdgg to two reasons: (1) Our
weighted edge distance model embedded the contE&it@counting in the difference
between inheriting and categorizing relationshipd)ich is coherent with human

perception. For example, word pairs in the tessietip, as shown in Table 6 and Table

7, "monk-slave" and "lad-wizard", have the samelrdistance of 4. The SpecLevs of
both pairs’ LCA are 6. However, ti8.D between "monk-slave" pair is greater than that
of “lad-wizard”. Thus, Weighted Edge Distance ofdimk-slave" is less than that of "lad-
wizard". By Strategy 7, the similarity value for mk-slave" is 0.316 and "lad-wizard" is
0.296. These two results are consistent with MC dujudgments, where the ratings for
"monk-slave" and "lad-wizard" are 0.55 and 0.42peesively. However, Li's strategy
cannot distinguish the SLD, calculating the samalarity value for both word pairs.

(2) The second reason can be contributed to newerhgpc transfer function,
which matches with human perception more accuratelyransferring weighted edge
distance into similarity value. For example, intitgg dataset, the MC human judgments
of "monk-slave" and "journey-voyage" are 0.55 an843respectively, scaling from 0
(least similar) to 4 (exactly the same). The sintjyavalues computed by our Strategy 7
are 0.316 and 0.957 respectively, compared witls Istrategy’s 0.425 to 0.811.

Obviously, our results are more consistent with angpudgments than that of Li's.
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3.5.5. The Impact of WordNet Evolution

As demonstrated by our experimental studies, Lé'stIstrategy has a correlation
of 0.8078 with human judgments. However, in Li'sgoral paper, the correlation was
reported as high as 0.8914, a huge difference onexperimental studies. Based on our
observation and some previous studies, we canysstie that the evolution of WordNet
is the main cause of this difference.

Due to the evolution of WordNet, the graph distaacd the SpecLev of the LCA
acquired from WordNet vary from version to versiéior example, the graph distance
between ‘rooster-voyage’ is 23 in WordNet 3.0, vilh used in our experiments, but Li's
paper obtained a graph distance of 30 using WordN&etSimilarly, the graph distance
between ‘furnace-stove’ is 9 in our experiments anty 2 in Li's paper due to the
difference of WordNet versions. Based on thesemiasions, we are not surprised that
the correlation between the computed similarityueal and the human judgments
obtained in our study is quite different from toktimed in Li’'s paper.

The study by Varelas et al. [58] further confirms observation. Varelas repeated
Li's experiments and found that the highest cotr@habetween the computed similarities
and the human judgments is only 0.82, much legs @8914 which was claimed in Li's
paper and much closer to our experimental resAlthough Varelas did not mention
which version of WordNet they used, we guess tlsdWordNet 2.0 or 2.1, considering
the fact that WordNet 3.0 was released in Dec, 20@6WordNet 2.1 Windows version

was released in Mar, 2005.
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Figure 13: The evolution of WordNet structure

The structure change of WordNet has also been texpar some earlier studies.
The WordNet structure in Figure 13(a) was illustdaby Jiang et al [50] who used
WordNet 1.5 in their research. They discovered thatpair ‘furnace-stove’ was given
high similarity values in human rating, whereaseayMow rating (second to the lowest)
was found using their method. They checked the Wetdhierarchy and found the
shortest path of “furnace-stove” has a length 7Lil& paper which used WordNet 1.6,
the same word pair has a very short graph distante WordNet 3.0, the shortest graph

distance between this pair increases to 9 as shotigure 13(b).
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Table 8 lists the correlations between the compudiedilarities and human

judgments using Li’'s method under different WordMeitsions.

Table 8: Li's method under WordNet versions

Li, 2003 Varelas, 2005 Us, 2009
WordNet Version 1.6 2.0/2.1 3.0
Correation 0.8914 0.82 0.8078

3.5.6. Comparison with IC-based approaches

Jiang [50] claimed his highest correlation is 0828 his paper. However, that
result was tuned to adapt the spedific dataset. If they used the experimental methods
as Li's and ours, their experimental result woutdntuch more reliable and trustful.

Li tried to further improve the correlation betwetbie computed similarity values
and human judgments by combining the informationteost with graph distance in
similarity measures, but found that the performam@es degraded. Therefore, it is
reasonable to believe that combining the inforrmattmntent and graph distance in
measuring the semantic similarity of words may ingirove the performance. Repeating
Varelas’ work, we also applied the WordNet simtlarmodule implemented by Ted
Pedersen [59] to calculate the correlations betwi#®n human judgments and the
computed similarity values obtained by methods psegd by Resnik [49], Jiang [50] and
Lin [51]. The only difference is that we use WordISeD.

As shown in Table 9, Jiang’s method and Lin’s mdthwhich used difference
strategies to combine information content with grajistance, performed worse than

Resnik’s method, a pure information content-basethod. Although an implementation
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issue, explained Ted Pedersen himself, that “zaformation content values in the
denominator are handled in a special way in cas¢éhefJiang-Conrath and the Lin
measures”. The Perl module implementation retuxtemely large number when two
words are in the same synset, such as ‘hill-motetdins 12876699. The miscalculation
greatly degraded the expected correlation perfocmaAnother reason for Jiang’s poor
performance is due to the Perl WordNet similaritgdule’s implementation chooses a
simplified form ignoring the depth and density tastwhich further corrupt the expected

correlation accuracy.

Table 9: Comparison with IC-based approaches

Method Type G.Vardas, 2005 | Us, 2009
Resnik Information Content (IC) 0.79 0.8124
Lin Normalized IC 0.82 0.7517
Jiang Hybrid 0.83 0.6900
Li Graph Distance & IC 0.82 0.8078
Our method | Weighted Edge - 0.8350

3.5.7. Computational Cost Analysis

Retrieving the Least Common Ancestor in WerdNet is the Least Common
Ancestor (LCA) problem, which is the same as RaRgery Minimum (RQM) problem.
Harel and Tarjan [60] showed an algorithm to fimd thodes’ LCA in constant time with
a linear preprocessing of the tree structure. Beadd Farach-Colton [61] presented a
simplified algorithm with O(n) preprocessing timedaconstant time to obtain LCA under

a tree structure. Bender et al [62] proposed aoriigm solving LCA problem on Direct

Acyclic Graph (DAG) with O(n**®) preprocessing time an®(1) query time. Since
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the WorldNet hierarchy is constructed as DAG rattiemn tree, we can achieve this
O(n**®) pre-processing time an@®(1) execution time to retrieve the LCA of two

synsets in WordNet graph.

Steyvers [63] illustrates that Zipf's (Power LawijsBibution applies not only to
word frequency, but also to the number of sensdsngfish word. That is, most words
have a small amount of senses, and only a few waagle a large amount of senses.

Empirically, those words with many senses are aattawith those high frequency words
which would be trimmed if using stop-lists. Thougle need to iterated(n°) time to

find the best sense-pair when measuring a word-frarexpectation for the number of

senses of each word is low — thus - it is stillleale in real-application.

3.6. Weighted Edge Similarity Web Tools

3.6.1. Web Architecture

Providing Web services or application packagesMord similarity measures will
benefit researchers in related research fieldsstifg web tools or packages for word
similarity measures are limited. MSRs [64] is anpiementation of word similarity
methods based on several large text corpora. A Bétver is publicly available at
http://cwl-projects.cogsci.rpi.edu/msr, which measuword semantic relatedness based
on corpus such as Google, Wikipedia, New York Timesnd so on. WordNet::Similarity
[59] is a powerful Perl Module developed by Ted &edn et.al. They have pre-computed

information content from theBritish National Corpus(World Edition), the Penn
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Treebank (version 2), Brown Corpus, the completekw@f Shakespeare, and SemCor
(with and without sense tags). A web Interfacensvigled embedding eleven different
word similarity methods under both Graph-distanaed dC categories. UMLS::
Similarity [65] is a recent proposed Perl Moduldcatating the semantic similarity
between concepts in Unified Medical Language SystéMLS) using several previously
developed similarity measures such as Wu [46], telac [66], and Nguyen [67].

To disseminate our proposed new method for wordlasity measure, we have
built and published a set of web-based tools amdcgs online. We call our tool set
WEST--Weighted-Edge based Similarity MeasurememisT§68]. This section presents
the design and analysis of this WEST environmerg. Wl introduce the architecture of
the system and the implementation details of weidjledge approach.

The WEST environment is built upon Client-Serverhétecture. The web server
is deployed at the School of Computing, Clemsonvensity, South Carolina. The details

of WEST architecture are shown in Figure 14.
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The operating system of the server is CentOS; Apaenver provides the HTTP
service for the whole environment. The backend adatpnal measurement is written in
Perl. WordNet::QueryData and WordNet::Similarity dates are used in our project to
access the WordNet database, and provide existimgagty measurements from
previous studies. SOAP::Lite module is employedviging the SOAP web service to
both frontend and the public. The frontend usesfiace is coded by PHP. PHP::SOAP
client exchanges data from the Perl SOAP serveQuetdy, the most popular Ajax
Framework, is employed to provide an interactivpezience between user and the web-

environment.

3.6.2. Implementation

A detail implementation of Weighted Edge approachiroduced in this section.
There are seven steps to conduct the similaritysoreanent for any word paiw;, w;).

(1) Stemming: We need to pre-process any given word before wdidy similarity
measurement. A simple WordNet morphology functiorapped by Similarity
Module is used to stem word into original form €dpgs”->"dog".

(2) Part-of-Speech (PoS): In WEST, we need to test the PoS of any givendwor
ensure the word is a noun. The WordNet hypernym@tiogiship only applies to
noun and verb, not to adjective, adverb or the reth8ince nouns are widely
acknowledged play the most decisive role in infdiararetrieval applications,
currently WEST is focusing on noun to prove itseefiveness. However,

Weighted Edge method works the same for verbs.
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(3) LCA Selection: For each sense-pair of a word-pair, we use PadlefFifrom
WordNet::Similarity module to retrieve its LCA. Amg all retrieved LCA, we
keep a record on the highest SpecLev and corresppisénse-pair. If there are
two or more such LCAs, we take the LCA on the d@sirgraph distance path.
Thus, we retrieve the sense-pair of a word-paihwiighest similarity and its
LCA sense.

(4) SpecLev Retrieval: Level function from WordNet:: QueryData moduleused to
retrieve the SpecLevs of the three target senses.

(5) Weighted Edge Distance: Equation 15 is used to calculate the WeightedeEdg
Distance. We optimize the calculation by pre-cating the Weighted Edge
Distance from all SpecLev to its root (SpecLev @p sstore them into a 2-
dimentional array for every Weighted DecreasingeRdtus, the computation
only spends constant time.

(6) Transfer Function: After the Weighted Edge Distance has been caledjave
can apply the transfer functions in section 3.®.2Zltange the Weighted Edge
Distance into similarity value.

(7) Web Service: SOAP::Lite Module is used to wrap the Weighted Edgerface

into SOAP web service.
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3.7. Summary

This chapter presents a novel WordNet-based metbodheasure semantic
similarity of a word pair and provide a set of Wadsed tools and APIs that can be used
by public. Weighted Edge approach is based on @oitant observation that humans are
more sensitive to the semantic difference causedth®y categorization than by
specification. Therefore, people view word pairaeped by specification more similar
than those separated by categorization. Our welgatiye distance model merges the
specification level difference of a word pair arfte tspecification level of its least
common ancestor together. Based on this new madklaset of improved non-linear
transfer functions, our method’s result reaches Highest correlation against Miller-

Charles’s human similarity judgment by far.
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Chapter 4

Ontology Graph based Query Expansion

4.1. Motivation

Since the beginning of the new millennium, the esplely growing biomedical
data has made it difficult for the researcher tepgkap-to-date with ongoing research. It is
important to capture the latest biological discgvieom literature which demands for an
efficient and effectivebiomedical information retrievalBIR) system. Though many
existing information retrieval techniques can beecly used in BIR, BIR differs from
traditional information retrieval in its widely usebiomedical terms and abbreviations
which are not presented in traditional thesauruse ©f the difficulties in BIR is to
increase the recall and precision performance iarckéng MEDLINE database.
MEDLINE is a large bibliographic database that eamt more than 18.9 million
documents (by July 2011) of medical journals artitlas. NCBI'sPubMedsystem is the
most widely used web system for searching MEDLINE.

However, effectively querying MEDLINE by PubMed mot an easy task for

normal users. It is widely reported [6, 7] thatmal users do not utilize the system as
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effectively as experts. Those inexperienced sesatither fail to employ the best query

terms or fail to effectively apply Boolean express in the query statement [8].

4.1.1. Related Works

Using MEDLINE to perform biomedical information netval has been studied
since early 1990s [9-11]. Those early studies ofeskthat using controlled vocabularies
such as MeSH offer no advantages in retrieval pedoce over free-text. The poor
performance is caused by a number of potentialoresasuch as missing concepts and
incomplete synonym sets [12]. Srinivasan [13, 1Bkeyved thatpseudo relevance
feedback(PRF) based query expansion on MeSH vocabularyavenl the retrieval
performance. Yoo [15] and Abdou [16] re-designediifyothe terms weight scheme
found by PRF. However, since PubMed doesn'’t sotticheal documents by relevance,
the PRF strategy might not apply properly into PedM

All above query expansion methods have a commotkness that they only used
one controlled vocabulary - MeSH. The problem oé timeffective searching of
MEDLINE is caused by its heavy usage of the MeSEhballary in its indexing and user-
guerying components. There are 26,142 descrip&&gjualifiers, over 177K assisting
entry terms and over 199K supplementary conceptrdscin MeSH 2011; but only
descriptors and qualifiers are used in indexing MEE. In comparison, NLM
Metathesaurus 2010AB covers 2.3 million biomedical concepts. eTlprimary
disadvantage of the MEDLINE/PubMed system is thatdexes millions of documents

with less than 1.1% of the available biomedicalamdary.
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Matos [69] invested in query expansion for geneatesl publication which
expands genes to its related proteins, pathwaysdasehses, but it is not a general
method. Taylor [17] expanded the query with intenaept relationship by reformatting
the query into a semantic graph. The problem of thethod is over-emphasizing the
concepts with inter-relations; besides it is comapanhally expensive in building the
semantic graph for indexing documents.

Recently, Personalized PageRank based methods patedain two natural
language processing fields. In 2009, Agirre andb&¢v 0] first proposed the application
of Personalized PageRank Word Sense DisambiguatiofWwSD) using WordNet as
knowledge base. Later they made further study asmédical WSD [71] using
Metathesaurus as knowledge base. Personalized &aigeR also used to measure
word/text semantic similarity. Agirre and Alfonseld®] used Personalized PageRank to
compute word similarity using WordNet as knowledgese. Later they compared their
methods using various knowledge bases [73]. Rampgéed a similar random walk

method to measure text semantic similarity [74].

4.1.2. Word Similarity and Query Expansion Problem
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(a) (b) (©)
Figure 15: Relationship between word similarity @uery expansion problem
Given a grapls = (V, E) in Figure 15(a), let’s assume an arbitrary wordilgirty

function Sim( x y) can be used to calculate the similarity betweeterro and node .
We defineAccumulated Similarityn Figure 15(b) between node s&t={x, X,..., X}

and node y as Equation 16:
AS=>" Sing x Y (16)
i=0
With the above definition, the query expansion peobcan be represented by
word similarity problem in Figure 15(c): Given aaghG = (V, E), an arbitrary similarity

function Sim( x y) and a node se&t ={x, X,..., X}, query expansion aims to select top

K nodes with the largest Accumulated Similarity frtre rest of the nodes in the graph.
It is worth noting that for the query expansionkgem, we need to use

accumulated similarity rather than the maximum kirity l(\)/lax{ Sing ¥ )} to prevent
<i<n

query drifting [42-44, 75]. Query drifting can cauke degradation of the search

performance and is the worst case for query expansi
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4.1.3. Contributions

In this chapter, we propose and evaluate a noweledfective ontology graph
based query expansion scheme for biomedical seargime by utilizing a subset of
UMLS Metathesaurus. Our contributions are six-foléisst, this novel query expansion
method is conceptually different from previous t@ghes as of our knowledge. Second,
the query expansion analyzes the whole contexsef query rather than individual terms
in the query. Third, unlike many previous studidsch utilize only MeSH, our method
can employ multiple controlled vocabularies fromtdteesaurus for indexing/searching.
Fourth, we showed that generalized biomedical qotscanay degrade retrieval
performance. Fifth, we designed a systematic methmdeliminate the mapped
generalized biomedical concepts and populate closelated specialized concepts
resulting in significant increase in the relevanck retrieval results. Sixth, we
demonstrate that query expansion based on ontgi@ph is more stable than that based
on pseudo relevance feedback because sorting tieveel documents by relevance is

found to be often inaccurate.

4.2. Personalized PageRank Algorithm

The PageRanlkalgorithm, a method for computing the relativekrah web pages
based on the linkage structure of the web, waednired in [76, 77] and has been widely
used since then. The fundamental motivation unohglythe basic foundation of
PageRank algorithm is recognition and use of tlo¢ tfeat important pages are almost

always linked to many other important pages.
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Consider aandom surfewho begins at web page and executes a randomomalk
the web as follows: at each time step, the surfecgeds from his current page to a
randomly chosen web page that it hyperlinks to.tl#es surfer proceeds in this random
walk from node to node, he visits some nodes mésndhan others; intuitively, more
frequently visited nodes are those with many ikdircoming from other frequently

visited nodes. For a detailed review of PageRamkptding, see [78-81].

Let G=(V, E)be a directed graph with vertic&=(\v,,...\;, ) where the nodes
represent web pages and directed edgesepresents the directed hyperlinks. Lretbe
the total number of pages, the edgese given by a (often sparse) nonnegative matrix

M where M; =1iff there is a direct link from vertex to vertex v, and equal to 0

nxn?

otherwise. Letdeg{) denote the out-degree of vertex For pages with non-zero
number of out-linksleg{ )> G, the rows of M can be normalized into @w-stochastic
matrix byP, =M, /deg(), where the sum of components in each row is ohe. |
deg( )= C, we set the entire row component to zero.

Given a vertex,, let In(v,) be the set of vertices pointing to it, PageRank/ofs

defined as:

Py)=c S —=

1
2 deg)  PTET 9N 40

where ce(0,1]is the so-calleddamping factorwhich ensures thé&reducibility and

aperiodicity properties so that the iterative power method canverge to principal

eigenvector as solution. Note that a web pagefotlews one of the local out-links with
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probability cand teleports to another random page with protgb#ic. In this paper,
we simply choose a heuristic damping factor val@s0

The PageRank score reflects a “democratic” prieciplthe sense that the user
has no preference for any particular pages. Howevesndom surfer may have a set of
preferred pages where he is more likely to be teted to in real world. The algorithm
can be modified to reflect biased user preferersten as bookmark pages), called
Personalized PageRar{B2], by replacing the uniform teleportation prbbiy vector
with non-uniform one. For an overview of recentgoeralization methods, see [79, 83].

We rewrite Equation (17) in terms of normalizecepartation probability vector
v. The calculation of PageRank VectBr is equivalent to:

P=cMP+(1-c)v (18)

The teleportation probability vectorv is non-uniformly distributed in
Personalized PageRank; thus the random web pagehasea higher (teleportation)
probability to jump back to the original page. Thtise Personalized PageRank Vector
(PPV) P represents the importance of the entire verticiestfely biased by the initial

non-uniform teleportation probability vector.
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4.3. Fundamental Notion

Visual
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Figure 16: An example fraction of a biomedical dogy graph

Before we dive into the technical details, we wangéxplain the fundamental idea
underlying the personalized PageRank algorithnuery expansion.

Let's assume a searching scenario in the first epla@iven two concepts
“Vitamin” and “Nyctalopia” as user input, a smalbgtion of the sub-ontology graph is
illustrated in Figure 16. For a better illustratioh the graph, we choose one simple
English word to represent each concept in the éigidepending on the size of the
ontology graph, there might be hundreds of conceplsted to either “Vitamin” or
“Nyctalopia”, and tens of concepts related to botimcepts. For query expansion, it is
very straightforward to prefer those concepts lihke both “Vitamin” and “Nyctalopia”
such as “Vitamin A”. Although it is plausible tordctly probe the two neighbor sets of

each concept and compute its intersection, it i€hmeomplicated and computational
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expansive if we consider the situation of eithetemrelationships among multiple
concepts or relationships separated by multipleshop

By using personalized PageRank, we can imagine ttitmtrandom surfer is
teleported back to either “Vitamin” or “Nyctalopiavery time. Thus, “Vitamin” and
“Nyctalopia” will have the highest probability digiution in the final Personalized
PageRank Vector (PPV); followed by those concepked to (or near to) both “Vitamin”
and “Nyctalopia” such as “Vitamin A”, “Cod-liver Bi Those concepts linked to (or near
to) only one concept are assigned the lower préibabalue. Of course, concepts far
from both “Vitamin” and “Nyctalopia” are assigneldet lowest probability value. The
merit for personalized PageRank is that it natyradisigns higher value to those concepts
linked to or near to more original concepts. Besidiecan treat concepts separated from
original concepts by multiple hops with differemtiwe. In a word, by computing the PPV,
we acquire the probability distribution of the cepts from the entire graph and the PPV
serves as relational indicators for each concepgheooriginal input concepts. Section
4.4.1 describes the construction of the ontologpbr section 4.4.2 introduces mapping
input text to biomedical concepts; section 4.4.Bliap the personalized PageRank to
compute PPV. Nevertheless, there is one probleme iflirectly use the rank in PPV into
query expansion. Among all four concepts linkedath “Vitamin” and “Nyctalopia” in
the Figure 15, concepts “Vitamin A” and “Cod-liveil” are certainly very interesting as
expanded terms; however, “immunology” and “metatoli are not. How can we

evaluate “Vitamin A” and “Cod-liver Oil” higher tma“immunology” and “metabolism”
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in the query construction? We propose a weightégrse in sectiod.44 to solve this

problem. Section 4.8.assembles the rest elements for building a seargime

4.4. Ontology Graph based Query Expansion Method

The flow chart inFigure 17 shows the major steps of our method to constrt
new expanded query. There are total five steps avbach step is corresponding t

single subsection.
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Figure 17:Flow chart describing the query expansion proce

4.4.1. Ontology Graph Constructi

The Metathesaurus Unified Medical Language Syste(UMLS) [28, 29] is a
large, multipurpose, and mu-lingual vocabulary database containing informatabiout

biomedical related concepts, their various nanred tlaeir inte-relationships.

73



Each biomedical concept is identified by a disiwectd calledConcept Unique
Identifier (CUI), which is an eight character alpha-numerigcng. We use CUI to
represent each biomedical concept in this paperh E&JI is associated with a set of
lexical variants strings, calleconcept nameThe concept name may refer to medical
conditions, appendages, diseases, drugs, and jotharay be single term, phrase, or a
string of terms. Th&RCONS@ble stores the entire CUIs and concept names.

The Metathesaurus includes many inter-conceptioekstips as well. Most of
these relationships come from individual vocabekriThe others are either added by
NLM during Metathesaurus construction or contriluby users to support certain types
of applications. The inter-concept relationships atored in theMRRELtable. Many
types of relationships are included such as paneiid/ immediate siblings.

The construction of ontology graph matches Step Figure 17. An ontology
graph is constructed using the information frodiRCONS@nd MRRELtables. The
concepts are represented as vertices, and all ritey-doncept relationships are
represented as edges. The type of the inter-cometgitonship is not distinguished so

that there is no weight attached to the edges tolayy graph.

Table 10: Multiple vocabularies and #CUIs

Group Ccronym of Full Name of Vocabulary #CUIs
ocabulary
MSH Medical Subject Headings 313,372
SNOMEDCT SNOMED Clinical Term 320,648
CSP CRISP Thesaurus, 2006 16,680
AOD Alcohol and other Drug 15,900
GO Gene Ontology 54,453
I ICD10CM Int’l Classification of Disease, f0edition, 97,664

Clinical Modification

74



NCI NCI Thesaurus 81,455

RXNORM RxNorm Vocabulary 193,737
MTH Metathesaurus MTH 138,003
1l NCBI NCBI Taxonomy 478,196
RCD Clinical Term Version 3 186,032

In our study, we used Metathesaurus 2010AB inclydital 2,381,619 concepts.
Four major English vocabularies in Group | (MSH J[38NOMEDCT [32], CSP, and
AOD) with total 620,387 concepts are employed tddbaur Origin ontology graph.
Eight vocabularies from Group I+l with total 98801 concepts are used to construct
Mediumontology graph. Finally, all eleven vocabulariesni Group I+II+lII with total
1,470,588 concepts are used to buildltheye ontology graph.

Table 10 lists the full name and the number of epte from each vocabulary. It
is worth noting that we studied the differenceQusfgin, Medium, Largeontology graphs

in chapter 4.5.5. The rest of the chapter onlyiapfb theOrigin ontology graph.

4.4.2. Mapping Text to CUI

The task of automatically mapping biomedical textUMLS Metathesaurus is
performed byMetaMap[84, 85], a supporting software tool provided biyNN MetaMap
uses a knowledge intensive approach based on sygmbatural language processing
(NLP) and computational linguistic techniques. Mé#® has been used in biomedical
information retrieval and data mining applicatioasd automatic indexing of biomedical

literature at NLM.
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Shown in Step 2a in Figure 17, MetaMap first spdits input text into a set of
noun phrases and generates the variants for eachptovase where a variant essentially
consists of one or more noun phrase words togetitér all of its spelling variants,
abbreviations, acronyms, synonyms. Then, it mapstaof candidate CUIs containing
one of the variants and computes a score for eacdlidate CUl by an evaluation
function. Finally, it combines candidates involweih disjoint parts and re-computes the
score based on the combined candidates. Those W@thidighest score are selected as
the best match to the input text.

Since only a subset of the Metathesaurus is uséditd the ontology graph, we
keep only those mapped CUIs that exist in the $alected vocabularies. Those CUIs are
calledOriginal CUls, shown in Step 2b in Figure 17.

MetaMap2010 maps MEDLINE document’s title, abstrasmdd query text to
Metathesaurus CUIs. The Med-Post/SKR part-of-spetdiger and word sense

disambiguation are enabled during the process.

4.4.3. Personalized PageRank on CUI

Recall the concept of Personalized PageRank frartiose4.2. Given a part of
biomedical related text, mapped CUIs produced byaMap can be used as the initial
teleportation probability vector to compwRersonalized PageRank Vec{®PV) defined
in Equation 17 via power iteration.

Next, PPV is computed based on the Original CUIstles teleportation

probability vector on the ontology graph. We dertbtetop scored CUIs in the computed
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PPV bePPV CUIs noted as Step 3a in Figure 17. Scores of PPV GloésL1-
normalized.

It's worth noting that Personalized PageRank erssthe Original CUIs are
present and highly scored in the computed PPV CUIs.

PPV CUIs of query text are used as query exparsaodidates. Since the query
text is very short that only 2-4 Original CUIs amapped for query in most of the case,
we select a fixed top 500 scored PPV CUIs as catesdfor each query, shown as Step
3b in Figure 17.

The PPV computation is performed by an open so@ree tool called UKB

[70], which is originally used to perform WSD.

4.4.4. Weight Scheme of PPV CUIs

The key value of our proposed ontology graph basethod is to effectively and
efficiently build the L1-normalized query PPV CuUido expanded query.

However, there are two reasons why we cannot djrese the PPV CUIs into
guery expansion.

First, the scores are not very discriminative foed usage in query expansion.
The Personalized PageRank algorithm ensures treteege and high score of the
Original CUIs ranked in the PPV CUIs. If we sor¢ APV CUIs in descending order, the
Original CUIs are distinguished from the rest PPVILwith high score and the score

gaps between the two groups are large in most casesrest of the PPV CUIs have

77



much lower scores as well as tiny score gap betwe®nconsecutive CUIs. Thus,
directly using PPV CUIs make trivial differencefnsimply using Original CUIs.
Second, the Personalized PageRank algorithm alacagtees that generalized
concepts (more links) are scored higher than slmssia concepts (less links). This
phenomenon causes dozens of general medical censeh as ‘disease’ or ‘therapy’,
frequently appeared and highly ranked in the PP\sQist.
To alleviate the problem, we propose a weighte@msehto compute a new weight

w, for each PPV CUIi in order to re-rank the PPV CUIs. Analogous todlaessictf-idf

form in information retrieval, the query weight foula ps-ipfis defined as:

W = ps - ipf (19)
ps=¢§ (20)
ipf, = max{0,logd =N+ %2y, 21)

n +0.5

The Equation (19) is a combination of two factofhe first factor ps is
acronym forPPV Scoreserving as term frequency is the L1-normalized PPV score
of CUli; and « €[0,1] is a tuning parameter used to increase PPV sgodetreasing

a . The second factor is calladverse PPV frequenc{/PF), which is analogous to
inverse document frequency based on probabiliati&ing model [86], whereN is the

total number of computed PPVs in the collectiond amis the number of PPVs

containing that specific PPV CUI. In addition, plus .5 prevents the error whea n .

! http://ixa2.si.ehu.es/ukb/
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To statistically estimate IPF in Equation (21), emnputed and indexed a large
amount of PPVs from biomedical corpus to buildRR repository Shown as Step 4a in
Figure 17, the PPV CUIs for document are computgdgua sliding window method,
different from the fixed top 500 query PPV CUIs tprery text. Because of the title and
abstract texts may have arbitrary length with uaiaoumbers of Original CUIs, a sliding
window with size 100 is applied on the sorted PPM<list to truncate the sequence
when the difference in scores between the firstlasdCUI in the window drops below
5% of the highest-scoring PPV CUIL.

In our study, we compute PPV CUIls generated fron8K34OHSUMED
documents to build the IPF repository shown as 3tepn Figure 17. Thus, we can

estimate the IPF by counting PPV frequencyfor every CUI using Equation (21),

shown as Step 4c in Figure 17.
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Figure 18: Weight scheme re-rank the order of CUls
After the weights of all PPV CUIs are computed gskqguation 19, we sort the

guery PPV CUIs again by selecting the top rankerhndidates, calle&inal CUIs in
Figure 18 The computed weights of Final CUIs ardddig by the highest weight for
normalization so that those final weights are miéing¢0,1] .

Finally, a boosting valuéis used as an influence factor by multiplying there

of Final CUIs during the final query construction.

4.4.5. Document Indexing and Retrieval

To perform biomedical information retrieval effioiy, we use the popular
Apache LucenfeJava search library version 2.9.4 to create lowéx for MEDLINE
documents.

In the indexing stage, a modified Lucene standardlyzer with an enhanced
stop-list® and Porter stemmer is used to analyze, tokenizk index MEDLINE
document’s title and abstract respectively. MoreotetaMap is employed to analyze
the title and abstract text to map a set of astati@UIs which are indexed as well.

In the retrieval stage, shown as Step 5a, 5b iarBi@7, query text is analyzed by
the same Lucene analyzer to extract query termsaMbgp is used to map Metathesaurus
CUIs from the query text. When the query’s Ori¢iG@&JIs are mapped, we apply the

Personalized PageRank algorithm to compute the ¢tRivat query described as Section

% http://lucene.apache.org/
% http://jmlr.csail.mit.edu/papers/volume5/lewisO4a/all-smasp-Est/english.stop
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4.4.3. Then we apply weight scheme in chapter 4alebnstruct final CUIs. Lastly, the
free-text terms and Final CUIs (shown in Step 5€) @@mbined into a new expanded

query for querying the Lucene index (Step 5d) guire 17.

4.5. Validation of Our Approach

4.5.1. Dataset

To evaluate the performance of our scheme, we caamib@ precision/recall of
information retrieval under the same data setGR&SUMED collection [9]. OHSUMED
is a clinically-oriented MEDLINE subset, consistinf348,566 documents covering all
references from 270 medical journals over a fivarygeriod (1987-1991). This dataset
has been extensively utilized [10, 11, 13-15, 1@]carry-out BIR experiments. In
creating the OHSUMED dataset novice physicians gu$MEDLINE generated 106
gueries. Physicians were asked to provide a staeofienformation about their patients
as well as their information need, or query. Egdery was later replicated by four
searchers, two physicians experienced in searcAn) two medical librarians. The

results were assessed for relevance by a diffgrenip of physicians.

4.5.2. Experimental Design

Seven strategies are evaluated and compared gxpariment listed in Table 11.
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Free-text Both title and abstract text of document and ygtext are analyzed and
tokenized by Lucene’s standard analyzer with eeldrgtop-list and Porter
stemmer.

Original CUIs Metathesaurus CUIs mapped by MetaMap tool and preddn
four selected vocabularies.

Original CUIs + PRE it applies Pseudo Relevance Feedback (PRF) lzpsag
expansion on CUIs. The top 50 initially retrievemtdments are collected, and the
scores of the CUIs included in those documentaiecamulated. Top ranked PRF
CUIs are used to construct a new query.

(Original CUIs + PRF)n Final CUIs the query expansion is based on the
intersection between the PRF CUIs and Final CURS: Bcores are used.

Original CUIs U Final CUIs the new expanded query includes Original CUIs
in the first place; then it appends the top ranR&Y CUI candidates in the end,
but skipping the already added Original CUls. AUIE in the final query are
boosted by valueb .

Final CUIs the new query is directly formed by the top rahkenal CUIs with
boost valueb. It's worth noting that Original CUIs are not gaateed to be

included in the new query.

Table 11:Seven index and retrieval strategies (*N/A: not applicable)

Retrieval Document Representation Query Representation
Strategies Vector 1 Vector 2 Vector1  Vector 2

S1 Free-text N/A Free-text N/A

S2 N/A Original CUls N/A Original CUIs
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S3 Free-text Original CUls Free-text  Original CUIs

S4 Free-text Original CUls Free-text  Original CUIs + PRF
S5 Free-text Original CUls Free-text (Orlg!nal CUls + PRF)
N Final CUIs
.- Original CUls U
S6 Free-text Original CUls Free-text Einal CUIS
S7 Free-text Original CUls Free-text  Final CUIs

Among the seven tested strategies, Strategies epdat the work of previous
studies and serve as a solid base line, and Seatég/ apply our proposed method in

guery expansion in different ways.

4.5.3. Experimental Results

Following experiments us@rigin ontology graph (built by four vocabularies) to
compute personalized PageRank vector. Table 12 sliogeleven points interpolated
average precisior{11pt. avg. precision) at the 11 standard reeadéls,Mean Average
Precision (MAP), and R-precision[37]. 11-point interpolated average precisioa a
traditional method to boil the precision-recallwiinto eleven numerical values that the
interpolated precision is measured at the 11 réoadls of 0.0, 0.1, 0.2, ..., 1.0. To further
simplify the performance of recall-precisidiean Average Precisiois widely used in
TREC community providing a single-figure measure qufality across recall levels.
Among evaluation measures, MAP has been shown tee hespecially good
discrimination and stabilityR-precision measures precisions at fixed low levels of

retrieved results, such as 10 or 30 documentghalthree performance indicators can be
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calculated bytrec_eval tool* for the various retrieval strategies tested irs thi

dissertation.

Table 12: Best performance of seven strategies

S1 S2 S3 S4 S5 S6 S7

iprec_at_recall_0.000.7032 0.5594 0.7037 0.7029 0.6968 0.7226 0.7601
iprec_at_recall_0.100.5157 0.3637 0.5210 0.5309 0.5388 0.5509 0.5883
iprec_at_recall_0.200.4130 0.2728 0.4060 0.4345 0.4372 0.4283 0.4781
iprec_at_recall_0.300.3203 0.1960 0.3244 0.3479 0.3475 0.3358 0.3896
iprec_at_recall_0.400.2477 0.1389 0.2516 0.2863 0.2790 0.2614 0.3033
iprec_at_recall_0.500.2062 0.0883 0.1994 0.2393 0.2272 0.2121 0.2479
iprec_at_recall_0.600.1588 0.0566 0.1490 0.1827 0.1749 0.1601 0.1924
iprec_at_recall_0.700.1132 0.0357 0.0994 0.1349 0.1290 0.1120 0.1416
iprec_at_recall_0.800.0717 0.0219 0.0597 0.0850 0.0762 0.0675 0.0906
iprec_at_recall_0.900.0365 0.0119 0.0310 0.0408 0.0401 0.0330 0.0399
iprec_at_recall_1.000.0059 0.0008 0.0048 0.0063 0.0061 0.0047 0.0047

11pt. avg. precision 0.2538 0.1587 0.2500 0.2720 0.2684 0.2626 0.2942
MAP 0.2333 0.1366 0.2289 0.2530 0.2486 0.2415 0.2704
R-precision 0.2712 0.1810 0.2742 0.2907 0.2924 0.2840 0.3060

Table 13 presents the parameters used to achievee#t performance in different
strategies. Table 14 shows the pairwise compalisiween these strategies. A pair of
strategies is compared by computing the perceritageovement achieved when using
the stronger strategy over the weaker one. For pkeamow 2 column 3 indicates that S3

offers 57.5% improvement over S2.

* http://trec.nist.gov/trec_eval/
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The result of S1-S3 conform to the observationsprevious studies [10, 11] that
strategy indexing both free-text and Metathesaumnérmation (S3) did not perform
better than free-text indexing strategy (S1), arexing restricted to Metathesaurus (S2)
performed significantly worse than free-text stggte(S1). The pseudo relevance
feedback strategy (S4) [13] improves the perforradmg 8.8% compare to the baseline
S3.

Since S3 utilizes both free-text and Metathesaimtermation and S4 applies
additional query expansion, they serve as two dmgk-line strategies to benchmark our
proposed ontology graph based Strategies 5-7. @mseucts the query by intersecting
the set of S4 and Final CUIs which causes 1.3% ditspterm score uses PRF score
rather than PPV weight). S6 avoids PRF and dyewtes the PPV CUI candidates, but
it keeps the original mapped CUIs; S6 is 5% beltan S3, but 3.8% worse than S4. The
best strategy S7 simply uses Final CUIs where @la@riginal CUIs may be excluded
from the new query. To our surprise, S7’s perforogars significantly better than any
other strategies where it improves 15.9%, 85.4%/(%7and 8.2% over baseline S1, S2,

S3, S4 respectively. On average, S7 is 24.8% kbtherall other strategies.

Table 13: Parameters of best performance (*N/A:apmiicable)

S1 S2 S3 S4 S5 S6 S7

max retrieved #docs per 10000 10000 10000 10000 10000 10000 10000
query 0 0 0 0 0 0 0

#docs for pseudo
relevance feedback

#CUIs chosen for
expanded query

N/A N/A N/A 50 50 N/A N/A

N/A N/A N/A 5 15 25 15

85



boosting valuebfor
expanded terms

a in Equation N/A N/A N/A N/A N/A 0.1 0.1

N/A N/A N/A 0.4 0.75 0.7 0.8

Table 14: Pairwise comparison of retrieval strasegif 11pt. avg. precision

s1 S2 S3 S4 S5 S6 S7
(0.2538) (0.1587) (0.2500) (0.2720) (0.2684) (0.2626) (0.2942)
S1(0.2538) 59.9%  -1.5% 7.2%  5.8%  35%  15.9%
S2 (0.1587) 57.5% 71.4%  69.1%  65.5%  85.4%
S3 (0.2500) 8.8%  7.4%  50%  17.7%
S4 (0.2720) 1.3%  -3.8%  8.2%
S5 (0.2684) 2.2%  9.6%
S6 (0.2626) 12.0%

4.5.4. Effectiveness Analysis

To effectively demonstrate the power of ontologgpdr based query expansion,
we analyze the PPV CUIs generated from OHSUMED yguene details of query #10
“Effectiveness of gallium therapy for hypercalcénsgpresented in Table 15. MetaMap
maps four Original CUIs for query #10: (C1280519%feEtiveness), (C0016980:
Gallium), (C0039798: therapy), (C0020437: Hypereai@).

A close look at Table 15 leads us to believe thatd are two key reasons why our
proposed scheme performs better: (1) Ontology giagded query ranks specialized
CUIs (Gallium, Hypercalcemia) much higher than geheed CUIs (effectiveness,
therapy) because specialized CUI has a much |#gethan generalized CUI. Thus, the

ontology graph based query expansion has a legerien to include those generalized
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CUIs which may retrieve irrelevant noise documehts. query #10, only one Original
CUI ‘Gallium’ is presented in the new query. (2)sliccessfully finds additional useful
CUIs closely related to those valuable specialifddis (Gallium, Hypercalcemia).
Rankings #1, #3, #8 are valuable CUI expansionGatlium’, and rankings #5, #6, #14,
#15 are valuable CUI expansion for ‘Hypercalcenmdable 15.

To demonstrate that using all Original CUIs canrddg the performance, we
apply the same parameters set of S7 to S6 in Tehl&he evaluation result of S6 is:
11pt. avg. precision 0.2597, MAP 0.2386, R-precida2831. The result shows that the
generalized terms in Original CUIs can degradepsormance as much as 13.3% in

11pt. avg. precision.

Table 15: Details of PPV final weights of OHSUMEDI&y #10 Effectiveness of
gallium therapy for hypercalceniigasterisk * indicates Original CUIS)

Final Init. PPV

Rank PPV CUI Weight Score §

IPF Concept Name

1 C02023905.8315 0.0006 12.341  Gallium measurement
*2  C00169805.7205 0.0756 7.4059  Gallium
3 C00610055.5911 0.0006 11.8302 gallium arsenide
4  C01501955.4806 0.0008 11.24245'9‘3”0'yte management:
ypercalcemia
Familial benign hypercalcemia,
5 C18333725.4740 0.0007 11.2424type 3
6 C06829025.3936 0.0006 11.2424 boron group elements
7 C08786845.3856 0.0008 11.0417 SHORT syndrome
8 C00610085.2749 0.0011 10.395 gallium nitrate
9 C02684785.2404 0.0008 10.7315 Blue diaper syndrome
10 C00335975.1809 0.0011 10.2207 Protactinium
11  C00051245.1423 0.0011 10.1437 Berkelium
12 C00158535.1061 0.0011 10.0723 Fermium
13  C00252755.0723 0.0011 10.0056 Mendelevium
14  C02718514.9913 0.0008 10.1437 Hypercalcemia due to sars@do
ﬁypercalcemia due to

15 C02718504.9901 0.0008 10.143 granulomatous disease
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)\ \\ )\
*27 C00204374.8283 0.0732 6.2714 Hypercalcemia

A\ N A\
*275 C12805191.7453 0.0782 2.2518 Effectiveness
A\ N A\

*362 C00397980.5907 0.0733 0.7672  Therapy

4.5.5. Multi-Vocabularies of Ontology Graphs

Recall the above experiments are performed on ®ogtology graph (built by
four vocabularies). Now, we want to study the dff@mess by enlarging the ontology
graph with more vocabularies. Thus, we had perfdrenseries of additional evaluations
on MediumandLarge ontology graphs shown in Figure Mediumontology graph uses
eight vocabularies andarge ontology graph uses eleven, shown in Table 10.ugée
them to re-compute the PPVs from 106 queries arf8K 3bcuments. Finally, the 11
point average precision values are calculated thighsame parameters set as S7 in Table
13. We vary the size of PPV CUIs before re-rankiggveighted scheme. It shows that
small size of CUIs (<150) degrades the performagreatly. Large size of CUls (>500)
doesn't play a role in the final value. The sizéamen 200 and 250 shows the best result.

Figure 19 also shows that the Origin ontology graplh performs the best, and
Largeontology graph’s performance is better thdéediumontology graph. It implies that
increasing the number of ontologies may not imprthes overall performance. Further
experiments are required to identify which vocabulacauses the performance

degradation.
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Figure 19: 11pt. avg. precision values using thiliflerent ontology graphs

(with 4, 8 and 11 vocabularies respectively) salgcvarious
size of PPV CUIs before we re-rank those CUIs bygited
Scheme

4.6. Summary

We have proposed a new ontology graph based quergnsion scheme for
MEDLINE. MeSH and three other controlled vocabwarfrom Metathesaurus are used
to construct the graph. MetaMapped biomedical cotscare used to find semantically
related counterparts by running Personalized PageRdgorithm on the graph. A
carefully designed weight scheme is applied tocsetgp biomedical concept candidates
for query expansion. Experiments show that the mgblogy graph based query

expansion S7 surpasses the results of pseudo meeveedback based query expansion
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S4, no query expansion S3, and all other stratelgye8.2%, 17.7% and 24.8% on
average in 11pt. interpolated average precision.ae identify that the generalized

biomedical concept is one of the reasons for perémice degradation.
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Chapter 5

Hybrid Query Expansion Assisted by WEST

5.1. Background

In this chapter, we will apply the Weighted Edgenffarity (WEST) method from
chapter 3 into our previously successful PPV gueyansion approach for biomedical
information retrieval from chapter 4.

Directly applying word semantic similarity into qyeexpansion isn't an easy
task. Voorhees [87] showed that an automatic prareedf query expansion based on the
WordNet synonym sets can degrade retrieval perfocaaHis experiments showed that
the query expansion techniqgue makes little diffeeem retrieval effectiveness if the
original queries are relatively complete descripsiof the information being sought even
when the concepts to be expanded are selected rids;havhile less well developed
gueries can be significantly improved by expangibhand-chosen concepts.

Jalali [88, 89] applied Li's similarity method [9@n MeSH tree ontology by

computing the word similarity between the origimgiery terms and pseudo relevance
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feedback terms. A threshold of 0.7 is used to uteav similar terms in the pseudo

relevance feedback procedures in his approach.

5.2. Hierarchy of Ontology Graph

To apply our WEST algorithm, there are two prerstjeiconditions to satisfy:

(1) Whether there exists a suitable underlying logip structure?

(2) Whether the hierarchy of ontology structure daa explored and Least
Common Ancestor can be computed?

Luckily, after carefully studying the Metathesaumstology, we find that both
prerequisite conditions can be fulfilled by usingltiple biomedical ontologies derived
from Metathesaurus.

First, since we are working on the biomedical dtita,underlying ontology has to
be changed from WordNet to the Metathesaurus ogigdonvhich were built in chapter 4.
We choose to use th@rigin ontology graph of four vocabularies (MSH, SNOMEDCT
AOD, CSP) for its simplicity and effectiveness lre tfollowing experiments.

Second, the hierarchy of the ontology has beentaarted in the “Computable”
Hierarchies (MRHIER) table of UMLS Metathesauruee TMRHIER table of th©rigin
ontology graph was constructed by the four vocamdawith 6,876,273 total records of
which 278,085 distinct CUIs.

The MRHIER table has two important attributes: Adsid PTR. AUI is short for
Atom Unique Identifiers [91] which is the basic loimg blocks or "atoms" from which

the Metathesaurus is constructed from each ofdhece vocabularies. Every occurrence
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of a string in each source vocabulary is assigneshique atom identifier or AUI. If

exactly the same string appears multiple timeséensame vocabulary, for example as an

alternate name for different concepts, a unique Kllissigned for each occurrence. AUI

contain the letter A followed by seven numbers. Bbreviation for the source that

contributed each string is noted in parentheses #fée string.

Table 16: MRCONSO of CUI C0016980 “Gallium”

AUI SAB STR
A0014095 MSH Gallium
A2877777 SNOMEDCT Gallium
A0014094 MSH Gallium
A0479659 CSP gallium
A0479658 AOD gallium
A4781508 SNOMEDCT Gallium, NOS
A1961887 CSP Ga element
A3471456 SNOMEDCT Gallium (substance)
Table 17: MRHIER of CUI C0016980 “Gallium”
AUI SAB PAUI PTR
A0434168.A2367943.A18456972.A0135374.A0135450
A0014094 MSH A0743535 A0053536 A0743535
A0434168.A2367943.A18456972.A0135374.A0135450

A0014094 MSH A0743535 A0085365 A0743535
A0479658 AOD A1388564 A1386158.A1389303.A13892832A037.A1388564
A0479659 CSP A1195034 A0398472.A0318590.A031885488678.A1195034

SNOM A3684559.A3206010.A16967690.A3347798.A3559706
A2877777 EDCT A3471460 A3471460

SNOM A3684559.A3206010.A3738095.A3347798.A3559706.
A2877777 EDCT A3471460 A3471460

PTR denotes for “Path to Top or Root” of the hiehgral context. The PTR is a

string composed of AUI separated by periods, eath #epresenting a node in the

Metathesaurus hierarchy. The PTR and the AUl wesecatenated to produce a
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Hierarchical Unique ldentifier (HUI) locating thavgn record in the Metathesaurus
hierarchy [92].

Other attributes of MRHIER includes SAB and PAURESIs short for “Source
Abbreviation” which records which vocabulary itssored. The PAUI shows the direct
parent of that CUI. There are three CUIs in ousiar of the MRHIER which don’t have
PTR values: Medical Subject Headings (C1135584/4048), CRISP Thesaurus
(C1140093/A0398472), Alcohol and Other Drug Thesa€1140162/A1386158).

To better illustrate the hierarchy provided by Met¢saurus, we re-use the OHSUMED
query #10 “Effectiveness of gallium therapy for Bygalcemia” from chapter 4.4.4. The
term “Gallium” is corresponding to CUI C0016980 MRCONSO in Table 16 and
MRHIER in Table 17.

Figure 20 shows the hierarchy of the ontology grdptween CUI pair
<gallium”, “gallium nitrate”>, < “gallium”, “fermium”> and < “gallium”, “berkelium”>.

The AUI specific level (SpecLev) of the hierarclsyshown in the figure which is used to

compute the weighted length as well as the sinylaalue of a pair.
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5.3. Weighted Edge Similarity Assisted Query Expansion

In this section, we applied our Weighted Edge Sinty (WEST) algorithm on
the ontology graph to compute the semantic sinylarf the Final CUIs and the Original
CUls.

The motivation of applying semantic similarity tor@en Final CUIs is to further
considering the generalization and specificatiothefFinal CUIs. Since the personalized
PageRank algorithm only considers the in-link iefahip and we use the weight scheme
to filter those CUIs with high document frequenidgwever, it doesn’t consider the Final
CUIs’ relationship in the way whether the expan@&#l is more general or more specific
of the Original CUIs. By applying the Weighted Edgjenilarity algorithm, we are able to
filter those more general expanded CUIs and keepettimore specific expanded CUIs
into the final expanded query.

The WEST algorithm is applied in Step 5c in Fig@fenoted in red color. The
rest of the flow chart is the same of the persapdliPageRank (PPV) based Query
Expansion.

In the Step 5c, we evaluate the tKpFinal CUIs and compute the semantic
similarity of each Final CUI with all the Origin&Uls and keep the highest similarity
value. A heuristic similarity threshold is set acling to the decreasing rate value of
WEST. If a Final CUI's highest similarity valuelmwver than the threshold, then that CUI

will be skipped in the final expanded query.
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5.4. Validation of Our Final Query Expansion Approach

To validate our approach applying WEST algorithntoirthe personalized
PageRank based query expansion, we implement the&STWElgorithm on the
Metathesaurus ontology graph. Three additional exg@ats are performed to evaluate
the performance gain on the original PPV basedyogeigpansion.

Table 18: Three WEST assisted index and retridvalegies

Retrieval Document Representation Query Representation

Strategies  Vector 1 Vector 2 Vector 1 Vector 2

S7 Free-text Original CUIs Free-text Final CUls

S8 Free-text Original CUIs Free-text WEST (sech) Final CUIs

9 Free-text Original CUIs Free-text WEST (tanhc) Final CUIs

S10 Free-text Original CUIs Free-text WEST (sech*tanhc) Final CUls

The best strategy of personalized PageRank algot8fi is used as the baseline.
We evaluate the three hyperbolic transfer functaescribed in chapter 3.5.2 in Table 18.

S8 usessechfunction, S9 usetanhc function and S10 appliesech*tanhcwhich again
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showed the best performance in our WordNet experisnén this WEST assisted query
expansion experiment, a heuristic threshold vatuset to 0.30 which is close to our
previous work [18, 19], and the decreasing raté&/&ST algorithm« = 0.8 for all three

new strategies. The experimental result is showirabie 19.

Table 19: Performance of WEST assisted hybrid qagpansions

S7 S8 S9 S10

]\c/lZ/rIlECSti'(l;rt]ransfer N/A sech tanhc sech* tanhc
iprec_at_recall_0.00 0.7601 0.7475 0.7344 0.7775
iprec_at_recall_0.10 0.5883 0.5940 0.5787 0.6034
iprec_at_recall_0.20 0.4781 0.4889 0.4761 0.4912
iprec_at_recall_0.30 0.3896 0.4068 0.3891 0.4092
iprec_at_recall_0.40 0.3033 0.3283 0.3144 0.3291
iprec_at_recall_0.50 0.2479 0.2596 0.2621 0.2741
iprec_at_recall_0.60 0.1924 0.2025 0.2005 0.2170
iprec_at_recall_0.70 0.1416 0.1494 0.1443 0.1657
iprec_at_recall_0.80 0.0906 0.0933 0.0892 0.0941
iprec_at_recall_0.90 0.0399 0.0386 0.0435 0.0467
iprec_at_recall_1.00 0.0047 0.0053 0.0061 0.0073
11pt. avg. precision 0.2942 0.3013 0.2944 0.3105
MAP 0.2704 0.2841 0.2716 0.2857
R-precision 0.3060 0.3176 0.3086 0.3252

The experiment shows that all of three new strategnprove the personalized
PageRank query expansion. Among three stratediedydst strategy S10 applying both
sech and tanhc as the transfer function improvesetaven point average precision by

5.54% comparing to S7 and 22.34% to S1.
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5.5 Discussion

We use weighted edge similarity algorithm to asgistd expansion by further
filtering low similarity terms from the expandedrrtes generated by Personalized
PageRank algorithm. Experiments show that all tiseategies S8-S10 with WEST
improve the search performance comparing to thasthed without applying similarity
filtering.

The reason for performance improvement is duedaamoval of general concept
and kept of specific concept. Personalized PageRdgdrithm selects the concepts
which best matches the query context; while thegiiteid scheme re-weights the entire
rank so that general concepts are ranked lowerspadific concepts are ranked higher.
WEST similarity further filter those general contepased on its specific level in the
ontology that terms with low specific level (morengral) are removed from the

expansion list.
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Chapter 6

G-Bean: A Graph-based Biomedical Search Engine

6.1. Overview

We have implemented an interactivea@h-based B®medical Seach Ergine (G-
Bean) using our proposed ontology graph query esiparalgorithm. The online system
accepts any medical related user query and praxcédssm with expanded medical query

to search for the whole MEDLINE database.

6.2. Architectural Design

6.2.1. MEDLINE Dataset

It is not trivial and fairly important to collech¢ entire corpus of MEDLINE
records as well as MetaMapping the entire MEDLINEt tcontents. Our first trial is to
manually create a Python script to crawl the MEDEIKecords from NLM’sentrez

portal [93]. It spends us more than 10 days to tiz\M records.
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However, at the same time, we found that NLM hasaaly built a package called
Medline/PubMed Baseline which contains the entifeIMINE. More importantly, the
Medline/PubMed Baseline has already applied Metakdafhe whole MEDLINE data
parsing these citations and get corresponding @wlsvery citation [94]. According to
the description, the entire MEDLINE corpus of 19558 citations was created on
November 19, 2011. It was processed (by shell comdnmaetamapl0 —Z 1011 —)E
between January 26, 2011 and February 16, 201lughraghe MetaMap program
generating MetaMap Machine Output formatted resfdtseach of the citations. The
results are now available via the link [95]. Thengwessed downloadable data requires
129.9GB disk space.

Thanks to the NLM’s pre-processed MEDLINE citataata which saved us more
than 20 days of work, we apply our information ieatal model to index the MEDLINE
as well as its MetaMap processed CUIs as showrhapter 4.3.5. However, building an
index for such a large scale data is challenge exsamg Lucene library. In real index
phrase, we repeated several times trying to in@% &tations and failed due to the Java
virtual memory space is not enough. We finally actour approach by optimizing the
Lucene index at every 50 input files (total 6534) and setting the Java virtual
machine’s memory byXms4096m -Xmx4096m

At first, we process the whole MEDLINE citations lirydexing its title and

abstract processed by porter stemmer and filteyei stop-list. The MetaMapped

> http://jmlr.csail.mit.edu/papers/volume5/lewisCakl-smart- stop-list/english.stop
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CUIs are also indexed for our proposed query expansThe whole indexed data
requires 25.8GB disk spaces.

However, when we evaluate the index we createdbasea we find that using
porter stemmer and stop-list is not a good optarbfomedical document indexing. The
reason is that some biomedical special terms wallremoved during indexing and
searching phase. For example, Gene Ontology ig 810fGO) which is in the stop-list.
When we search the term G-SESAME, it returns docusnabout sesame which is not
what we want.

In order to solve this problem, we re-index theirentlocument corpus simply
using white space to separate each term. We dausetporter stemmer, stop-list or
distinguishing capitalized letter in the second neundexing. The re-indexed data

requires 39GB disk space and takes 18.2 hourslaxin

6.2.2. Architecture

Since we are using the Java version Lucene libtarglerlying our query
expansion implementation, we choose to implemeat dhline system using Client-
Server architecture powered by Java Servlet Paljss.front-end is written by Java
Servlet Pages (JSP) and the back-end is suppoytezlibontology graphed assisted
hybrid query expansion system. The detailed arctite is shown in Figure 22.

As shown in Figure 22, the front-end is composetibivL and JSP codes which
are directly displayed to users around the worltheWthe user’s query is passed to the

back-end system, the original query is parsed wideP stemmer and filtered by the MIT
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stop-list. The MetaMap program searches and gessetlag corresponding CUIs recorded
in the Metathesaurus. The CUIs will be expandeduloying the personalized PageRank
algorithm on the ontology graph at first. Then, theanded CUIs will be filtered by
computing the semantic similarity between the erpanCUIs and the Origin CUIs. The
filtered Final CUIs with the original text phrasase composed together as the Hybrid
Final Query to search our local MEDLINE indexes.
Currently, the proposed G-Bean search engine ikyeg on web servefomcat

6.0 using Ubuntu 11.04 as the operating system. Themuversion of web application

system is ahttp://bioir.cs.clemson.edu:8080/BiolRWeb/index.jsp
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6.3. Usage

The interface ofthe website is shown Figure 2®&here user can query a

biomedical terms and Bear returnsa list of biomedical documents from MEDLIN

database. The current URL of the website is at
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http://bioir.cs.clemson.edB080/BiolRWel. Click the title of any listed item will link tt

the original item in the PubMed online databasFigure 24.
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Effeciveness of gallium therapy for hypercalcemia [ seancH |

Search Results
1. Treating cancer-related hypercalcemia with gallium nitrate. sewect
Brian Leyland-Jones, 2004 Nov-Dec, The journal of supportive oncalogy

Absiract: Gallium nitrate is an approved therapy for symptomatic, cancer-related hypercalcemia unresponsive o
to adequate hydration, the most common life-threatening metabolic disorder of cancer. Initially .

2. Gallium nitrate for treatment of ref cemia from parathyroid carcinoma seuect
R P Warrell, M Issacs, N W Alcack, R S Bockman, 1987, Annals. of internal medicine

Abstract: Intractable hypercalcemia is the major cause of morbidity and mortality in patients with parathyroid
carcinoma. Because gallium nitrate previously was shown to inhibit the bone resorptive activity of ...

3. Treatment of cancer-related hypercalcemia: the role of gallium nitrate. SELECT
Brian Leyland-Jones, 2003, Seminars in oncology

Abstract: Is a common, lif ‘metabolic disorder that can be assoclated with cancer.
its pathophysiology includes enhanced osteaclastic bone resorption and decreased renal excretion of ..

4. Tamoxifen flare hyperealcemia: an additional support for gallium nitrate usage saueeT
Govinda Pillai Arumugam, Sengoden Sundravel, Palanivel Shanthi, Panchanadham Sachdanandam, 2006,
Journal of bone and mineral metabolism

Abstract: In 12 of 93 hypercalcemic patients with metastatic advanced breast cancer treated with tamoxifen
the most common life-threatening metabolic complication of flare hypercalcemia developed. All the ...

5. Hypercalcemia, SELECT
R Pinkerton, A Berger, 1976, The Journal of family practice

Abstract: Hypercalcemia is a potentially life-threatening metabolic disorder which may be effectively treated
once its presence is recagnized and its probable cause determined. The family physician should be ...

6. Gallium nitrate in the treatment of lymphoma. SELECT
David J Straus, 2003, Seminars in oncology

Figure 23 Biomedical information retrieval website
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One feature of our website is that the user cagctais interested article and fi
its related articles. The selected article is digpt in the middle column and the rela
articles are shown in the hgcolumn. As shown iFigure 25 the user addsTreatment
of cancerrelated hypercalcemia the role of gallium nit” into the Selected Articles, ar
the right bottom dicles shows top revant articles to that user selecteticle

User can select multiple articles and add them S#lected Articles in the midd
column; while Related Articles in the right colurmtludes the related articles for e¢
selected article. All the related articles ar-sorted by itsmatched score. As shown
Figure 26 the user selects one more articlGallium nitrate in the treatment

lymphoma”.

@ Biomedical Al Serch Engine ozl Frero W T T (=] E

File Edit View History Bookmarks Tools Help

\W{ﬂ' Rl N =

1 s e B C| [ gt slale > -m

Unto\ogv Graph based Biomedical Search Engine

1 T

Search Results User Selected Articles REMOVE ALL
1. Treatment of cancer-related hypercalcemia: the role of gallium nitrate. REMOVE

1 ng cancer-related hypercalcemia with gallium nitra seLect

Brian Leyland-Jones, 2004 Nov-Dec, The journal of supportive oncology

Abstract: Gallium nitrate is an approved therapy for symptomatic, cancer-related hypercalcemia unresponsive
to adequate hydration, the most common life-threatening metabolic disorder of cancer. Initially

Articles Relevant to User Selection

2. Gallium nitrate for treatment of refracto alce om parathyroid carcinoma seecr
R P Warrell, M Issacs, N W Alcock, R $ Bockman, 1987 Anna\s of internal medicine

1. Treatment of cancer-related hypercalcemia: the role of gallium nitrate seecr
Abstract: Intractable hypercalcemia is the major cause of morbidity and mortality in patients with parathyroid Brian Leyland-Jones, 2003, Seminars in oncology

carcinoma. Because gallium nitrate previously was shown to inhibit the bone resorptive activity of ...

Abstract: Hypercalcemia is a common, life-threatening metabolic disorder that can be associated with cancer.

~related hypercalcemia: the role of gallium nitrate Its pathophysiology includes enhanced osteoclastic bone resorption and decreased renal excretion of ...

03, Seminars in oncology L4
2. Treating cancer-related hypercalcemia with gallium nitrate siecr

Abstract: Hypercalcemia is a common, life-threatening metabolic disorder that can be associated with cancer. Brian Leyland-Jones, 2004 Nov-Dec, The journal of supportive oncology

Its pathophysiology includes enhanced osteoclastic bone resorption and decreased renal excretion of ...

3. Treatment of
Brian Leyland-Jones,

Abstract: Gallium nitrate is an approved therapy for symptomatic, cancer-related hypercalcemia unresponsive

4. Tamoxifen flare hypercalcemia: an additional support for gallium nitrate us: Seecr to adequate hydration, the most common life-threatening metabolic disorder of cancer. Initially ...
Govinda illa Arumugam, Sengoden Sundravel, Palanivel Shanthi, Panchanadham Sachdanandam, 2006,
Journal of bone and mineral metabolism 3. Pathophysiology and management of severe hypercalcemia seiecr

S R Nussbaum, 1993, Enducrlno\ogy and metabolism clinics of North America
Abstract: In 12 of 93 hypercalcemic patients with metastatic advanced breast cancer treated with tamoxifen

the most common life-threatening metabolic complication of flare hypercalcemia developed. Al the ... Abstract: The principal _pathophysiologic alteration in  severe hypercalcemia accompanying
hyperparathyroidism and malignancy is enhanced osteoclastic bone resorption. Hypercalcemia impairs renal
Jlcemi seLecr mechanisms that ...
n, A Berger, 1976, The Journal of family practice
4. Gallium nitrate revisited SELECT.
Abstract: Hypercalcemia is a potentially life-threatening metabolic disorder which may be ef!ectlvely treated Christopher R Chitambar, 2003, Seminars in oncology

once its presence is recognized and its probable cause determined. The family physician should be

Abstract: Gallium nitrate, the nitrate salt of the "near-metal" element gallium, is highly effective in the

6. Gallium nitrate in the treatment of lymphoma seiect treatment of cancer-related hypercalcemia. Unlike bisphosphonates, gallium nitrate is effective in ...

David J Straus, 2003, Seminars in oncology
DSearchC 5. Hypercalcemia of malignancy in the palliative care patient: a treatment strateg SeLeCT

Figure 25:User seles article from search results
The user can change the query but keep the contettie Selected Articles ar

Related Articles in order to select additional @des to the middle and right column:

106



Figure 27shows the corresponding selected resuithe right columns

articles are selected.

seano

Search Results

1. Skin cancer in skin of color.
Hugh M Gloster, Kenneth Neal, 2006, Journal of the American Academy of Dermatology

seLecT

Abstract: Skin cancer is less common in persons with skin of color than in light-skinned Caucasians but is
often associated with greater morbidity and mortality. Thus, it is crucial that physicians become ...

2. Skin cancer and photoaging in ethnic skin.
Rebat M Halder, Collette J Ara, 2003, Dermatologic clinics

seLect

Abstract: Skin cancer prevalence in ethnic skin is low. Squamous cell carcinoma, hypopigmented mycosis
fungoides, and acral lentiginous melanoma are the most serious types of skin cancer noted in the ...

3. Facial skin flaps and skin grafts for skin cancers
D T Moynihan, 1989, The Journal of the Florida Medical Association

seLecT

Abstract: The commonly used skin flaps and skin grafts for plastic surgical reconstruction of facial wounds
created by skin cancer extirpation are reviewed.

4. Skin cancer.
P Buchanan, 2001 Jul 25-31, Nursing standard (Royal College of Nursing (Great Britain) : 1987)

SeLECT

Abstract: The incidence of skin cancer is increasing and nurses are in an ideal position to help patients
prevent and identify the disease at an early stage.

5. Skin cancer: more than skin deep.
Randy M Gordon, 2009, Advances in skin & wound care

SELECT

Abstract: PURPOSE: To provide the wound care practitioner with an updated overview of the epidemiology,
clinical presentation, treatment, and prevention of skin cancer. TARGET AUDIENCE: This continuing ...

6. Skin cancer in skin of color.
Porcia T Bradford, 2009 Jul-Aug, D

SELECT

nursing / D Nurses’

Abstract: In general, skin cancer is uncommon in people of color when compared to Caucasians. When it does

User Selected Articles
1. Treatment of cancer-related hypercalcemia: the role of gallium nitrate.

REMOVE

2. Gallium nitrate in the treatment of lymphoma. REMOVE

Articles Relevant to User Selection

1. Treatment of cancer-related hypercalcemia: the role of gallium nitrate.
Brian Leyland-Jones, 2003, Seminars in oncology

SeLeCT

Abstract: Hypercalcemia is a common, life-threatening metabolic disorder that can be associated with cancer.
Its pathophysiology includes enhanced osteoclastic bone resorption and decreased renal excretion of

2. Gallium nitrate in the treatment of lymphoma.
David J Straus, 2003, Seminars in oncology

SELECT

Abstract: Gallium nitrate is effective and well tolerated for the treatment of cancer-related hypercalcemia. At
somewhat higher doses, gallium nitrate also has cytotoxic activity against a variety of cancers. ...

3. Treating cancer-related hypercalcemia with gallium nitrate.
Brian Leyland-Jones, 2004 Nov-Dec, The journal of supportive oncology

SELECT

Abstract: Gallium nitrate is an approved therapy for symptomatic, cancer-related hypercalcemia unresponsive
to adequate hydration, the most common life-threatening metabolic disorder of cancer. Initially ...

4. Pathophysiology and management of severe hypercalcemia.
S R Nussbaum, 1993, Endocrinology and metabolism clinics of North America

SELECT

pathophysiologic

Abstract:  The  principal
idism and is enhanced

alteration in  severe hypercalcemia accompanying
ic bone resorption. Hypercalcemia impairs renal

mechanisms that ...

Figure26: User selects additional article
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Hugh M Gloster, Kenneth Neal, 2006, Journal of the American Academy of Dermatology
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Rebat M Halder, Collette ] Ara, 2003, Dermatologic clinics
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3. Facial skin flaps and skin grafts for skin cancers.
D T Moynihan, 1989, The Journal of the Florida Medical Association

SeLECT

Abstract: The commonly used skin flaps and skin grafts for plastic surgical reconstruction of facial wounds
created by skin cancer extirpation are reviewed.

4. Skin cancer.
PJ Buchanan, 2001 Jul 25-31, Nursing standard (Royal College of Nursing (Great Britain) : 1987)

seLecT

Abstract: The incidence of skin cancer is increasing and nurses are in an ideal position to help patients
prevent and identify the disease at an early stage.

5. Skin cancer: more than skin deep.
Randy M Gordon, 2009, Advances in skin & wound care
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Abstract: PURPOSE: To provide the wound care practitioner with an updated overview of the epidemiology,
clinical presentation, treatment, and prevention of skin cancer. TARGET AUDIENCE: This continuing ...
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1. Treatment of cancer-related hypercalcemia: the role of gallium nitrate
2. Gallium nitrate in the treatment of lymphoma.
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1. Facial skin flaps and skin grafts for skin cancers
D T Moynihan, 1989, The Journal of the Florida Medical Association

SELECT

Abstract: The commonly used skin flaps and skin grafts for plastic surgical reconstruction of facial wounds
created by skin cancer extirpation are reviewed.

2. Treatment of cancer-related hypercalcemia: the role of gallium nitrate.
Brian Leyland-Jones, 2003, Seminars in oncology

seLecT

Abstract: Hypercalcemia is a common, life-threatening metabolic disorder that can be associated with cancer.
Its pathophysiology includes enhanced osteoclastic bone resorption and decreased renal excretion of ...

SELECT

3. Gallium nitrate in the treatment of lymphoma.
David J Straus, 2003, Seminars in oncology

Abstract: Gallium nitrate is effective and well tolerated for the treatment of cancer-related hypercalcemia. At
somewhat higher doses, gallium nitrate also has cytotoxic activity against a variety of cancers. ...

6. Skin cancer in skin of color.
Porcia T Bradford, 2009 Jul-Aug, D

SELECT

nursing / D Nurses’

Abstract: In general, skin cancer is uncommon in people of color when compared to Caucasians. When it does

4. Treating cancer-related hypercalcemia with gallium nitrate.
Brian Leyland-Jones, 2004 Nov-Dec, The journal of supportive oncology

SELECT

Abstract: Gallium nitrate is an approved therapy for symptomatic, cancer-related hypercalcemia unresponsive

Figure 27:Change the search keywords to “skin cancer’select additional article
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6.4. Evaluation

Objective evaluation was shown in the previous tdrapin this section, we show
our subjective evaluation comparing G-Bean and RathM

To evaluate the performance of our Graph based &iical Search Engine (G-
Bean), we have used the 106 queries from OHSUMBBsdato search the entire 20
million MEDLINE citations. The search results we@mpared with the results returned
by PubMed interface. An expert in biomedical sceancarefully examined the results
returned by both search engines. Surprisinglyettpert felt that G-Bean returned better
search results in 79 of these queries while bo#rckeengines returned good search
results on other 27 queries. This evaluation furttenfirms the superiority of G-Bean
biomedical search engine. It is worth-noting thabMed system fails to return any
results on several queries such as #7, #52, aridl #10

From the biomedical expert's judgment, we find th#te query is composed of
MeSH terms, both systems perform well. Howevethd query cannot be parsed into
MeSH terms, the PubMed usually doesn't return ddsiresults and our system
outperforms PubMed in most of the case. Besides, RabbMed system frequently
matches items simply related to general terms siscttherapy" and "effective" which
decrease the precision and degrade the performdonceum up, our G-Bean system
outperforms the original PubMed's search and mdse convenient for user to perform
efficient and effective search in biomedical area.

Table 20 shows the OHSUMED Query #11 “review agtimh cholesterol emboli”

where the term c¢holesterol emboli”is not in the MeSH ontology. Thus, only #3 from
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PubMed is related to the user query. However, otBe@n is able to automatically
mapping cholesterol emboli into its related CUI @949 which gives us a better result

in our biomedical search engine that all the topshlts are related to the user’s query.

Table 20: Top 5 in OHSUMED Query #11 “review aricin cholesterol emboli”

PubMed G-Bean

1 Pitfall in nephrology: contrastCutaneous cholesterol emboli (author's
nephropathy has to be differentiated frotnansl).
renal damage due to atheroembolic
disease.

2 Objectives of teaching direcSpinal cord infarction due to cholesterol
ophthalmoscopy to medical students. emboli complicating intra-aortic balloon
pumping (case report and review of the

literature).

3 Cholesterol embolization syndrome. Multiple clstdeol emboli syndrome.
Bowel infarction after retrograde
angiography.

4 Models of preventable disease: contra§tholesterol emboli after cardiac
induced nephropathy and cardiacatheterization. Eight cases and a review
surgery-associated acute kidney injury. of the literature.

5 Subcutaneous thrombotic vasculopatiultiple cholesterol emboli syndrome.
syndrome: an ominous condition
reminiscent of calciphylaxis:
calciphylaxis sine calcifications?

Table 21 shows top 5 articles retrieved by OHSUMBery #19 “use of beta-
blockers for thyrotoxicosis during pregnancy” usthg two search engine. Only G-Bean
is able to retrieve articles related to “beta-bkrsk while the PubMed retrieved none

articles related to beta-blockers.
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Table 21: Top 5 in OHSUMED Query #19 “beta-blockiersthyrotoxicosis”

PubMed G-Bean

1 Therapy of hyperthyroidism in pregnancyreatment of thyrotoxicosis during
and breastfeeding. pregnancy with propranolol.

2 Hyperthyroidism and other causes @ral beta-blockers for mild to moderate
thyrotoxicosis: management guidelines dfypertension during pregnancy.
the American Thyroid Association and
American  Association of Clinical
Endocrinologists.

3 [Severe circulatory insufficiency in e&valuation of thyrotoxicosis during
patient with neonatal hyperthyroidism]. pregnancy with color flow Doppler
sonography.

4 Molar pregnancy-induced thyroid storm.  Oral beltackers for mild to moderate
hypertension during pregnancy.

5 Total intravenous anesthesia fdFransient post-operative thyrotoxicosis
evacuation of a hydatidiform mole andfter parathyroidectomy.
termination of pregnancy in a patient
with thyrotoxicosis.

The entire 106 OHSUMED queries, its top 5 resultenf both system and the
biomedical expert’s opinions are presented in viebsi
http://bioir.cs.clemson.edu/SearchEngineEvaluagieallation.php.

Several OHSUMED queries such as Query #23 “spootaneunilateral
galactorrhea, differential diagnosis and workupd aQuery #30 don’t get results in
PubMed while our search engine returns good results

Based on these subjective evaluations, G-Bean ige rstable and effective
comparing to PubMed search, especially when usgiesy contain terms which are not

MeSH terminology.
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Chapter 7

Conclusion

7.1. Contribution Summary

We have proposed an enhanced search engine fobitimeedical research
community to facilitate effective searches via @iy query expansion approach on
biomedical ontology graph. The biomedical ontolaggph can be constructed by any
number of existing biomedical vocabularies in Me¢stiurus which provides the
possibility of customized search for different @sefwo different but related methods
exploring the ontology graph are studied and evatlito construct an expanded query to
search the MEDLINE Lucene index. Both of the methade proved to be effective in
increasing the recall-precision performance. To symour contributions are ten-folds as
listed below:

Q) Our proposed query expansion algorithm is concdgtuwvel and very
different from previous query expansion methodsformation retrieval as

of our knowledge.
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(2)

3)

(4)

(5)

(6)

(7)

(8)

Unlike most of the previous ontology based studibgh utilize only MeSH
as their solo ontology, our method can employ rpldti controlled
vocabularies from Metathesaurus for indexing aradcteng.

The application of multiple vocabularies providas possibility for users to
customize their specialized search. A gene sciecdis create the ontology
using GO vocabulary to expand the query specifidallGene Ontology.

We have designed a systematic method to elimimetertapped generalized
biomedical concepts and populate closely relatedciapzed concepts
resulting in significant increase in the relevanteetrieval results.

Our experimental analysis showed that eliminatiegegalized biomedical
concepts in the search query may greatly improwe rdcall-precision
performance.

We demonstrate that query expansion based on gytgi@ph is more stable
than that based on pseudo relevance feedback leesatttng the retrieved
documents by relevance is found to be often inateur

We made an important observation that humans ame ®ensitive to the
word semantic difference caused by the categoozdahan by specification.
In another word, people view word pair separatedspgcification more
similar than those separated by categorization.

Our WEST semantic similarity algorithm performs Wi both WordNet and

multiple ontologies generated from Metathesaurus.
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(9) We explore two different yet effective approachesake advantages of the
multiple biomedical ontologies into bioinformaticdormation retrieval.
(20) The two approaches are successfully combined amdhythrid approach has

achieved best performance in our experiments.

7.2. Futurework

7.2.1. Further Evaluation of Multiple Ontologies

We explore the multi-vocabularies of ontology gragdmstruction in Chapter
3.4.5. The Origin version with four vocabularies was increased watiditional
vocabularies to construdledium version (8 vocabularies) andarge version (11
vocabularies) ontology graph. However, both Medamad Large version don’t perform
better than the Origin version while the Large \@rperforms better than the Medium
version. This implies that the introduction of e@mt ontology might impair the overall
retrieval performance. A further evaluation of theationship between the retrieval

performance and the combination of multiple ont@egan be studied.

7.2.2. Speed-up the Personalized PageRank Computati

Currently, we compute the personalized PageRantoven the fly during the
guery expansion construction phrase. The PPV catipatfor each query might take
one to several seconds which is based on the §ittee @ntology graph. However, this

process can be accelerated with several existinfpads. One outstanding solution is
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proposed by Jeh and Widom called Scaled Persotiahza [96]. The authors developed
an approach to compute PPV as a solution of arlic@abination of a set of basic PPVs.
For a given teleport vectar the personalized PageRank equation can be dediiced
Equation (22):
X=Ax=cP x(1- 9 vO< &1 (22)
where the PPVX relates to user-specified bookmarks with weigkigresented
in v [83]. The author Haveliwala proposed the Lineafityeorem to encode PPV into
shared components:
Linearity Theorem. The solution to a linear combination of prefereneetors
v, and v, is the same linear combination of the correspogdV's teleport vectorx,
and x,, for any constantsx,«, > 0 such thate, + o, =1,
X +a,X,= CP (a, X+ a,x)+(1- (o ,Vi+a ,\) (23)
Applying either Jeh or Haveliwala’'s method can hadppre-calculate the PPV of
each CUI before the searching phrase. During theckang phrase, we only need to add

up all the corresponding unit PPV to be the quePPy/. In this way, we can use the pre-

calculated PPV to accelerate the search response.

7.3. Expected | mpact

Effectively querying MEDLINE by PubMed is not ansgatask for non-expert
users. Our hybrid query expansion method for qtleeyMEDLINE has greatly improved
the recall-precision performance in biomedical infation retrieval. However, our

method is not limited to biomedical area. As losglzere is suitable ontology graph, we
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can apply our personalized PageRank query expangiomny area. In addition, we can

apply the WEST algorithm if the hierarchy of ongyograph can be obtained.
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Appendix A: List of acronyms and abbreviations

AOD

API

BIR

CSP

CuUl

DAG

GO

IC
ICD10CM

LCA

MAP
MEDLINE
MC dataset
MSH/MeSH
MTH

NCBI

NLM

PPV

PRF
PS-IPF
RCD
SNOMEDCT
SpeclLev
TF-IDF
WEST
WSD
UMLS

Alcohol and Other Drug
Application Programming Interface
Biomedical Information Retrieval
CRISP Thesaurus
Concept Unique Identifier
Directed Acyclic Graph
Gene Ontology
Information Content
Int'l Classification of Disease, 1@dition,
Clinical Modification
Least Common Ancestor
Mean Average Precision
Medical Literature Analysis and Retriev@ystem Online
Miller and Charles dataset
Medical Subject Headings
Metathesaurus MTH
National Center for Biotechnology Informatio
National Library of Medicine
Personalized PageRank Vector
Pseudo Relevance Feedback
PPV Score — Inverse PPV Frequency
Clinical Term Version 3
SNOMED Clinical Term
Specification Level
Term Frequency — Inverse Document Frequenc
Weighted Edge Similarity Tools
Word Sense Disambiguation
Unified Medical Language System
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Appendix B: Public web services provided by WEST

B.1. Web Service
The following web services are provided and supgabbly WEST team at:
Uri: ‘urn:LiangSimilarity’

Proxy: ‘http://bioir.cs.clemson.edu:17581/

B.2. Web Service Functions

double query(string word1, string word?2][, string st rategyCode][, float
alphal, float beta]]])

Table 22: Strategy Code of WEST Web Service

Methods Strategy Code

Weighted Edge Hybrid wehybrid

Weighted Edge Sech wesech

Weighted Edge tanhc wetanhc

Li's Method li
Example:
double res = query("boy", "man"); //Default Weight ed Edge Hybrid with
alpha 0.85
double res = query("boy", "man", "wesech"); //Weigh ted Edge Sech
double res = query("boy", "man", "wesech", 0.87); / /Weighted Edge Sech
with alpha 0.87
double res = query("boy", "man", "li", 0.2, 0.3); / / Li's method with

alpha 0.2 and beta 0.3

B.3. Perl Client Sampleusing SOAP::Lite

use SOAP::Lite;

my $soap = SOAP:.Lite

-> uri('urn;LiangSimilarity")

-> proxy(‘'http://bioinformatics.clemson.edu:17581/" );
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my $res = $soap->query("boy", "man");
print "boy~man:".$res->result."\n";

B.4. PHP Client Sample using PHP::SOAP
$client = new SoapClient(NULL,

array/(
"location" => "http://bioinformatics.cl emson.edu:17581/",
"uri*  =>"urn:LiangSimilarity",

"style" =>SOAP_RPC,
"use" =>SOAP_ENCODED

B

$res = $client->query("boy", "man");
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Appendix C: Install and Run Biol RWeb website

C.1lInstallation

1. MetaMap

e Need to install both MetaMap10 and MetaMap APl @ottboth into the
/root/workspace/MetaMap)

e Set environement PATH and JAVA_HOME in ~/.bashrc

export JAVA_HOME="/usr/lib/jvm/java-6-openjdk”

export PATH=3$PATH:/root/workspace/MetaMap/public_mm /bin

e /root/workspace/MetaMap/bin/install

2. UKB_PPV:
chmod of the UKB_PPV in the ukb_ppv directory
a. install boost library
Install Tomcat

the details follow the Tomcat and Eclipse document

C.2 Startup the web application
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1. cd /usr/share/tomcat6/bin

sh shutdown.sh

In order to shut down the Tomcat run by the Ubuntu
2. Open Java Eclipse
3. Run the Eclipse’s Tomcat server
a. click BiolRWeb in the Eclipse’s Package Explorer
b. click the Green Triangle Button to run program vihike right drop list
c. select Run As->Run on Server

4. Open another terminal (startup the MetaMap daemon)

cd ~/workspace/MetaMap/

sh metamap_start.sh

In the Web Browser, enter http://localhost:8080IRWeb/index.jsp
If any Java Null Pointer errors, check the Javadmpscreenshoin the

BiolRWeb directory.
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