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#### Abstract

This dissertation investigates four circuit modules used in a CMOS integrated sixport measurement system. The first circuit module is a wideband power source generator, which can be implemented with a voltage controlled ring oscillator. The second circuit module is a low-power $0.5 \mathrm{GHz}-20.5 \mathrm{GHz}$ power detector with an embedded amplifier and a wideband quasi T -coil matching network. The third circuit module is a six-port circuit, which can be implemented with distributed or lumped-element techniques. The fourth circuit module is the phase sifter used as calibration loads. The theoretical analysis, circuit design, simulated or experimental verifications of each circuit module are also included.
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## CHAPTER ONE

## INTRODUCTION

The six-port measurement system was introduced at the National Institute of Standards and Technology [1.1]-[1.2]. Based on the linear assumption, the following equations exist in a six-port network shown in Figure 1.1(a):

$$
\begin{align*}
& b_{3}=A a_{2}+B b_{2}  \tag{1.1}\\
& b_{4}=C a_{2}+D b_{2}  \tag{1.2}\\
& b_{5}=E a_{2}+F b_{2}  \tag{1.3}\\
& b_{6}=G a_{2}+H b_{2} \tag{1.4}
\end{align*}
$$

where A, B, C, D, E, F, G, H are complex coefficients.

A six-port measurement system includes a source generator which is connected to Port 1, a six-port circuit, and four power detectors which are connected to Port 3, Port 4, Port 5, and Port 6. The power response $\mathrm{P}_{\mathrm{i}}(\mathrm{i}=3,4,5$, and 6$)$ of the power detectors at port $\mathrm{P}_{3}-\mathrm{P}_{6}$ can be obtained from equations (1.1)-(1.4) and are given as:

$$
\begin{align*}
& P_{3}=|A|^{2}\left|b_{2}\right|^{2}\left|\Gamma_{L}-q_{3}\right|^{2}  \tag{1.5}\\
& P_{4}=|D|^{2}\left|b_{2}\right|^{2}\left|q_{4} \Gamma_{L}-1\right|^{2}  \tag{1.6}\\
& P_{5}=|E|^{2}\left|b_{2}\right|^{2}\left|\Gamma_{L}-q_{5}\right|^{2}  \tag{1.7}\\
& P_{6}=|G|^{2}\left|b_{2}\right|^{2}\left|\Gamma_{L}-q_{6}\right|^{2} \tag{1.8}
\end{align*}
$$

$$
\begin{equation*}
\Gamma_{L}=\frac{a_{2}}{b_{2}}, q_{3}=-\frac{B}{A}, q_{4}=-\frac{C}{D}, q_{5}=-\frac{F}{E}, \quad q_{6}=-\frac{H}{G} . \tag{1.9}
\end{equation*}
$$


(a)

(b)

Figure 1.1 A six-port system. (a) A six-port network. The parameter $a_{i}, b_{i}, p_{i}$ are incident waves, reflected waves, and power at port $i$, respectively. (b) Calibration loads.

If port 4 is treated as a power reference port and is isolated from port 2 (it means $\left.\mathrm{q}_{4}=0\right)$ [1.1], then the power ratio $\mathrm{P}_{\mathrm{i}} / \mathrm{P}_{4}(\mathrm{i}=3,5,6$.$) are given as:$

$$
\begin{align*}
& \frac{P_{3}}{P_{4}}=\left|\frac{A}{D}\right|^{2}\left|\Gamma_{L}-q_{3}\right|^{2}  \tag{1.10}\\
& \frac{P_{5}}{P_{4}}=\left|\frac{E}{D}\right|^{2}\left|\Gamma_{L}-q_{5}\right|^{2}  \tag{1.11}\\
& \frac{P_{6}}{P_{4}}=\left|\frac{G}{D}\right|^{2}\left|\Gamma_{L}-q_{6}\right|^{2} \tag{1.12}
\end{align*}
$$

$\mathrm{q}_{\mathrm{i}}\left(\mathrm{i}=3,5\right.$, and 6) are complex constants, and $\left|\frac{A}{D}\right|^{2},\left|\frac{E}{D}\right|^{2},\left|\frac{G}{D}\right|^{2}$ are three real constants, and then there are nine unknown parameters which are only determined by the six-port physical structure. The nine unknown parameters can be obtained through calibration with calibration loads depicted in Fig. 1.1(b) [1.3]-[1.5]. With all those parameters, the magnitude and phase of the reflection coefficient for a Device-UnderTest (DUT) can be determined through power readings which are scalars and are easily measured. Compared with the heterodyne network analyzer, the six-port measurement device is significantly less expensive, and is useful for reflection coefficient measurements. Due to the robustness and simplicity of the six-port measurement device, it can be used for other applications, such as transceivers in communication systems [1.6], complex permittivity measurement devices [1.7], vector voltmeters [1.8], and cancer detectors [1.9].

At present, the theory of six-port measurement is fully understood and complete, and the calibration methods are close to optimum [1.10]. Current activities concentrate mainly on new six-port structures, new applications, and new implementation methods. Most published six-port structures are based on transmission line technology or a Wheatstone bridge with lumped elements (such as resistors) [1.11]-[1.15]. Even though the loss in the six-port circuits based on transmission line technique is low, the drawbacks of them are narrowband and a large area [1.11]. While the six-port circuits based on resistors can provide much larger operating frequency ranges, their loss is high, even up to $75 \%$ [1.12]-[1.13].

Considering the requirements for a large operating frequency range, small area, low loss in the six-port network and high measurement accuracy, this dissertation, for the first time, focuses on the integration of the six-port measurement system with CMOS technology. There are four circuit modules, a signal generator which can be a ring oscillator, four power detectors, a six-port circuit, and a phase shifter as depicted in Fig. 1.1.

In Chapter II*, a platform to estimate the oscillation frequency and waveform amplitude for a high frequency differential ring oscillator in deep submicron CMOS technology was developed. The nonlinear characterizations are specially analyzed. In Chapter III [1.17], a $0.5 \mathrm{GHz}-20.5 \mathrm{GHz}$ CMOS low-power power detector with an embedded amplifier and a wideband quasi T-coil is proposed, analyzed, designed, and measured. In Chapter IV [1.18], a differential active inductor with 10.2 GHz self resonance frequency for a lumped-element six-port circuit is proposed, designed, and measured. The noise, self resonance frequency, nonlinearity, and power consumption of the proposed active inductor are also analyzed. In Chapter V [1.19], a new six-port circuit is proposed, simulated, and measured. In Chapter VI [1.20], a phase shifter with high Qfactor active inductor is proposed and simulated for calibration usage.
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## CHAPTER TWO

## ANALYSIS OF A HIGH FREQUENCY DIFFERENTIAL RING OSCILLATOR IN DEEP SUBMICRON CMOS TECHNOLOGY

Abstract-In this chapter, analytical equations for oscillation frequency and waveform amplitude of a high frequency differential ring oscillator are derived with a new platform. The obtained equations describe the nonlinear dependence of amplitude and frequency on the number of delay cell stages and transistor sizes. The accuracies of the obtained equations are verified by the Cadence Spectre simulated results and experimental data. Compared with currently available expressions, the obtained equations show significantly improved accuracies; therefore they can be used to guide and facilitate oscillator design. The derivation platform can also be used to analyze other ring oscillator topologies.

## I. INTRODUCTION

Ring oscillators (RO) are an integral part of phase-locked loops, clock recover circuits, frequency synthesizers and ultra-wideband impulse-radios [2.1]-[2.4]. The oscillation amplitude and frequency are two critical design parameters, which are also prerequisites for the analysis of phase noise [2.5]-[2.9]. Yet, the current calculation equations of oscillation amplitude and frequency are still inadequate to describe the nonlinear dependence of amplitude and frequency on design parameters despite many effects [2.9]-[2.13]. Therefore, more accurate equations are still needed to guide and
facilitate oscillator CAD designs, in which tradeoffs in terms of power consumption, chip area, and noise performance are always needed for different applications. Deriving such equations through a new method is the purpose of this work.

Differential ROs are often used for their superior common mode noise rejection capabilities as opposed to single ended structures. The basic delay cell of a differential ring oscillator shown in Figure 2.1(a), in which the PMOS transistors $\mathrm{P}_{1,2}$ are operated in the triode region as a resistor $\mathrm{R}_{\text {load }}$, as shown in Figure 2.1(b), will be analyzed as an example through a new method in this chapter.

(a)

(b)

Figure 2.1 (a) Schematic of a basic differential delay stage and (b) the equivalent circuit of (a). $\mathrm{C}_{\mathrm{p} 1,2}$ are parasitic capacitors at corresponding nodes.

In this chapter, oscillation frequency and waveform amplitude equations are derived under steady state conditions. The validity and accuracy of equations derived with this method are verified through comparisons with Cadence Spectre simulated results and experimental data [2.14], and they can describe the nonlinear dependence of amplitude and frequency on design parameters. This chapter is organized in five sections. Section II presents the nonlinear dependence of waveform amplitude and oscillation
frequency on design parameters in high frequency ring oscillation design. The derivation of new oscillation amplitude and frequency equations is described in Section III. Section IV is the verification of the equations obtained in Section III. Section IV concludes this work.

## II. Nonlinearity In High Frequency RO

The oscillation amplitude $\mathrm{V}_{\mathrm{p}}$ is often calculated with [2.6], [2.9]:

$$
\begin{equation*}
V_{p}=I_{s s} R_{\text {load }} / 2, \tag{2.1}
\end{equation*}
$$

which shows that $V_{p}$ is only controlled by $R_{\text {load }}$ and tail current $I_{s s}$. The $V_{p}$ and delay time per stage $t_{d}$ variation versus stage number N can be defined as (2.2a) and (2.2b), when the tail current, $\mathrm{R}_{\text {load }}$, VDD, and MOS transistor sizes are fixed.
$V_{p}$ var iation ratio $=\frac{V_{p, N}-V_{p, N=3}}{V_{p, N=3}}$,
$t_{d}$ var iation ratio $=\frac{t_{d, N}-t_{d, N=3}}{t_{d, N=3}}$.
According to the simulated results shown in Figure 2.2(a), the assumption in (2.1) that $\mathrm{V}_{\mathrm{p}}$ is independent of frequency and stage number is far from accurate. Thus, this independence needs further examination. Theoretically, the oscillation amplitude of a ring oscillator changes with the operating frequencies for different charge or discharge levels of the parasitic capacitors. There may be enough time to fully charge (or discharge) the parasitic capacitors at a low frequency while there is not enough time at a high frequency. Different number of delay stages yields different output amplitudes for different oscillating frequencies.

For an N -stage ring oscillator, the often used frequency's estimation equation is [2.8]-[2.9]
$f=1 /\left(2 \cdot N \cdot t_{d}\right)$,
in which the propagation delay per stage $\mathrm{t}_{\mathrm{d}}$, obtained by assuming that the current $\mathrm{I}_{\mathrm{ss}}$ charges and discharge the parasitic capacitor $\mathrm{C}_{\mathrm{p}}$ is $2 \cdot \ln 2 \cdot \mathrm{C}_{\mathrm{p}} \mathrm{V}_{\mathrm{p}} / \mathrm{I}_{\mathrm{s}}$, will not be affected by N. However, Figure 2.2(b) shows large $t_{d}$ variation with the varying of $N$. Simulated and measured results also show that oscillation frequency depends on $\mathrm{I}_{\mathrm{ss}}$ nonlinearly [2.11][2.12]. More accurate frequency estimations were achieved by considering the timevarying parasitic capacitance, $\mathrm{C}_{\mathrm{p}}$, and gate resistance [2.12]-[2.13]. However $\mathrm{V}_{\mathrm{p}}$ must first be determined. Furthermore, there are no discussions about the nonlinear dependence of the transistors' dimension [2.13].


Figure 2.2 Simulated results of (a) $V_{p}$ variation ratio versus stage number $N$, (b) Delay time per stage variation ratio versus stage number N with $\mathrm{N}=3$ as reference. The transistor size of $\mathrm{N}_{1,2}$ is $\mathrm{W} / \mathrm{L}=6.5 \mu \mathrm{~m} / 0.12 \mu \mathrm{~m}$.

In Section III, we will propose a new platform to derive some simple equations, which can describe those nonlinearities in high frequency RO.

## III. Derivation of Oscillation Amplitude, Frequency

Figure 2.3(a) shows the simulated waveforms of a 3-stage ring oscillator with Figure 2.1(b) as the delay cell, and the corresponding spectrum of the output waves. Figure 2.3(b) shows that the power of the fundamental frequency, 8 GHz , is much larger than those of the $2^{\text {nd }}$ or higher order harmonic components. That is the reason that the output waves can be assumed as sinusoidal waves in [2.3]-[2.5] [2.11]-[2.12]. The enlarged figure of the spectrum around the 8 GHz shows the nearby frequency has considerable power, in other words, there is phase noise. So according to the spectrum in Figure 2.3(b), the output wave can be assumed to be:

$$
\begin{array}{ll}
V_{1}=V_{0}+V_{p} \cos (\omega t+\Phi(t))  \tag{2.4}\\
V_{1 o}=V_{0}+V_{p} \cos (\omega t+\Phi(t)-\theta)
\end{array}, \quad V_{2}=V_{0}-V_{p} \cos (\omega t+\Phi(t)),
$$

where $\mathrm{V}_{0}$ is the DC bias, $\mathrm{V}_{\mathrm{p}}$ is the oscillation amplitude, $\omega=2 \pi \mathrm{f}$ and f is the oscillation frequency, $\theta=\pi(1+1 / \mathrm{N})$ is the phase delay per stage and $\Phi(\mathrm{t})$ is the phase (To simplify the derivation, $\Phi(\mathrm{t})$ can be assumed to 0 ). Unlike the assumption in [2.11]-[2.12], both f and $\mathrm{V}_{\mathrm{p}}$ are unknown parameters to be determined.


Figure 2.3 (a) Transient simulation results, (b) Partial DFT of the output wave with 5000 GHz sampling frequency of a 3 -stage ring oscillator. $\mathrm{R}_{\text {load }}=5 \mathrm{~K}, \mathrm{I}_{\mathrm{ss}}=0.25 \mathrm{~mA}$, the transistor size of $\mathrm{N}_{1,2}$ is $\mathrm{W} / \mathrm{L}=6.5 \mu \mathrm{~m} / 0.12 \mu \mathrm{~m}$.

We assume that transistors $\mathrm{N}_{1,2}$ in Fig. 2.1 always operate in the saturation region even though they may enter the triode or cutoff region some time in a period, especially when $V_{p}$ is large. To simplify the analysis, we will first use the long-channel drain current model in the derivations and then modify the final results to include velocity saturation effects in deep submicron transistors.

Applying the KCL at the common source node in Fig. 2.1(b), we have

$$
\begin{equation*}
I_{s s}=I_{d s 1}+I_{d s 2} \text { and } I_{d s 1,2}=\frac{\mu C_{o x}}{2} \frac{W_{1,2}}{L_{1,2}}\left(V_{1,2}-V_{s s}-V_{t h}\right)^{2}, \tag{2.5}
\end{equation*}
$$

where $\mathrm{W}_{1,2}$ and $\mathrm{L}_{1,2}$ are the width and length of $\mathrm{N}_{1,2}, \mathrm{~V}_{\mathrm{ss}}$ is the voltage at the common source node, $\mu$ is the charge carrier mobility and $\mathrm{C}_{\mathrm{ox}}$ is the gate capacitance per unit area.

The voltage at the common source node is obtained from (2.5) as

$$
\begin{equation*}
V_{s s}=V_{0}-V_{t h}-\sqrt{\frac{I_{s s}}{2 K_{1,2}}-V_{p}^{2} \cos ^{2}(\omega t)}, \tag{2.6}
\end{equation*}
$$

where $\mathrm{K}_{1,2}=\mu \cdot \mathrm{C}_{\mathrm{ox}} \cdot \mathrm{W}_{1,2} /\left(2 \cdot \mathrm{~L}_{1,2}\right)$.
To keep (2.6) valid, the term under the square root sign should be positive.

$$
\begin{equation*}
V_{p} \leq \sqrt{\frac{I_{s s}}{2 K_{1,2}}} \tag{2.7}
\end{equation*}
$$

The frequency of $\mathrm{V}_{\mathrm{ss}}$ is about two times the frequency of $\mathrm{V}_{1,2}$ and also a source of $2^{\text {nd }}$ order harmonic waves. Use the KCL at the output node,

$$
\begin{equation*}
\frac{V D D-V_{o 1}}{R_{\text {load }}}=C_{p} \frac{d}{d t}\left(V_{o 1}\right)+K_{1,2}\left(V_{0}+V_{p} \cos (\omega t)-V_{s s}-V_{t h}\right)^{2} . \tag{2.8}
\end{equation*}
$$

Putting (2.4) and (2.6) into (2.8) and rearranging, we have,

$$
\begin{align*}
\frac{V D D-V_{0}}{R_{\text {load }}}-\frac{I_{s s}}{2} & =\frac{V_{p}}{R_{\text {load }}} \cos (\omega t-\theta)-C_{p} V_{p} \omega \sin (\omega t-\theta)  \tag{2.9}\\
& +2 K_{1,2} V_{p} \cos (\omega t) \sqrt{\frac{I_{s s}}{2 K_{1,2}}-V_{p}^{2} \cos ^{2}(\omega t)} .
\end{align*}
$$

Integrating (2.9) over a period, the DC bias voltage can be obtained as
$V_{0}=V D D-R_{\text {load }} \frac{I_{s s}}{2}$.

Then (2.9) can be simplified as
$C_{p} \omega \sin (\omega t-\theta)-\frac{\cos (\omega t-\theta)}{R_{\text {load }}}=2 K_{1,2} \cos (\omega t) \sqrt{\frac{I_{s s}}{2 K_{1,2}}-V_{p}^{2} \cos ^{2}(\omega t)}$.
Squaring (2.11), we obtain

$$
\begin{align*}
& \frac{\left(\omega C_{p}\right)^{2}}{2}+\frac{1}{2 R_{\text {load }}^{2}}-I_{s s} K_{12}+\frac{3}{2} K_{12}^{2} V_{p}^{2} \\
& =\left(K_{1,2} I_{s s}-2 K_{1,2}^{2} V_{p}^{2}\right) \cos (2 \omega t)-\frac{1}{2} K_{1,2}^{2} V_{p}^{2} \cos (4 \omega t)  \tag{2.12}\\
& +\left(\frac{\left(\omega C_{p}\right)^{2}}{2}-\frac{1}{2 R_{\text {load }}^{2}}\right) \cos (2(\omega t-\theta))+\frac{\omega C_{p}}{R_{\text {load }}} \sin (2(\omega t-\theta))
\end{align*}
$$

Integrating (2.12), $\mathrm{V}_{\mathrm{p}}$ can be obtained as

$$
\begin{equation*}
V_{p}=\sqrt{\frac{2}{3}\left(\frac{I_{s s}}{K_{1,2}}-\left(\frac{\left(2 \pi f C_{p}\right)^{2}}{2 K_{1,2}^{2}}+\frac{1}{2 K_{1,2}^{2} R_{\text {load }}^{2}}\right)\right)} . \tag{2.13}
\end{equation*}
$$

This equation clearly shows that $\mathrm{V}_{\mathrm{p}}$ dependents on f as discussion in Section II. The term under the square root sign in (2.13) should be positive as well. The oscillation frequency range is thus determined by
$f_{\min }=\frac{\sqrt{\frac{I_{s s} K_{1,2}}{2}-\frac{1}{R_{\text {load }}^{2}}}}{2 \pi C_{p}} \leq f \leq \frac{\sqrt{2 I_{s s} K_{1,2}-\frac{1}{R_{\text {load }}^{2}}}}{2 \pi C_{p}}=f_{\max }$,
which indicates that the tuning range of the oscillator increases when $\mathrm{R}_{\text {load }}$ increases. The maximum value of $\left(f_{\text {max }}-f_{\text {min }}\right) / f_{\text {min }}$ approaches 1 when $I_{s s}$ varies. By combining (2.12) and (2.13), the following equation is obtained
$\left(\frac{2}{3}\left(\omega C_{p}\right)^{2}+\frac{2}{3 R_{\text {load }}^{2}}-\frac{1}{3} K_{1,2} I_{s s}\right) \cos (2 \omega t)$
$+\left(\frac{1}{6}\left(\omega C_{p}\right)^{2}+\frac{1}{6 R_{\text {load }}^{2}}-\frac{1}{3} K_{1,2} I_{\text {ss }}\right) \cos (4 \omega t)$
$+\left(\frac{\left(\omega C_{p}\right)^{2}}{2}-\frac{1}{2 R_{\text {load }}^{2}}\right) \cos (2 \omega t-2 \theta)+\frac{\omega C_{p}}{R_{\text {load }}} \sin (2 \omega t-2 \theta)=0$
The integration of (2.15) over a full period is zero. An accurate method for obtaining $\omega$ is to conduct an eight piecewise-integration and find the average values of $\omega$ from (2.15). However, this method is quite tedious. We use the first order cosine power series expression to obtain the following frequency equation,
$f=\frac{\frac{\sin (2 \theta)}{R_{\text {load }}}+\sqrt{\frac{K_{12} I_{\text {ss }}}{9}(20+12 \cos (2 \theta))-\frac{16}{9 R_{\text {load }}^{2}}} .}{2 \pi C_{p}\left(\frac{5}{3}+\cos (2 \theta)\right)}$.
Equation (2.16) closely approximates the piecewise-integration approach according to our analysis. From (2.16), the relationship between oscillation frequency and transistor $\mathrm{N}_{1,2}$ size (W/L ratio) can be approximated as

$$
\begin{equation*}
f \propto \sqrt{\frac{1}{W / L}} . \tag{2.17}
\end{equation*}
$$

Equations (2.16) and (2.17) are valid for circuits designed with long channel transistors. While in deep submicron technology, velocity saturation effect should be taken into account, the drain-source current of $\mathrm{N}_{1,2}$ is [2.14]

$$
\begin{equation*}
I_{d s 1,2}^{\prime} \approx \frac{I_{d s 1,2}}{1+\frac{V_{G S T 1,2}}{E_{c} L}}, \tag{2.18}
\end{equation*}
$$

where $V_{G S T 1,2}=V_{1,2}-V_{s s}-V_{t h} \approx \sqrt{\frac{I_{s s}}{2 K_{1,2}}}$ and $E_{c}=\frac{2 v_{s a t}}{\mu}$.
Then $K_{1,2}$ in (2.13), (2.14), and (2.16) should be revised to:

$$
\begin{equation*}
K_{\text {new }}=\frac{K_{12}}{1+\sqrt{I_{s s} / 2 K_{1,2}} /\left(E_{c} L\right)} . \tag{2.19}
\end{equation*}
$$

## IV. Verification of Derived EQuations

A test bench, based upon CMOS $0.13 \mu \mathrm{~m}$ technology, was set up to verify the validity of (2.13), (2.14), (2.16), (2.17), and (2.19). VDD is 1.2 V . The parameters used in the following calculation are $\gamma=2.5, \mathrm{~F}=6 \mathrm{e}^{-15} \mathrm{C}, \mathrm{T}=300 \mathrm{~K}, \mathrm{v}_{\text {sat }}=1.93 \mathrm{e}^{6} \mathrm{~m} / \mathrm{s}$. When comparing the simulated and calculated $V_{p}$ versus $I_{s s}$ and $N$, a factor of $\times 2$ is needed to compensate the calculation values from (2.13) for the initial assumption of a purely sinusoidal waveform. Fig. 2.4 compares the estimated $V_{p}$ from (2.13) and simulated values for different $I_{s s}$ when $R_{\text {load }}$ is $5 \mathrm{k} \Omega$ and the stage number varies from 3 to 7 . As N increases and other conditions remain the same, $\mathrm{V}_{\mathrm{p}}$ increases as discussion in Section II since there is more time to charge and discharge $C_{p}$. Nevertheless, $V_{p}$ does not increase linearly with $I_{\text {ss }}$ as estimated by (2.1). Analytical results by (2.13) are close to the simulated results. Define the estimation errors as
error ratio $=\frac{\mid \text { simu } \cdot \text { value }- \text { equation value } \mid}{\text { simu. value }}$.

The maximum error by (2.13) is about $6 \%$ as shown in Fig 3 when $R_{\text {load }}=5 \mathrm{~K}$, while the error for (2.1) is approximately $50 \%$.


Figure 2.4 Comparison of simulated and calculated results with (2.13) and (2.1). Five different stage numbers are considered when $R_{\text {load }}=5 \mathrm{~K}$ and the transistor size of $\mathrm{N}_{1,2}$ is $\mathrm{W} / \mathrm{L}=6.5 \mu \mathrm{~m} / 0.12 \mu \mathrm{~m}$. " S " and " P " indicate simulated and predicted results respectively.

Table I presents the measurement data from [2.13] and m is the transistor multiplicity factor with respect to the first transistor in table I. $\mathrm{f}_{0}=4.47 \mathrm{GHz}$ is the reference frequency. Table I shows that (2.17) yields a good estimation of the relationship between frequency and transistor size.

TABLE 2.1
Oscillation Frequency vs. W/L [2.14].

| $\mathrm{W} / \mathrm{L}$ <br> $(\mu \mathrm{m} / \mu \mathrm{m})$ | m | $\mathrm{R}_{\text {load }}$ <br> $(\Omega)$ | $\mathrm{I}_{\mathrm{ss}}$ | f <br> GHz | $f_{0} / m$ <br> GHz | $f_{0} / \sqrt{m}$ <br> GHz |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $8.4 / 0.25$ | 1 | 1 K | 1 mA | 4.47 | 4.47 | 4.47 |
| $16.8 / 0.25$ | 2 | 1 K | 1 mA | 3.39 | 2.235 | 3.161 |
| $33.6 / 0.25$ | 4 | 1 K | 1 mA | 2.24 | 1.1175 | 2.235 |
| $67.2 / 0.25$ | 8 | 1 K | 1 mA | 1.19 | 0.559 | 0.873 |

Fig. 2.5 compares the relationship between frequency and W/L ratio of transistors $\mathrm{N}_{1,2}$ from simulated and calculated results. It shows that the results from (2.16) and (2.19) agree with simulated results reasonable well as W/L increases by a factor of 6 and the tail current is tuned from 0.05 mA to 0.30 mA .


Figure 2.5 The comparison of simulated and calculated results with (2.16) and (2.19) for 6 different W/L ratios. " S " and " P " indicate simulated and predicted results, respectively.

(a)

(b)

(c)

Figure 2.6 Comparison of simulated and calculated results using (2.16) and (2.19) at 5 different stage number 3-7: (a) Oscillation frequency $f$ versus $I_{s s}$ when $R_{\text {load }}=5 \mathrm{~K}$ and (b) Frequency versus $N$ when $R_{\text {load }}=5 \mathrm{~K}$. (c) Delay time per stage td versus $I_{\text {ss }}$ when $\mathrm{R}_{\text {load }}=10 \mathrm{~K}$. The transistor size of $\mathrm{N}_{1,2}$ is $\mathrm{W} / \mathrm{L}=6.5 \mu \mathrm{~m} / 0.12 \mu \mathrm{~m}$. " S " and " P " indicate simulated and predicted results respectively.

Fig. 2.6(a) presents the comparison of frequency $f$ versus tail current $I_{s s}$ at 5 different stage numbers from simulated and calculated results with (2.16) and (2.19). Fig. 2.6(a) also shows that frequency f is not a linear relationship with $\mathrm{I}_{\mathrm{ss}}$. Fig. 2.6(b) is the frequency $f$ versus stage numbers $N$ and Fig. 2.6(c) is the delay per stage $t_{d}$ versus $I_{s s}$ at different stage number N . In Fig 2.6(a) and (c), for smaller $\mathrm{I}_{\mathrm{ss}}$, theoretical predictions agree with the simulated results very well, but the discrepancies grow larger when $\mathrm{I}_{\mathrm{ss}}$ becomes larger. Larger $\mathrm{I}_{\mathrm{ss}}$ means larger $\mathrm{V}_{\mathrm{p}}$, and then there are more harmonic frequencies components which is probably the reason of large discrepancies. In Fig. 2.6(c), $\mathrm{t}_{\mathrm{d}}$ is seriously affected by N as predicted by the analysis in Section II. Regardless, our prediction curves in Fig. 2.6 closely approximate the simulation curves. When $\mathrm{V}_{\mathrm{p}}$ is given, according to the experiments in [2.11]-[2.12], the prediction error of frequency
with (2.2) is up to about $85 \%$, (26) in [2.11] yields about $30 \%$ errors while (16) in [2.12] have about $8 \%$, while our prediction error is about $10 \%$ without knowing $\mathrm{V}_{\mathrm{p}}$.

Furthermore, the frequency tuning range of a ring oscillator can also be determined. The measurement results in [2.14], shown in Table II, verified that the tuning range increases when $\mathrm{R}_{\text {load }}$ increases as the prediction in (2.14). Fig. 2.6(a) also shows that the maximum value of $\left(f_{\max }-f_{\min }\right) / f_{\min } \approx 1$ while $I_{s s}$ varies as predicted by (2.14).

TABLE 2.2
The Frequency Tuning Range vs. $\mathrm{R}_{\text {Load }}$ [2.14]

| $\mathrm{W} / \mathrm{L}(\mu \mathrm{m} / \mu \mathrm{m})$ | $\mathrm{R}_{\text {load }}(\Omega)$ | Tuning Range |
| :---: | :---: | :---: |
| $33.6 / 0.25$ | 250 | $25 \%$ |
| $33.6 / 0.25$ | 500 | $32 \%$ |
| $33.6 / 0.25$ | 1 K | $58 \%$ |
| $33.6 / 0.25$ | 2 K | $67 \%$ |

The analytical equations for the oscillation amplitude and frequency of a differential ring oscillator in deep submicron technology were presented in this chapter. The equations derived with this new method are verified through the simulated and with experimental data from literature. These new equations describe the nonlinear dependence of oscillation amplitude and frequency on the number of stage, and on transistor sizes. The equations in this chapter can help designers make tradeoffs among phase noise performance, power dissipation, and chip area.

## V. Conclusion

The analytical equations for the oscillation amplitude and frequency of a differential ring oscillator in deep submicron technology are presented in this chapter.

The equations derived with this new method are verified through the simulated and with experimental data from literature. These new equations describe the nonlinear dependence of oscillation amplitude and frequency on the number of stage, and on transistor sizes, load resistors, and on tail current. Compared with currently available expressions, the obtained equations show significantly improved accuracies. Therefore, they can be used to guide the differential oscillator design. For other ring oscillation topologies, such as single ended ring oscillators, corresponding equations can also be derived with this new method.
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## CHAPTER THREE

## A LOW-POWER ULTRA-WIDEBAND CMOS POWER DETECTOR WITH AN EMBEDDED AMPLIFIER


#### Abstract

A self-biased, low-power CMOS power detector (PD) is proposed and demonstrated in this chapter. The detector utilizes the nonlinear characteristics of shortchannel MOS devices operating in either saturation or subthreshold regime to generate a DC current proportional to the input radio-frequency (RF) signal power. The operating regimes of MOS devices depend on the input RF power levels. A quasi T-coil matching network providing a $50 \Omega$ matching from 0.5 GHz to 20 GHz is designed and analyzed. An embedded amplifier is added to enhance the sensitivity of the PD when the input power level is low. The circuit implemented in a $0.13 \mu \mathrm{~m}$ CMOS process occupies an active area of $0.085 \mathrm{~mm}^{2}$. In the matched frequency range, the measured input dynamic range is 47 dB with an overall sensitivity of $26.8 \mathrm{mV} / \mathrm{dB}$. The output DC voltage response is nearly frequency independent in the linear operating range, varying by less than 1.9 dB for a given input RF power level as the RF frequency is swept across the operating frequency range. With a standard 1.2 V supply, the static power consumption is about 0.1 mW , which decreases to $2 \times 10^{-4} \mathrm{~mW}$ with a 0.5 V supply while the operating frequency remains unchanged.


Index Terms- CMOS, dynamic range, low power, low voltage, nonlinearity, power detectors, ultra-wideband.

## I. Introduction

Signal power detectors are widely used in wireless communication systems, which often use automatic-gain-control (AGC) circuits to minimize power consumption and to optimize system performance [3.1]-[3.2]. The activation of AGCs is determined by the received or transmitted signal levels obtained from PDs. Power detection is also essential in the six-port system shown in Fig. 3.1, which has been developed for reflectometer and communication receiver applications [3.3]-[3.7]. For a six-port measurement system, when a load (i.e. device under test, DUT) is connected to port 2 , its complex reflection coefficient can be determined by power readings at the measurement ports 3-6. For communication receivers, the received signal is connected to port 2 . The modulation states of the received signals are determined by the power information from power measurement ports 3-6. These PDs require wideband operations, e.g. in six-port broadband impedance spectroscopy or ultra-wide-band communication (UWB, 3.1 GHz 10.6 GHz) applications.


Figure 3.1 Schematic of a six-port for communication or measurement system.
There are several methods to implement on-chip PDs, such as Schottky diode detectors, Joules-heating-based detectors, bipolar and CMOS detectors. Among those
candidates, Schottky diode detectors are good for RF signal detection. However, Schottky diodes are not standard components in CMOS foundry processes. Their performance depends on the process technologies provided by the foundries [3.8]. Joules-heatingbased detectors require special attention to packaging, which prevent them from wide applications. Many efforts are also underway to develop bipolar transistor (BJT) power detectors [3.9]-[3.10]. However, these are incompatible with CMOS processes which are frequently used to fabricate other system parts. Though a PD based on MOS transistors operating in the deep triode regime has been demonstrated [3.11], the use of a resonant cavity limits the techniques to narrowband operations, and it is not amenable to integration. Using the square-law nature of MOS transistors' $\mathrm{I}_{\mathrm{D}}-\mathrm{V}_{\mathrm{GS}}$ characteristics, the PD in [3.12] achieved a 20 dB input dynamic range from 0.125 GHz to 8.5 GHz , but multiple off-chip matching networks were used. Recently, a PD with NMOS devices operating in the triode regime was proposed [3.13]. An average current proportional to the RF input power level was generated and then was converted to voltage, which was then amplified with a piecewise linear logarithmic amplifier. The PD achieved an operating frequency range from 3.1 GHz to 10.6 GHz with an approximate 35 dB input dynamic range. The maximum detectable input power was approximately -10 dBm .

Most of the recent PD research focused on the AGC applications, which require low level power detections and low power consumption. However, for the six-port system in Fig. 3.1, the power level in each power measurement port can vary significantly due to load conditions in six-port measurement systems or signal modulation conditions in communications systems. The minimum input power in a power
measurement port is close to 0 , while the maximum power is close to the input power at port 1 , which may be 5 dBm with a standard 1.2 V power supply. Therefore, larger input dynamic ranges compared with those reported PDs in [3.11]-[3.13] are desired. Furthermore, the outputs of PDs in a six-port circuit are expected to only respond to the incident waves in analyzing the q-point distribution, which determines the accuracy of a six-port circuit [3.3]-[3.5]. Therefore, PDs with large input matching frequency range can simplify the circuit analysis and facilitate the circuit design.

In addition, the output DC voltages of ideal PDs are expected to only respond to the input signal power levels. In other words, it should be independent of frequencies. However, in non-matching circuits, the reflection coefficients of PDs vary with the change of the input signal frequencies in wideband applications, as do the PDs' effective input RF power levels. Thus, the output DC voltage changes significantly as do the variation of input frequencies. The input matching networks of PDs can flatten the ratio between the effective input power of PD and the incident wave versus frequency, so the output DC voltage may remain constant for incident signals with a fixed RF power value. However, no RF power detector with ultra wideband on-chip matching networks has ever been reported as to the authors' best knowledge. In this work, a self-biased, low-power PD with an embedded amplifier is proposed and demonstrated for the first time with an on chip quasi T-coil matching circuit which provides input matching from 0.5 GHz to about 20 GHz . The MOS transistors in the self-biased structure operate in either saturation or subthreshold regime depending upon the input RF power levels. As a result, the input dynamic range is expanded. The embedded amplifier is used here to enhance
the sensitivity of the PD at low input power levels. The PD reuses biasing currents and minimizes the power consumption.

This chapter is arranged as follows. Section II analyzes a new wideband matching network. Section III details the operating principle of the MOS transistor detectors. Section IV presents measurement results and Section V concludes the paper.

## II. Wideband Matching Circuit

A T-coil structure, shown in Fig. 3.2(a) [3.14]-[3.16], is a possible choice for broadband matching. Here, $\mathrm{K}^{\prime}$ is the mutual inductance between inductor $\mathrm{L}_{1}$ and $\mathrm{L}_{2}$. Unfortunately, the T-coil is not a standard CMOS component in commercial foundry processes. Moreover, controlling the performance of a customer designed T-coil is difficult due to the lack of model parameters and also the process variations in a certain foundry process. Furthermore, the following relationship is required for broadband T-coil matching:

$$
\begin{equation*}
C_{B}=\frac{C_{L}}{16 \zeta^{2}} \tag{3.1}
\end{equation*}
$$

where $\zeta$ is the damping factor of the network transfer function and $C_{L}$ is the load capacitance [3.14]. Part of $C_{B}$ is from the parasitic capacitance, $C_{p}$ (not shown), between the two terminals of the transformer. This structure fails when load capacitance $\mathrm{C}_{\mathrm{L}}$ is much smaller than the parasitic capacitance $\mathrm{C}_{\mathrm{p}}$. However, to save power consumption in a PD design, the parasitic capacitances of the transistors, which is the load of the matching network, is usually very small, so the T-coil match cannot be used here. To solve this problem, a quasi T-coil matching circuit, shown in Fig. 3.2(b), is proposed. To
simplify the analysis, only the parasitic capacitors of resistor $R_{2}$ and inductors $L$ are shown and taken into consideration in calculation.

(a)

(b)

Figure 3.2 (a) A T-coil network. (b) Proposed quasi T-coil circuit. $\mathrm{C}_{\mathrm{PL}}$ and $\mathrm{C}_{\mathrm{R}}$ are the parasitic capacitors of L and $\mathrm{R}_{2}$ respectively.

To design the quasi T-coil matching network for the self-biased power detector, which is shown in Fig. 3.5(b) and discussed in Section III, $\mathrm{Z}_{\text {load1 }}$ is used to represent the gate capacitance of $M_{1}$ and the resistance $R_{1}$. The gate capacitor of $M_{3}$ and resistor $R_{3}$ is represented by $\mathrm{Z}_{\text {laod2 }}$. The matching circuit can be treated as a three-port network, one input port and two output ports. The input port is connected to the signal source, and two output ports are connected to $\mathrm{Z}_{\text {load1 }}$ and $\mathrm{Z}_{\text {load2 }}$ respectively. In other applications with a single load, the load can be added to either $\mathrm{Z}_{\text {load1 }}$ or $\mathrm{Z}_{\mathrm{load2} 2}$. To determine the components' values in the proposed quasi T-coil circuit, a general case is considered in the following analysis. If we assume the source voltage is $\mathrm{V}_{\mathrm{s}}$ and resistance is $\mathrm{Z}_{0}$ as shown in Fig.
3.2(a), then the voltage transfer coefficient from the source to $\mathrm{Z}_{\text {load } 1}$ in Fig. 3.2(b) can be defined as:
$T_{\text {load } 1}=\frac{\text { voltage on } Z_{\text {load } 1}}{\text { incident wave from source }}=1+\Gamma_{\text {in } 2}, V_{s}=V^{+}+V^{-}$.
$\Gamma_{i n 2}=\frac{V^{-}}{V^{+}}=\frac{Z_{\text {in } 2}-Z_{0}}{Z_{\text {in } 2}+Z_{0}}$
where $\mathrm{V}^{+}$and $\mathrm{V}^{-}$are the incident and reflected waves at the input interface [3.17]. When input impedance, $\mathrm{Z}_{\mathrm{in} 2}$, is matched to $\mathrm{Z}_{0}$, the reflection coefficient $\Gamma_{\mathrm{in} 2}$ approaches 0 , and then $\mathrm{T}_{\text {load } 1}$ approaches 1 in the matching frequency range.

The relationship of $R_{2}$ with the load resistor $R_{1}$ and $R_{3}$ can be obtained from the condition $\operatorname{Re}\left(\mathrm{Z}_{\mathrm{in} 2}\right) \approx \mathrm{Z}_{0}$.

$$
\begin{equation*}
R_{2} \approx \frac{Z_{0} R_{1}}{R_{1}-Z_{0}} \tag{3.3}
\end{equation*}
$$

in which $\mathrm{R}_{1}>\mathrm{Z}_{0}$ is required. From $\operatorname{Im}\left(\mathrm{Z}_{\mathrm{in} 2}\right) \approx 0$ in the matching frequency range, the inductance L can be expressed as follows:

$$
\begin{equation*}
L \approx \frac{1}{R_{1}-Z_{0}} \cdot\binom{Z_{0} R_{2} R_{1}\left(C_{R}+2 C+C_{1}\right)}{+Z_{0} R_{3}\left(R_{2}+R_{1}\right)\left(C_{3}+2 C\right)-R_{1} R_{2} R_{3}\left(C_{3}+2 C\right)} . \tag{3.4}
\end{equation*}
$$

Since the output DC voltage of the PD is proportional to the amplitude of the input RF signals, the voltage transfer ability is important to the sensitivity of the PDs. The voltage transfer coefficient from the source to $\mathrm{Z}_{\mathrm{load} 2}$ can be defined as
$A_{\text {load } 2}=\frac{V_{\text {in }}}{V^{+}} \cdot \frac{V_{\text {load } 2}}{V_{\text {in }}}$

$$
\begin{equation*}
=T_{\text {load } 1} \cdot \frac{s C\left(\frac{1}{R_{2}}+s C_{R}+2 s C_{P L}+\frac{2}{s L}+s C\right)}{\left(\frac{1}{R_{3}}+s C_{3}+2 s C\right)\left(\frac{1}{R_{2}}+s C_{R}+s C_{P L}+\frac{1}{s L}+s C\right)-(s C)^{2}} \tag{3.5}
\end{equation*}
$$

To guarantee a reasonable voltage transfer coefficient from the source to $\mathrm{Z}_{\mathrm{load} 2}$, since $\mathrm{T}_{\text {load1 }}$ approaches 1 at the designed center frequency, the capacitor C should satisfy the following equation:

$$
\begin{equation*}
\left|\frac{s C\left(\frac{1}{R_{2}}+s C_{R}+2 s C_{P L}+\frac{2}{s L}+s C\right)}{\left(\frac{1}{R_{3}}+s C_{3}+2 s C\right)\left(\frac{1}{R_{2}}+s C_{R}+s C_{P L}+\frac{1}{s L}+s C\right)-(s C)^{2}}\right| \approx \frac{1}{2} . \tag{3.6}
\end{equation*}
$$

Thus, all parameters in the quasi T-coil structure in Fig. 3.2(b) can be determined.
To match the power detector discussed in Fig. 3.5(b), the following parameters are chosen: $\mathrm{R}_{1}=\mathrm{R}_{2}=\mathrm{R}_{3}=104 \Omega, \mathrm{~L}=0.894 \mathrm{nH}, \mathrm{C}_{\mathrm{PL}}=0.7 \mathrm{pF}, \mathrm{C}=60 \mathrm{fF}, \mathrm{C}_{1}=1 \mathrm{fF}, \mathrm{C}_{3}=$ $7.5 \mathrm{fF}, \mathrm{C}_{\mathrm{R}}=0.16 \mathrm{fF}$. The calculated and simulated voltage transfer coefficients with Spectre from the source to $\mathrm{Z}_{\mathrm{load} 2}$ are given in Fig. 3.3. Under matched conditions, the transfer coefficient equals the voltage gain, i.e. $\mathrm{V}_{\text {load2 }} / \mathrm{V}_{\text {in }}=\mathrm{V}_{\text {load2 }} / \mathrm{V}_{+}$. Fig. 3.3 shows that the simulated results agree with the calculated results reasonably. At the design center frequency, $10 \mathrm{GHz},\left|\mathrm{A}_{\text {load2 }}\right|$ is close to 0.5 . When the frequency is higher than 15 GHz , the $Q$ factors of the capacitors and inductors decrease, thus the voltage transfer coefficients from the simulation does not increase as indicated in the calculation.


Figure 3.3 Calculated and simulated voltage transfer coefficients from the source to $\mathrm{Z}_{\text {load2 }}$ in Figure 3.2(b).

(a)

(b)

Figure 3.4 Monte Carlo simulation depicting the process variations and the parameters mismatch effects on (a) the voltage transfer coefficients from the source to $\mathrm{Z}_{\text {load2 }}$, (b) input matching s-parameter $S_{11}$ of the proposed quasi T-coil matching network for a 10 GHz sinusoidal input across 500 runs.

As shown in Fig. 3.3, the voltage transfer coefficient from the source to $\mathrm{Z}_{\mathrm{load} 2}$ is poor at low frequencies (i.e. 500 MHz ). This is due to the large impedance caused by the capacitor C. It is also opposite to that of the T-coil matching structure in Fig. 3.2(a), which exhibits poor voltage transfer characteristics at high frequency ranges. Thus the important load (such as $\mathrm{M}_{1}$ and $\mathrm{R}_{1}$ in Fig. 3.5(b)) should be treated as $\mathrm{Z}_{\text {load1 }}$, since the voltage transfer coefficient from the source to $\mathrm{Z}_{\text {load1 }}$ is reasonably constant in the operating frequency range.

To demonstrate the effects of the process variations and the parameters mismatch on the input matching s-parameter $S_{11}$ and voltage transfer coefficient from the source to $\mathrm{Z}_{\mathrm{load} 2}$, a series of simulations was run. Fig. 3.4 shows the output generated by the Monte Carlo analysis in Cadence across 500 runs for the quasi T-coil network when the input frequency is 10 GHz . Fig. 3.4(a) shows the distribution of voltage transfer coefficients
from the source to $\mathrm{Z}_{\text {load2 }}$, the mean of the response is $0.53 \mathrm{~V} / \mathrm{V}$ with a standard deviation of $0.021 \mathrm{~V} / \mathrm{V}$. Fig. 3.4(b) shows the s-parameter $\mathrm{S}_{11}$, where the mean is -21.52 dB and the standard deviation is 0.39 dB . Therefore, the variations of voltage transfer coefficient and $\mathrm{S}_{11}$ are small.

## III. Power Detector Design

Fig. 3.5 shows two power detectors configured for RF power detection. The shared drain/source of MOS transistors $M_{1 A}$ and $M_{3 A}$, and of MOS transistors $M_{2 A}$ and $\mathrm{M}_{4 \mathrm{~A}}$ are AC grounded by capacitors $\mathrm{C}_{0}$. Fig. 3.5(a) is a power detector matched with resistors, the NMOS transistor $\mathrm{M}_{1 \mathrm{~A}}$ acts as the main contributor of the DC current which is proportional to the input RF power level, $\mathrm{M}_{3 \mathrm{~A}}$ (can be N or P type) acts in a similar function but as an auxiliary transistor and active load resistor to improve the output sensitivity. This circuit is mainly used for comparison with the proposed self-biased power detector matched with the quasi T-coil network discussed in Section II. The NMOS transistor $\mathrm{M}_{1 \mathrm{~B}}$ in Fig. 3.5(b) is also the main generator of the DC current proportional to the input RF power level. PMOS transistor $\mathrm{M}_{3 \mathrm{~B}}$ is also used as the auxiliary transistor and active load resistor. Since transistor $\mathrm{M}_{1 \mathrm{~B}}$ is the critical transistor, it is connected as the $\mathrm{Z}_{\text {load1 }}$ in the quasi T-coil matching network. $\mathrm{M}_{3 \mathrm{~B}}$ and $\mathrm{R}_{3}$ are treated as the $\mathrm{Z}_{\text {lad22 }}$. An amplifier comprised of $\mathrm{M}_{2 \mathrm{~B}}$ and $\mathrm{M}_{4 \mathrm{~B}}$ is embedded to enhance the sensitivity of the power detector at the low input power level. Compared to Fig. 3.5(a), the introduction of amplifier does not increase its DC power consumption.

In Fig. 3.5(b), when there are no RF signals, and if the secondary effects of MOS devices are ignored, MOS transistors $\mathrm{M}_{1 \mathrm{~B}}, \mathrm{M}_{2 \mathrm{~B}}, \mathrm{M}_{3 \mathrm{~B}}$, and $\mathrm{M}_{4 \mathrm{~B}}$ are all operated in the
saturation regime and the output voltage $\left(\mathrm{V}_{\text {out+ }}-\mathrm{V}_{\text {out }}\right)$ is zero since the PD is symmetric in DC operation. For a very low level RF power input, $\mathrm{V}_{\text {out- }}$ shows a small decrease. Though it is difficult to detect the decrease directly, the embedded amplifier boosts the output voltage $\left(\mathrm{V}_{\text {out+ }}-\mathrm{V}_{\text {out- }}\right)$ and improves the sensitivity of the PD. As the input power level further increases, $\mathrm{V}_{\text {out- }}$ will decrease significantly, while $\mathrm{V}_{\text {out+ }}$ will increase until it reaches $\mathrm{V}_{\mathrm{dd}}$. Then $\mathrm{M}_{1 \mathrm{~B}}$ will enter the subthreshold regime when $\mathrm{V}_{\text {out }}<\mathrm{V}_{\mathrm{th}, \mathrm{M} 1}$, where $\mathrm{V}_{\mathrm{th}}$, m1B is the threshold voltage of the MOS transistors. Thus, the power detector can operate at both very low and very high input power levels. In this structure, the DC currents through the transistors are very small. Particularly, when transistors operate in the subthreshold regime, the DC power consumption is reduced dramatically compared with that of the circuit shown in Fig. 3.5(a). Thus another advantage of the embedded amplifier is to decrease the DC power consumption.

(a)

(b)

Figure 3.5 (a) A power detector matched with resistors. (b) The proposed self-biased power detector with quasi T-coil matching network and an embedded amplifier. $\mathrm{C}_{\mathrm{b}}$ is a DC isolation capacitor.

The operation principle of a CMOS power detector has been discussed in [3.12] with a long channel transistor model, but the results cannot describe the relationship between the sensitivity and the gate DC bias voltage. Since the transistors in the proposed structure may operate in saturation or subthreshold regimes at different input RF power levels, a unified equation to describe the principle of operation and sensitivity of the PD is necessary. For a general two-port system, one can write a Taylor series expansion relating input and output variables, i.e. the gate voltage and the drain current of a shortchannel MOS transistor. The drain current versus gate voltage of $\mathrm{M}_{1 \mathrm{~A}, \mathrm{~B}}$ in an arbitrary operating regime is then expressed as [3.18]:

$$
\begin{equation*}
i_{D S}\left(V_{O D}+v_{g s}\right)=A_{0}+A_{1} v_{g s}+A_{2} v_{g s}^{2}+\cdots+A_{n} v_{g s}^{n}, \tag{3.7}
\end{equation*}
$$

$$
\begin{equation*}
A_{n}=\frac{1}{n!} \frac{\partial^{(n)} i_{D S}\left(V_{O D}+v_{g s}\right)}{\partial^{(n)} v_{g s}} . \tag{3.8}
\end{equation*}
$$

where $\mathrm{V}_{\mathrm{OD}}$ is the gate DC overdrive voltage and vgs is the input RF signal. Assume the RF signal $\mathrm{v}_{\mathrm{gs}}=\mathrm{v}_{\mathrm{rf}} \cdot \cos (\omega \mathrm{t}+\theta)$ where $\mathrm{v}_{\mathrm{rf}}$ is the amplitude of the input RF signal. When two different RF input signals (any one of them can be zero also), $\mathrm{v}_{\mathrm{gs} 1}$ and $\mathrm{v}_{\mathrm{gs} 2}$, are sent into a PD independently, the difference of the drain current between them is

$$
\begin{align*}
\Delta i_{D S} & =i_{D S 1}\left(V_{O D}+v_{g s 1}\right)-i_{D S 2}\left(V_{O D}+v_{g s 2}\right) \\
& =\left\{\begin{array}{l}
A_{0}+A_{1}\left(v_{r f 1} \cos \left(\omega_{1} t+\theta_{1}\right)\right)+A_{2}\left(v_{r f 1} \cos \left(\omega_{1} t+\theta_{1}\right)\right)^{2} \\
+\cdots+A_{n}\left(v_{r f 1} \cos \left(\omega_{1} t+\theta_{1}\right)\right)^{n}
\end{array}\right\} \\
& -\left\{\begin{array}{l}
A_{0}+A_{1}\left(v_{r f 2} \cos \left(\omega_{2} t+\theta_{2}\right)\right)+A_{2}\left(v_{r f 2} \cos \left(\omega_{2} t+\theta_{2}\right)\right)^{2} \\
+\cdots+A_{n}\left(v_{r f 2} \cos \left(\omega_{2} t+\theta_{2}\right)\right)^{n}
\end{array}\right\} .  \tag{3.9}\\
& =A_{1}\left(v_{r f 1} \cos \left(\omega_{1} t+\theta_{1}\right)-v_{r f 2} \cos \left(\omega_{2} t+\theta_{2}\right)\right)+\frac{A_{2}\left(v_{r f 1}^{2}-v_{r f 2}^{2}\right)}{2}+ \\
& \frac{A_{2}\left(v_{r f 1}^{2} \cos \left(2 \omega_{1} t+2 \theta_{1}\right)-v_{r f 2}^{2} \cos \left(2 \omega_{2} t+2 \theta_{2}\right)\right)}{2} \\
& +A_{3}\left(\left(v_{r f 1} \cos \left(\omega_{1} t+\theta_{1}\right)\right)^{3}-\left(v_{r f 2} \cos \left(\omega_{2} t+\theta_{2}\right)\right)^{3}\right)+\cdots
\end{align*}
$$

The difference of DC component in the drain current for the two different RF input signals is
$\Delta I_{D S}=\frac{A_{2}\left(v_{r f 1}^{2}-v_{r f 2}^{2}\right)}{2}+\frac{5}{8} A_{4}\left(v_{r f 1}^{4}-v_{r f 2}^{4}\right)+\cdots$.
In Figure 3.5, the output DC voltage differences for the two input signals are
$\left\{\begin{array}{l}\text { Figure } 5(a): \Delta\left(V_{\text {out }}-V_{\text {out }}\right)=\Delta I_{D S, M 1 A}\left(R_{L}+r_{M, 3 A}\right)+\Delta I_{D S, M 3 A} R_{L A} \\ \text { Figure } 5(b): \Delta\left(V_{\text {out }+}-V_{\text {out- }}\right)=A_{V}\left(\Delta I_{D S, M 1 B}\left(R_{L}+r_{M, 3 B}\right)+\Delta I_{D S, M 3 B} R_{L B}\right)\end{array}\right.$.
where $r_{m, 3 A, B}$ is the channel resistor of $M_{3 A, B}$, and $A_{v}$ is the voltage gain provided by the embedded amplifier. Equation (3.11) shows that $\mathrm{M}_{3 \mathrm{~A}, \text { в в acts as an active load and }}$ auxiliary DC current generator. $\mathrm{M}_{3 \mathrm{~A}}$ in Fig. 3.5(a) can be either P or N type. However, to construct the amplifier in Fig. 3.5(b) and to keep the structure symmetrical, $\mathrm{M}_{3 \mathrm{~B}}$ in Fig. 3.5(b) must be PMOS. The DC output of the PD is a special case when $\mathrm{V}_{\mathrm{rf} 2}=0$ in (3.9)(3.11). The theoretical analysis of the unknown parameters $\mathrm{A}_{2}, \mathrm{~A}_{4} \cdots$ can be classified into two cases: the velocity saturation regime and the subthreshold regime.

## Velocity Saturation Regime

In a short-channel MOS transistor, velocity saturation is the most important secondary effect in the triode and saturation regimes. The drain current including the velocity saturation effect in a short channel transistor can be described as [3.19]:

$$
\begin{align*}
i_{D S}\left(V_{O D}+v_{g s}\right) & =\frac{\mu C_{o x}}{2} \cdot \frac{W}{L} \cdot x^{2}\left(1-\frac{x}{2 E_{c} L}+\cdots\right)^{2}  \tag{3.12}\\
& =\frac{\mu C_{o x} W}{2 L} \cdot x^{2} \cdot\left(1-\frac{x}{E_{c} L}+\frac{5}{4}\left(\frac{x}{E_{c} L}\right)^{2}-\frac{7}{4}\left(\frac{x}{E_{c} L}\right)^{3}+\cdots\right) \\
x & =V_{O D}+v_{r f} \cos (\omega t+\theta) . \tag{3.13}
\end{align*}
$$

where $\mu$ is the charge carrier mobility, $\mathrm{C}_{\mathrm{ox}}$ is the gate-oxide capacitance per unit area, W and $L$ are the width and length of the transistor, respectively, and $E_{c}$ is the critical electric field. Then the unknown parameters in (3.10) can be obtained from (3.7), (3.8), (3.12), and (3.13) as

$$
\begin{equation*}
A_{2, v-s a t}=\frac{\mu C_{o x}}{2} \frac{W}{L}\left(1-\frac{3 V_{O D}}{E_{C} L}+\frac{15}{2}\left(\frac{V_{O D}}{E_{C} L}\right)^{2}-\frac{35}{2}\left(\frac{V_{O D}}{E_{C} L}\right)^{3}+\cdots\right) . \tag{3.14}
\end{equation*}
$$

If the higher order ( $\mathrm{n} \geq 4$ ) terms in (3.10) are ignored, and putting (3.14) into (3.10), the DC current difference of the drain current caused by the two different RF input signals can be determined as

$$
\begin{align*}
\Delta I_{D S, v-s a t}= & \frac{\mu C_{o x}}{2} \cdot \frac{W}{L} \cdot \frac{\left(v_{r f 1}^{2}-v_{r f 2}^{2}\right)}{2}  \tag{3.15}\\
& \left(1-\frac{3 V_{O D}}{2 E_{C} L}+\frac{15}{2}\left(\frac{V_{o D}}{E_{C} L}\right)^{2}-\frac{35}{2}\left(\frac{V_{O D}}{E_{C} L}\right)^{3}+\cdots\right)
\end{align*}
$$

To achieve the maximum sensitivity, (3.15) should be as large as possible when $\mathrm{R}_{\mathrm{LA}}$ is fixed according to (3.11). In (3.15), when $\mathrm{V}_{\mathrm{OD}}>\mathrm{E}_{\mathrm{c}} \cdot \mathrm{L}, \mathrm{V}_{\mathrm{OD}}$ should be as large as possible. To keep the MOS transistor $\mathrm{M}_{1 \mathrm{~A}}$ in the saturation regime, we can estimate the range of gate DC bias voltage $\mathrm{V}_{\mathrm{b} 1}$ in Fig. 3.5(a) as
$V_{b 1, \text { min }}=V_{t h}<V_{b 1}<V_{t h}+\frac{1+\sqrt{1+2 V_{d d}\left(R_{L}+r_{M, 3}\right) \cdot \mu C_{o x} \frac{W}{L}}}{\left(R_{L}+r_{M, 3}\right) \cdot \mu C_{o x} \frac{W}{L}}=V_{b 1, \text { max }}$.
In the $0.13 \mu \mathrm{~m}$ CMOS process for circuit implementation $\mathrm{V}_{\mathrm{th}}=0.45 \mathrm{~V}, \mu \cdot \mathrm{C}_{\mathrm{ox}} / 2$ $\approx 297 \mathrm{uA} / \mathrm{V}^{2}$. If $\mathrm{W} / \mathrm{L}=1.3 \mu \mathrm{~m} / 0.12 \mu \mathrm{~m}, \mathrm{~V}_{\mathrm{dd}}=1.2 \mathrm{~V}, \mathrm{R}_{\mathrm{LA}}=6000 \Omega$ and $\mathrm{r}_{\mathrm{M}, 3}$ is ignored, then $\mathrm{V}_{\mathrm{b} 1, \max }=0.67 \mathrm{~V}$. The measurement results show that the circuit in Fig. 5(a) achieves maximum sensitivity when $\mathrm{V}_{\mathrm{b} 1} \approx 0.6 \mathrm{~V}$ (equal to the case when $\mathrm{r}_{\mathrm{M}, 3}$ equals $8500 \Omega$ ).

## Subthreshold Regime

When the input power is high enough, and $\mathrm{V}_{\text {out }}<\mathrm{V}_{\text {th }}$, transistor $\mathrm{M}_{1 \mathrm{~B}}$ enters the sub-threshold regime. Its drain current can be expressed as [3.19]

$$
\begin{align*}
i_{D S}\left(V_{O D}+v_{g s}\right) & =I_{S} \cdot e^{\frac{x}{m K T / q}} \cdot\left(1-\exp \left(-\frac{v_{D S}}{V_{T}}\right)\right)  \tag{3.17}\\
& \approx I_{S} \cdot\left(1+\cdot \frac{q \cdot x}{m K T}+\frac{1}{2}\left(\frac{q \cdot x}{m K T}\right)^{2}+\frac{1}{6}\left(\frac{q \cdot x}{m K T}\right)^{3}+\cdots\right)
\end{align*} .
$$

where $I_{S}$ and $m$ are empirical parameters, $K$ is the Boltzmann constant, $T$ is the temperature, q is the electron charge, and $\mathrm{V}_{\mathrm{T}}$ is the threshold voltage. Then $\mathrm{A}_{2}$ in the subthreshold regime can be obtained from (3.7), (3.8), and (3.17) as

$$
\begin{equation*}
A_{2, s u b}=I_{S}\left(\frac{1}{2} \frac{1}{(m K T / q)^{2}}+\frac{1}{6} \frac{3 V_{O D}}{(m K T / q)^{3}}+\cdots\right) . \tag{3.18}
\end{equation*}
$$

Equation (3.18) also presents a positive relationship between $\mathrm{A}_{2}$ and the gate overdrive voltage $\mathrm{V}_{\mathrm{OD}}$.

The above theoretical analysis can be used to guide the PD design to achieve the maximum output sensitivity. In the measurement applications, the unknown parameters $\mathrm{A}_{2}, \mathrm{~A}_{4} \cdots$ can be obtained by calibration.

Theoretically, the minimum detectable input signal level depends on the noise floor and bandwidth. Without considering the matching networks in Fig. 3.5, and if the circuits are perfectly symmetric, the input noise floor caused by the source impedance is $174 \mathrm{dBm} / \mathrm{Hz}$. However, the input matching networks yields noise. If the noise from inductors and capacitors is ignored and a 3 dB margin is added to the final calculated results, the calculated input noise floor is about $-159 \mathrm{dBm} / \mathrm{Hz}$ for the circuit shown in Fig. 3.5(a) and $-141 \mathrm{dBm} / \mathrm{Hz}$ for the circuit shown in Fig. 3.5(b). Considering the operating bandwidth, the total noise power would be -58 dBm and -38 dBm respectively. When used in six-port circuit [3.4], the minimum reflection coefficient at the DUT port is
-35 dB and the power loss from the DUT port to power measurement ports is around 6 dB . If so, then the minimum input power to PD is -36 dBm if the input power at the DUT port is 5 dBm . Therefore, the proposed PD is appropriate for most applications even thought further work is needed to reduce noise for some applications, such as [3.20][3.21].

## IV. Experimental Results

The circuits in Fig. 3.5 have been implemented in a $0.13 \mu \mathrm{~m}$ CMOS process. The critical design parameters are shown in Table I. The circuit layouts are arranged as symmetrically as possible to minimize mismatch. In Fig. 3.5(a), $\mathrm{M}_{3 \mathrm{~A}}$ and $\mathrm{M}_{4 \mathrm{~A}}$ are chosen as NMOS transistors since normally NMOS transistors respond faster than the PMOS transistors, and $\mathrm{V}_{\mathrm{b} 2}$ is connected to $\mathrm{V}_{\mathrm{dd}}$ directly to reduce the number of controlling terminals. The die microphotographs are shown in Fig. 3.6. The active circuit areas in Fig. 3.6(a) and (b) are $170 \times 320 \mu \mathrm{~m}^{2}$ and $250 \times 340 \mu \mathrm{~m}^{2}$, respectively. On-wafer measurements were done on a Cascade Microtech Summit 9000 probe station. The input pads were connected to a power source with GSG probes. The power loss in measurement setup was taken into consideration through calibration. The DC output voltage was measured by a Keithley 2600 SourceMeter. With a 1.2 V power supply, the structure shown in Fig. 3.5(a) shows the maximum sensitivity to the input power when $\mathrm{V}_{\mathrm{b} 1}=0.6 \mathrm{~V}$. Thus, all of the following results are measured when $\mathrm{V}_{\mathrm{b} 1}=0.6 \mathrm{~V}$. The static power consumption of the circuits shown in Fig. 3.5 (a) and Fig. 3.5(b) are 0.12 mW and 0.1 mW respectively with a 1.2 V power supply.


Figure 3.6 (a) Die microphotograph of the circuit in Figure 3.5(a). (b) The circuit in Figure 3.5(b).

TABLE 3.1
Circuit Design Parameters

| Device | Unit | Designed <br> Value | Device | Unit | Designed <br> Value |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{M}_{1}, \mathrm{M}_{2}$ | $\mu \mathrm{~m} / \mu \mathrm{m}$ | $1.3 / 0.12$ | $\mathrm{M}_{3}, \mathrm{M}_{4}$ | $\mu \mathrm{~m} / \mu \mathrm{m}$ | $13 / 0.12$ |
| C | fF | 60 | $\mathrm{C}_{0}$ | pF | 20 |
| $\mathrm{R}_{1,2,3}$ | $\Omega$ | 104 | L | nH | 0.894 |
| $\mathrm{R}_{\mathrm{L}}$ | $\mathrm{K} \Omega$ | 6 | $\mathrm{R}_{4}$ | $\mathrm{~K} \Omega$ | 20 |
| $\mathrm{R}_{\mathrm{a}}$ | $\Omega$ | 34 | $\mathrm{R}_{\mathrm{b}}$ | $\Omega$ | 16 |

The $S_{11} \mathrm{~S}$ were measured with an HP8510C network analyzer after on-wafer calibration. Fig. 3.7 shows the measured and simulated magnitude of $S_{11}$ for the circuits in Fig. 3.5. Comparing the measured and simulated results, the measured results agree with the simulated results reasonably in trends. The measured results show that the return loss of the quasi T-coil matching network discussed in Section II is better than -14 dB in the measured frequency range from 500 MHz to 20.5 GHz , and its performance is much better than that of the circuit in Fig. 3.5(a) matched with resistors. Wideband input matching means a reasonable voltage transfer coefficient (close to 1) transferred from the source to the gate of transistor $\mathrm{M}_{1}$ and also ensures a high sensitivity of the PD.


Figure 3.7 Measured and simulated S-Parameter $\left|S_{11}\right|$ of the circuits in Figure 3.5(a) (with R matched) and in Figure 3.5 (b) with quasi T-coil network.

(a)

(b)

Figure 3.8 Measured output voltage versus input RF power of (a) Figure 3.5(a), (b) Figure 3.5(b).

Fig. 3.8 shows the measured output voltage versus input power at different frequencies. Fig. 8(a) shows the measured results of the circuit in Fig. 3.5(a). When the circuit operates from 2 GHz to 14 GHz , the output DC voltage response difference is less than 3 dB for a given input RF power level as the input signals frequencies are swept. Fig. 3.8(b) shows the measured results of the circuit in Fig. 3.5(b). This circuit can operate from 500 MHz to 20 GHz . When the input RF power is larger than -10 dBm , transistor $\mathrm{M}_{1 \mathrm{~B}}$ in Fig. 3.5(b) operates in the subthreshold regime and the output voltage is almost linear as indicated by the arrow in Fig. 3.8(b). From 500 MHz to 20 GHz , the output DC voltage response difference is less than 1.9 dB for input signals with a given input RF power level in the linear operating range as the arrow in Fig. 3.8(b). The optimal fitting curves with linear regression in the linear regime are

```
\(\int 500 \mathrm{MHz}:\) output \((m v)=40 \times(\) input power \((d B))+885\);
10 GHz:output \((m v)=36 \times(\) input power \((d B))+711 ; \cdot\)
20 GHz:output \((m v)=40 \times(\) input power \((d B))+775\);
error ratio \(=\frac{\text { calculated.value }- \text { measured.value }}{\text { calculated.value }}\).
```

The error ratios between the output and the optimal fitting curves are less than $\pm 1 \%$ for the linear operating range ( $16 \mathrm{~dB}-21 \mathrm{~dB}$ depending on frequency) with the definition in (3.19). When the input power is lower than -10 dBm , the MOS devices of the power detector in Fig. 3.5(b) operate in the saturation regime. If $1 \mathrm{mV} / \mathrm{dBm}$ is the minimum acceptable output sensitivity, the input power range of the circuit shown in Fig. 3.5(a) is -23 dBm to 9 dBm , and the input power range of the circuit in Fig. 3.5(b) is -38 dBm to 9 dBm . Thus, a 15 dB improvement in input power dynamic range is achieved for the circuit shown in Fig. 3.5(b) as compared to that shown in Fig. 3.5(a). The negative values in Fig. 3.8(b) are caused by the imperfect symmetric in the process and the secondary effects of the transistors. This does not affect its applications in measurement systems, since it can be absorbed during the calibration procedure.

When the power supply voltage is varied from 1.2 V to 0.5 V , Fig. 3.9(a) shows that the input dynamic range of the power detector in Fig. 3.5(a) decreases by approximately 10 dB , while Fig. 3.9(b) shows that the dynamic range of the power detector shown in Fig. 3.5(b) does not change as the power supply voltage decreases. When the power supply is varied from 1.2 V to 0.5 V , the linear operating range of the PD shown in Fig. 3.5(b) expands at the expense of lower output sensitivity with a
decrease in the power supply voltage. Fig. 3.9(c) and (d) shows a dramatic reduction in power consumption when the power supply is varied from 1.2 V to 0.5 V . The static power consumption of the circuit in Fig. $3.5(\mathrm{~b})$ is only $2 \times 10^{-4} \mathrm{~mW}$ at a 0.5 V voltage supply, which makes it promising for applications in portable terminals. The peak in Fig. 3.9(d) is caused by the amplifier.

Table II is the comparison of this work with recent publication results. Even though, the published PDs were designed for communication applications, they also require large input dynamic range, low-power consumption, and high sensitivity [3.12][3.13]. Under the same definitions, Table II shows that this work achieves the maximum sensitivity, minimum power consumption, the largest input dynamic range, and the widest operating frequency range from 500 MHz to 20 GHz .

(a)

(b)

(c)

(d)

Figure 3.9 At different Vdd power supplies, measured output voltage versus input power of the circuit (a) Figure 3.5(a), (b) Figure 3.5(b); power consumptions versus input power of the circuit (c) Figure 3.5(a), (d) Figure 3.5(b).

TABLE 3.2
Performance Comparison With Recent Published PD

|  | [3.12]* | [3.13] | Figure 3.5(b) |
| :---: | :---: | :---: | :---: |
| Technology | $0.13 \mu \mathrm{~m}$ CMOS | $0.18 \mu \mathrm{~m}$ CMOS | $0.13 \mu \mathrm{~m}$ CMOS |
| Power Consumption | 0.18 mW | 3.8 mW | $\begin{aligned} & \hline 0.1 \mathrm{~mW} @ 1.2 \mathrm{~V} \\ & 2^{-4} \mathrm{~mW} @ 0.5 \mathrm{~V} \end{aligned}$ |
| Operating Frequency | $125 \mathrm{MHz}-8.5 \mathrm{GHz}$ | 3.1 GHz -10.6 GHz | $500 \mathrm{MHz}-20 \mathrm{GHz}$ |
| Input dynamic range | 20 dB | $\sim 35 \mathrm{~dB}$ | $\sim 47 \mathrm{~dB}$ |
| Linearity Error For Specified Input Range | $\pm 0.5 \mathrm{~dB}$ for 18 dB | $\pm 2.4 \mathrm{~dB}$ for 20 dB | < $\pm 1 \%$ for $\sim 20 \mathrm{~dB}$ |
| Flatness of Frequency Response | 12 dB | 1.8 dB | $\begin{aligned} & 4 \mathrm{~dB}(0.5 \mathrm{GHz}-20 \mathrm{GHz}) \\ & 1 \mathrm{~dB}(10 \mathrm{GHz}-20 \mathrm{GHz}) \end{aligned}$ |
| Output Sensitivity | $\sim 6.5 \mathrm{mV} / \mathrm{dB}$ | $\sim 4.3 \mathrm{mV} / \mathrm{dB}$ | $\sim 26.8 \mathrm{mV} / \mathrm{dB}$ |

*Multiple off chip matching networks were used in measurement [3.12].

## V. Conclusion

In this paper, a self-biased low-power power detector is proposed, analyzed, and demonstrated. Depending on input RF power levels, the MOS transistors of the PD operate in either saturation or subthreshold regimes. To enhance the sensitivity and to expand the operating frequency range, an ultra wideband quasi T-coil matching network was designed and an embedded amplifier was used. The operating frequency ranges from 500 MHz to 20 GHz . The output DC voltage response is nearly frequency independent, varying by less than 1.9 dB for a fixed RF power level in the operating frequency range. The linearity error in the linear operating range is less than $\pm 1 \%$.

Though the linear operating range is 16 dB to 21 dB depending on frequency, the detectable input dynamic range is up to 47 dB , which makes it very useful in both sixport communication and measurement systems applications, where the input RF power levels of the measurement port 3-6 may change dramatically as the input signal in port 2 varies.
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## CHAPTER FOUR

## ANALYSIS AND DESIGN OF A HIGH-Q DIFFERENTIAL ACTIVE INDUCTOR WITH WIDE TUNGING RANGE


#### Abstract

The analysis and design of a high-Q differential active inductor with wide tuning range is presented in this chapter. The self-resonant frequency (SRF) and quality factor ( Q ) of the inductor can be tuned independently. The inductor was implemented in a $0.13 \mu \mathrm{~m}$ CMOS process. The measured SRF is tunable from 0.5 to 10.2 GHz. The obtained maximum quality factor is as high as 3000 . The analysis shows that higher inductance corresponds to higher inductor noise while the correlation between quality factor and noise is relatively weak. Measurement results confirmed these predictions. The measured results show that this inductor structure is suitable for broadband reconfigurable radio-frequency (RF) system development. Further analysis and measurements show that the inductor is intrinsically nonlinear, so are gyrator-C based active inductors in general. A compensation circuit is proposed to improve the linearity characteristics of such inductors.

Index Terms- CMOS integrated circuit, Differential active inductor, high quality factor, radio frequency, wide tuning range


## I. InTRODUCTION

CMOS inductors have a broad range of applications in radio frequency integrated circuit (RFIC) design [4.1]-[4.2], including filters [4.3], phase shifters [4.4], oscillators [4.5], low noise amplifiers (LNA) [4.6]-[4.7], power dividers, and hybrids [4.8]-[4.10]. Unfortunately, passive CMOS inductors occupy large chip areas, and their quality factors are very low. Furthermore, they can only provide limited inductance values in a certain operating frequency range. Therefore, their applications are constrained. Besides, passive inductors are also not tunable, which makes them inconvenient for reconfigurable circuit design. Active inductors, on the other hand, do not suffer from these problems since their inductance comes from emulating inductor impedance with active devices. As a result, CMOS active inductors have attracted much attention [4.2]. Of the two types of active inductors, i.e. single-ended and differential active inductors (DAI), DAIs have commonmode noise rejection properties with better linearity characteristics [4.11]. These properties make DAIs attractive. Thus, various DAIs have been proposed and studied [4.2], [4.11]-[4.13].

The main figure-of-merits (FOM) of an active inductor include its operating frequency range (represented by its SRF), quality factor (Q), noise performance, linearity, and tunability [4.2]. For DAIs, a CMOS source-degenerated structure yielded a 7.85 GHz SRF [4.12], which is the highest measured SRF reported so far to the best of our knowledge. Yet higher SRF is needed for higher frequency applications, e.g. the FCC ultra wideband (UWB) regime covers frequencies from 3.1-10.6 GHz. A Q of about 1000 was experimentally demonstrated in [4.13]. That Q is also the highest reported so far. The high-Q inductor is promising for frequency selection applications. However, high-Q
operation of active inductors could dramatically deteriorate inductor noise performance, which is already aggravated by the use of active devices. For many active inductor architectures, it was shown that their noise is at least 2 Q times higher than their passive counterpart if both have similar frequency characteristics [4.3], [4.14]. Nevertheless, integrated DAI noise characteristics need further investigations. Moreover, nonlinearity properties of high-Q active inductors require detailed studies since exceptionally high voltage could arise between the inductor terminals. For instance, when used in an RLC series resonator, the voltage across the inductor terminals is Q times the voltage across the resonator at resonance. Finally, frequency and inductance tunability are desired for reconfigurable RFIC implementations, such as software defined radios [4.15].

This chapter proposes and analyzes a DAI with a focus on its main FOMs. The experimental results of its noise and nonlinearity characteristics are also presented. The results show that this DAI structure does not have a strong correlation between its Q and noise. The DAI, gyrator-C based active inductors in general, is intrinsically nonlinear, i.e. its properties (e.g. inductance values) depend on input power levels. Circuit techniques to further improve the linearity of the DAI are also proposed. The paper is arranged as follows: section II presents the analysis of the DAI, section III describes the DAI design and experimental results. Discussions and conclusions are in Section IV.

## II. Design Considerations of The Differential Active Inductor

The proposed DAI is shown in Fig. 4.1(a), in which the inverter pair is used to provide negative resistance to boost the Q of the DAI. The voltage $\mathrm{var}_{3}$ is to provide independent control of the negative resistor. Tuning Q with negative resistance has been
reported previously by using only NFETs or PFETs, but not inverters. The main advantage of the cross-coupled inverter pair in Fig. 4.1(a) is that it establishes an independent DC current path from $\operatorname{var}_{3}$ to ground for the negative resistor and provides an independent control of the negative resistance. As a result, $\mathrm{M}_{5}$ (and $\mathrm{M}_{6}$ ) does not need to carry all the DC current for the negative resistor. Therefore, it is possible to optimize $M_{5}\left(g_{m}\right)$ for higher $Q$ and higher $L$. Moreover, higher operating frequency and larger operating frequency range are possible since the full capacity of $\mathrm{M}_{5}$ can be exploited.
A. Inductance values, quality factors and self-resonant frequency


Figure 4.1 Proposed differential active inductor. (a) Schematic of the differential active inductor (DAI). (b) The small signal model for DAI in Fig. 4.1(a). (c) An equivalent circuit for the DAI in Fig. 4.1(a).

The small signal model of the DAI circuit in Fig. 4.1(a), without considering MOS transistor channel resistances, is shown in Fig. 4.1(b). Assume the DAI structure is symmetric, and then the admittance between terminals $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ can be obtained with small signal analysis.

$$
\begin{equation*}
Y=\frac{1}{Z} \approx-\frac{g_{m A 1}}{2}+\frac{1}{2}\left(s C_{1}+s C_{g s 1}\right)+\frac{1}{2\left(\frac{s^{2} C_{g s 3} C_{g 55}}{g_{m 1} g_{m 3} g_{m 5}}+\frac{s C_{g s 5}}{g_{m 1} g_{m 5}}\right)}+\frac{1}{2\left(\frac{1}{g_{m 3}}+\frac{s C_{g s 3}}{g_{m 1} g_{m 3}}\right)} \tag{4.1}
\end{equation*}
$$

where $g_{m i}$ is the transconductance of transistor $M_{i} ; g_{m A 1}$ is the sum of the transconductance provided by $\mathrm{A}_{\mathrm{n} 1}$ and $\mathrm{A}_{\mathrm{p} 1}$ (or $\mathrm{A}_{\mathrm{n} 2}$ and $\mathrm{A}_{\mathrm{p} 2}$ ); $\mathrm{C}_{\mathrm{A}}$ is the capacitance between point $A$ (or $B$ ) and $A C$ ground; $C_{g s 5}$ is the gate-source capacitance of $\mathrm{M}_{5}$ (or $\mathrm{M}_{6}$ ). Equation (4.1) indicates that the DAI shown in Fig. 4.1(a) has an equivalent circuit as shown in Fig. 4.1(c).

$$
\begin{equation*}
\frac{1}{Z}=G+j \omega C_{p}+\frac{1}{R_{s 1}+j \omega L_{1}}+\frac{1}{R_{s 2}+j \omega L_{2}} \tag{4.2}
\end{equation*}
$$

Compare (4.1) and (4.2), the equivalent circuit parameters in Fig. 4.1(c) are

$$
\begin{equation*}
G \approx \frac{-g_{m A 1}}{2} \tag{4.3}
\end{equation*}
$$

$C_{p} \approx \frac{C_{1}+C_{g s 1}}{2}$
$L_{s 1} \approx \frac{2 C_{g s 5}}{g_{m 1} g_{m 5}}, L_{s 2} \approx \frac{2 C_{g s 3}}{g_{m 1} g_{m 3}}$
$R_{s 1} \approx-\frac{2 \omega^{2} C_{g s 3} C_{g 55}}{g_{m 1} g_{m 3} g_{m 5}}, R_{s 2} \approx \frac{1}{g_{m 1}}$

The addition of negative resistance only affects $G$. The main contributor of inductance is $L_{s 1}$, since $\mathrm{R}_{\mathrm{s} 2}$ is a large resistor and $\mathrm{L}_{\mathrm{s} 2}$ is small. Set the reactance of Z to zero (i.e. $\operatorname{Imag} \mathrm{Z}=0$ ), the SRF of the DAI is
$\omega_{o s c}^{2}=\frac{g_{m 3}}{2 C_{g s 3}}\left(\sqrt{\left(\frac{g_{m 1}}{C_{1}+C_{g s 1}}-\frac{g_{m 3}}{C_{g s 3}}\right)^{2}+\frac{4}{L_{s 1}\left(C_{1}+C_{g s 1}\right)}}-\left(\frac{g_{m 1}}{C_{1}+C_{g s 1}}-\frac{g_{m 3}}{C_{g s 3}}\right)\right)$.
The DC current going through $M_{1}$ and $M_{3}$ is $I_{1}$, which is half of the tail current $\left(\mathrm{I}_{\mathrm{ss}}\right)$, then
$g_{m 1,3}=\sqrt{2 K \cdot \frac{W_{1,3}}{L_{1,3}} I_{1}}$ and $\frac{g_{m 1}}{g_{m 3}}=\sqrt{\frac{W_{1} / L_{1}}{W_{3} / L_{3}}}$.
where $W_{i}$ and $L_{i}$ are the width and length of transistor $M_{i}$, respectively, and the parameter $K^{\prime}=\mu_{n} C_{o x}$, in which $\mu_{\mathrm{n}}$ is electron mobility and $\mathrm{C}_{\mathrm{ox}}$ is gate oxide capacitance per unit area. Equations (4.7) and (4.8) indicate that the inductor $\operatorname{SRF}$ can be tuned through tuning $\mathrm{g}_{\mathrm{m} 3}$, in other words, by tuning the DC bias current $\mathrm{I}_{1}$ which is controlled by the voltage controller var $_{1}$ in Fig. 4.1(a).

The quality factor Q can be calculated with
$Q=\frac{\operatorname{Im} \operatorname{ag}(Z)}{\operatorname{Re} \operatorname{al}(Z)}=\left|\frac{A}{B}\right|$,
where

$$
\begin{equation*}
A=s^{4} C_{g 33}^{2} C_{g s 5}\left(C_{1}+C_{g s 1}\right)+s^{2} C_{g s 5} g_{m 3}\left(g_{m 1} C_{g s 3}-g_{m 3}\left(C_{1}+C_{g s 1}\right)\right)-g_{m 1} g_{m 3}^{2} g_{m 5} \tag{4.10}
\end{equation*}
$$

and
$B=-s^{3} C_{g s 3} C_{g s 5} g_{m 41}+s C_{g 55} g_{m 3}\left(g_{m 1} g_{m 3}-g_{m 41} g_{m 3}-g_{m 1} g_{m 5}\right)$

Equations (4.10)-(4.11) indicates that high Q can be achieved by tuning the negative transconductance $\mathrm{g}_{\mathrm{mAl}}$. The tuning of Q does not affect SRF and inductance value L . The tuning independence implies that high Q and high frequency operations are possible.

## B. Noise

To evaluate the noise performance of the DAI in Fig. 1(a), its noise model is shown in Fig. 4.2, in which the noise model of MOS transistors in [4.16] is used. There are two kinds of noise sources in Fig. 4.2, channel induced noise and gate induced noise. They are

$$
\begin{equation*}
\frac{\overline{i_{n d i}^{2}}}{\Delta f}=4 K T \frac{\gamma}{\alpha_{i}} g_{m i}, \frac{\overline{i_{n i}}}{\Delta f}=4 K T \delta g_{g i}, i=1, \cdots 6, \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i}=\frac{g_{m i}}{g_{d 0 i}} \text { and } g_{g i}=\frac{\alpha \omega^{2} C_{g s i}^{2}}{5 g_{m i}} . \tag{4.13}
\end{equation*}
$$

$\gamma$ is the channel noise factor, $\delta$ is the gate noise coefficient, $g_{d 0 i}$ is the drain conductance for transistor $\mathrm{M}_{\mathrm{i}}$, K is Boltzmann constant and T is temperature.

To simplify the analysis, we ignore noise contribution from the cross-coupled inverter pair while considering all the gate-induced and channel-induced noise sources for transistors $\mathrm{M}_{1}-\mathrm{M}_{6}$. The analysis, shown in Appendix A, gives the differential output noise as

$$
\begin{equation*}
\frac{\overline{V_{\text {otal }}^{2}}}{\Delta f} \approx \sum_{i=1}^{6}\left|\frac{N_{n g i}}{\left(M_{n g i}+\frac{1}{R_{s 1}+s L_{s 1}}\right)}\right|^{2} \frac{\overline{I_{n g i}^{2}}}{\Delta f}+\left|\frac{N_{n d i}}{\left(M_{n d i}+\frac{1}{R_{s 1}+s L_{s 1}}\right)}\right|^{2} \sum_{i=1}^{6} \frac{\overline{I_{n d i}^{2}}}{\Delta f} . \tag{4.14}
\end{equation*}
$$

Equation (4.14) indicates that larger $\omega \mathrm{L}_{1}$ will cause higher differential output noise. On the other hand, there are no direct and explicit connections between noise voltage and quality factor Q in this DAI structure. This is different from those observations in [4.1], [4.14], in which the noise of active inductors is at least 2Q times higher than their passive counterparts when both have similar frequency characteristics. This property is very useful, especially in circuits that use T or $\pi$ transmission line models. For examples, in the designs of lumped-element power dividers and lumpedelement couplers, $\omega \mathrm{L}$ is a constant which is related with the characteristic impedance [4.17]-[4.19]. Then (4.14) may be used to guide noise performance considerations.


Figure 4.2 Noise model for the ADI structure shown in Fig. 4.1(a).


Figure 4.3 Simulated results of noise and (a) Imag Z. (b) Real Z. (c) Quality factor Q.

Fig. 4.3 shows the relationship between noise and Imag Z, Real Z, and quality factor Q for different $\mathrm{var}_{2}$. The results are obtained from Cadence Spectre simulations. Fig. 4.3(a) shows that larger Imag $Z$ (i.e. larger $\omega \mathrm{L}$ ) corresponds to higher noise. Fig. 4.3(b) shows noise voltage and equivalent resistance R (i.e. Real Z) of the DAI. Fig. 4.3(c) shows that noise does not change linearly with Q values. It is clear that their relationship is different from that of passive inductors, for which noise voltage changes linearly with the square root of parasitic resistance R. Using the linearity correlation analysis method in [4.20], the correlation coefficients between noise and Imag Z, Real Z, and quality factor Q are approximately $0.96,0.6$ and 0.4 (1 represents strong linear correlation and 0 presents weak correlation). Therefore, noise has relatively weak correlation with Q , but strong correlation with Imag Z values as predicted by (4.14). The weak relationship between Q and noise is important for active inductor applications since difficult trade-offs between the two critical parameters can be greatly relaxed.

## C. Nonlinearity

As mentioned in the Introduction section, the DAI is intrinsically nonlinear, i.e. its properties, including inductance values, Q-factor, depend on input power. Usually, nonlinearity occurs due to high input signal levels. Then signal distortion will happen in the transconductance amplifiers and inductor characteristics will change accordingly. High signal levels can do occur across inductors in a circuit, such as Q-times input voltages in RLC series circuits as discussed in Section I.

If we ignore the negative resistor, the proposed DAI can be treated as three amplifiers: a differential cascode transconductance amplifier shown in Fig. 4.4(a) and
two common drain amplifiers in Fig. 4.4(b), in which the active loads from the current sources are simplified as resistors. An examination of the circuit in Fig. 4.1(a) shows that the DC bias for $\mathrm{M}_{5,6}$ in common drain amplifiers is affected by the DC output of transconductance amplifier composed of $\mathrm{M}_{1,3}$ and $\mathrm{M}_{2,4}$, and vice versa. The DC bias will change with input signal levels due to the square law of transistor currents. Consequently, the transconductance of $\mathrm{M}_{1}$ and $\mathrm{M}_{5}$ will change. So do the inductance values (and inductor FOMs). Therefore, the active inductor in Fig. 4.1(a) is inherently nonlinear, even for low input signal level. So are most other active inductors, which are based on gyratorC architectures [4.2]-[4.11]. This observation explains the nonlinearity issues observed in [4.10] even when the input power was quite low.


Figure 4.4 Symbols used in the analysis are $\mathrm{V}_{\mathrm{a}, \mathrm{b}}=\mathrm{V}_{\mathrm{A}, \mathrm{B}}+\mathrm{V}_{\mathrm{a}, \mathrm{b}}$, in which $\mathrm{V}_{1,2}$ and $\mathrm{V}_{\mathrm{A}, \mathrm{B}}$ are DC voltage, while $\mathrm{v}_{\mathrm{a}, \mathrm{b}}$ and $\mathrm{v}_{\mathrm{rfl}, 2}$ are RF signals. (a) Differential cascade transconductance amplifier. (b) Common drain amplifier.

To quantify the inductance dependence on input signal level when the amplifiers are in linear region, we ignore the cascode transistors $\left(\mathrm{M}_{3,4}\right)$ in the following analysis to simplify the procedures since they do not change the current characteristics of the amplifiers (i.e. $\mathrm{M}_{1,2}$ ). When there is no input RF signal, the currents of both current paths in Fig. 4.4(a) are

$$
\begin{equation*}
I_{d s, 0}=\frac{K^{\prime}}{2} \frac{W_{1,2}}{L_{1,2}}\left(V_{G S}-V_{t h 1,2}\right)^{2} . \tag{4.15}
\end{equation*}
$$

where $\mathrm{V}_{\mathrm{GS}}$ is the DC bias of $\mathrm{M}_{1}$ or $\mathrm{M}_{2}, \mathrm{~V}_{\text {thi }}$ is the threshold voltage of transistors $\mathrm{M}_{\mathrm{i}} ; \mathrm{W}_{\mathrm{i}}$ and $L_{i}$ are the channel width and length of transistors $M_{i}$, respectively. Assume the amplitude of the input wave is $\mathrm{v}_{\mathrm{rf}}$, the transistors operate in active region and the effect of feedback circuit in Fig. 4.4(b) is negligible, then the drain source current is:

$$
\begin{equation*}
I_{d s, 1,2}=\frac{K^{\prime} W_{1,2}}{2 L_{1,2}}\left\{\left(V_{G S}-V_{T}\right)^{2}+\frac{V_{r f}^{2}}{2}+2\left(V_{G S}-V_{T}\right) v_{r f} \cos (\omega t)+\frac{V_{r f}^{2} \cos (2 \omega t)}{2}\right\} \tag{4.16}
\end{equation*}
$$

Equation (4.16) indicates that the input RF signal induces a DC current variation, $\Delta \mathrm{I}$, which will cause a DC voltage variation at point A (or B ). The ration is

$$
\begin{equation*}
\frac{\Delta V_{A, B}}{V_{A, B}}=\frac{-\Delta I R_{\text {load } 1}}{V_{A, B}}=\frac{-v_{t f}^{2}}{2\left(V_{G S}-V_{t h 1,2}\right)^{2}} . \tag{4.17}
\end{equation*}
$$

Similarly, this process happens in Fig. 4.4(b), and DC voltage variation ratio is:

$$
\begin{equation*}
\frac{\Delta V_{1,2}}{V_{1,2}}=\frac{\left(A_{v} v_{r f}\right)^{2}}{2\left(V_{G S 5,6}-V_{t h 5,6}\right)^{2}} . \tag{4.18}
\end{equation*}
$$

where $A_{v}$ is the voltage gain from input to point $A(B)$.

The DC bias voltage variation ratios of the circuit in Fig. 4.1(a) were simulated with PSS in Cadence Spectre and the results are presented in Fig. 4.5. When $\operatorname{var}_{1}=\operatorname{var}_{2}=0.8 \mathrm{~V}$, the variation trends of $\mathrm{V}_{1,2}$ (increasing with the increase of input level) and $\mathrm{V}_{\mathrm{A}, \mathrm{B}}$ (decreasing with the increase of input level) are consistent with the predictions of (4.17) and (4.18). The variation ratio of $\mathrm{V}_{1,2}$ is obviously smaller than that of $\mathrm{V}_{\mathrm{A}, \mathrm{B}}$. This is because the variation of $\mathrm{V}_{1,2}$ is alleviated by the negative resistor circuit since the circuit operates in saturation region. Therefore, we need only consider the variation of $\mathrm{V}_{\mathrm{A}, \mathrm{B}}$ in the following analysis.

The transconductance variation of $\mathrm{g}_{\mathrm{m} 5}$ and $\mathrm{g}_{\mathrm{m} 6}$, caused by the variation of $\mathrm{V}_{\mathrm{A}, \mathrm{B}}$, is

$$
\begin{equation*}
\Delta g_{m 5,6}=K^{\prime} \frac{W_{1,2}}{L_{1,2}} \Delta V_{A, B}=-\left(K^{\prime} \frac{W_{1,2}}{L_{1,2}}\right)^{2} \frac{v_{\text {tf }}^{2}}{2} R_{\text {load } 1} . \tag{4.19}
\end{equation*}
$$

According to the equivalent inductance (4.5), the inductance variation caused by the small signal input power variation is
$\frac{\Delta L_{s 1}}{L_{s 1}} \approx \frac{R_{\text {load } 1} \frac{1}{2}\left(K^{\prime} \frac{W_{1,2}}{L_{1,2}}\right)^{2} v_{r f}^{2}}{g_{m 5,6}+R_{\text {load } 1} \frac{1}{2}\left(K^{\prime} \frac{W_{1,2}}{L_{1,2}}\right)^{2} v_{r f}^{2}}$.
The simulated $\operatorname{Imag} \mathrm{Z}$ (i.e. $\omega \mathrm{L}_{\mathrm{s}}$ ) variation ratios of the inductor in Fig. 4.1(a) at 7 GHz are presented in Fig. 4.5 for $\operatorname{var}_{1}=\operatorname{var}_{2}=0.8 \mathrm{~V}$. It is shown that bias voltage $\mathrm{V}_{\mathrm{A}, \mathrm{B}}$ decreases with the increase of input power level. Obvious decline occurs even when the input is smaller than -10 dBm while $\mathrm{V}_{1,2}$ is almost constant. Inductance increases as predicted by (4.17) and (4.20). When input power is larger than about 10 dBm , the transistors are entering triode regions. As a result, there are dramatic changes in $\operatorname{Imag} \mathrm{Z}$.

To improve the linearity performance of the inductor, a compensation circuit can be added as shown in Fig. 4.6. $\mathrm{M}_{\mathrm{n} 1}$ and $\mathrm{M}_{\mathrm{n} 2}$ are two NMOS transistors operating in saturation region. From the square current law, the RF input $-\mathrm{A}_{\mathrm{v}} \cdot \mathrm{v}_{\mathrm{rf} 1,2}$ of the compensation transistors will generate DC current $\Delta \mathrm{I}_{\mathrm{C}}$ from VDD to point A and B , which will compensate the DC current $\Delta \mathrm{I}$ produced by transistors $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$. Therefore, the DC voltage drop $\Delta \mathrm{V}_{\mathrm{A}}$, в caused by DC current $\Delta \mathrm{I}$ going through $\mathrm{R}_{\text {load1 }}$ will be compensated. When the size of $\mathrm{M}_{\mathrm{n} 1,2}$ is $\mathrm{W} / \mathrm{L}=7 \mu \mathrm{~m} / 0.13 \mu \mathrm{~m}$ and $\operatorname{var}_{1}=\operatorname{var}_{2}=0.8 \mathrm{~V}$, Cadence Spectre simulations show that the addition of the compensation transistors improves the linearity and the results after the addition of the compensation circuit is also shown in Fig. 4.5.


Figure 4.5 Variations of Imag Z and DC bias voltage with input power for var ${ }_{1}=0.80 \mathrm{~V}$ and $\operatorname{var}_{2}=0.80 \mathrm{~V}$. The simulation is conducted with PSP in Cadence Spectre. The simulated circuits are in Fig. 4.1(a) and Fig. 4.6.


Figure 4.6 Possible DAI with nonlinearity compensation transistors.

## D. Power Consumption

DC power consumption of active inductors is a disadvantage compared to passive inductors. The inverter pair in Fig. 4.1(a) dissipates more power and adds more parasitic capacitance $\left(\mathrm{C}_{1}\right.$, which will decrease the resonance frequency of the DAI.) simultaneously when compared with active inductors that do not use negative resistors. Fig. 4.7(a) shows a possible arrangement to reuse DC currents and save power. The loads of two common drain amplifiers can be replaced by the negative resistors, a crosscoupled pair. The disadvantage is that the quality factor and the inductance values cannot be tuned independently. When the DC power supply voltage VDD is 1.6 V and $\operatorname{Var}_{1}$ is 1.2 V, the simulated results, shown in Fig. 4.7(b), indicate that both circuits in Fig. 4.1(a)
and Fig. 4.7(a) can obtain similar Imag $Z$ when operating frequency is below 13 GHz . But the SRF of the circuit in Fig. 4.7(a) increases to about 17.5 GHz compared with 14 GHz in Fig. 4.1(a). The circuit also saves more than $50 \%$ DC power consumption. The simulated results in Fig. 4.7(b) agree with our analysis.


Figure 4.7 Proposed DAI with current reuse consideration. (a) Possible DAI with current reuse consideration. (b) Simulated results of the circuits in Fig. 4.1(a) and Fig. 4.7(a).

## III. Circuit Implementation and Experiment Results

The proposed DAI in Fig. 4.1(a) was fabricated in a $0.13 \mu \mathrm{~m}$ CMOS process. Transistor sizing is guided by (4.3)-(4.7). Table 1 shows the specific transistor dimensions. To save chip area and to facilitate differential measurement, one input terminal $\left(\mathrm{V}_{1}\right)$ was used as the virtual ground. Fig. 4.8(a) shows the microphotograph of the circuit and the active die area is $50 \mu \mathrm{~m} \times 75 \mu \mathrm{~m}$. In the measurement, $\operatorname{var}_{3}$ is combined with VDD at 1.6 V . On-wafer probing was conducted to measure one-port S parameters (S) of the inductor with an HP8510C network analyzer. The RF G-S-G probe was touched on the $\mathrm{V}_{1}-\mathrm{V}_{2}-\mathrm{V}_{1}$ pads. Noise performance was measured with an $\mathrm{R} \& \mathrm{H}$ FSEK-30 spectrum analyzer. The measurement arrangement is shown in Fig. 4.9. The Z parameters and Q are calculated using the obtained S-Parameter S with the following equations.

$$
\begin{equation*}
Z=Z_{0} \frac{1+S}{1-S}, Q=\frac{\operatorname{Im}(Z)}{\operatorname{Re}(Z)} \tag{4.21}
\end{equation*}
$$

The noise voltage is calculated with [4.17]:

$$
\begin{equation*}
\overline{V_{n}}=\operatorname{sqr}\left(\frac{8 Z_{0} \times 0.001 \times 10^{\frac{n}{10}}\left|1-S_{22} \Gamma_{L}\right|^{2}\left|1-\Gamma_{s} \Gamma_{i n}\right|^{2}}{\left|1-\Gamma_{s}\right|^{2}\left|S_{21}\right|^{2}\left(1-\left|\Gamma_{L}\right|\right)^{2}}\right) . \tag{4.22}
\end{equation*}
$$

where n is the measured noise power in dBm scale.
The measured result with maximum $\operatorname{SRF}(10.2 \mathrm{GHz})$ is shown in Fig. 4.10. The maximum SRF was obtained when $\operatorname{Var}_{1}$ and $\operatorname{Var}_{3}$ are 1.6 V , $\mathrm{Var}_{2}$ is 1.0 V . Fig. 4.11
demonstrates that the inductance and quality factor can be tuned through $\operatorname{var}_{2}$ as the prediction of (4.4) while keeping SRF almost unchanged as the prediction of (4.7). The inductance has more than $80 \%$ tuning range at the frequency point $(3.7 \mathrm{GHz})$ when Q achieves the highest value.

TABLE 4.1
Device Size of The Optimized Circuit

| Transistor | $\mathrm{W} / \mathrm{L}(\mu \mathrm{m} / \mu \mathrm{m})$ | Fingers |
| :--- | :--- | :--- |
| $\mathrm{M}_{1}, \mathrm{M}_{2}$ | $156 / 0.2$ | 120 |
| $\mathrm{M}_{3}, \mathrm{M}_{4}$ | $13 / 0.12$ | 10 |
| $\mathrm{M}_{5}, \mathrm{M}_{6}$ | $117 / 0.18$ | 100 |
| $\mathrm{~A}_{\mathrm{n} 1}, \mathrm{~A}_{\mathrm{n} 2}$ | $13 / 0.12$ | 10 |
| $\mathrm{~A}_{\mathrm{p} 1}, \mathrm{~A}_{\mathrm{p} 2}$ | $13 / 0.12$ | 10 |

Fig. 4.12 shows the relationship between $\operatorname{var}_{1}$ and $\operatorname{Imag} \mathrm{Z}, \mathrm{Q}$, and noise voltage. Fig. 4.12(a) verifies that inductance decreases when $\mathrm{g}_{\mathrm{m} 1}$ increases as the prediction of (4.5). The self-resonant frequency increases when $g_{m 1}$ increase (i.e. var $_{1}$ increases) as the prediction of (4.7). Fig. 4.12(b) shows that a high quality factor Q, up to 3000 , can be obtained. Fig. 4.12(c) shows the measured noise voltages. Compare Fig. 4.12(a), Fig. 4.12(b) and Fig. 4.12(c), the measurement results verify the prediction of (4.14) that the noise voltage has strong correlations with $\operatorname{Imag} \mathrm{Z}$, but weak correlations with Q . As Imag Z increases, the noise voltage also increases.


Figure 4.8 Microphotograph of the basic DAI.


Figure 4.9 Inductor measurement arrangement.


Figure 4.10 Measured smith chart with maximum self-resonant frequency.


Figure 4.11 The measured relationship between $\operatorname{var}_{2}$ and (a) $\operatorname{Imag} Z$, (b) quality factor Q .


Figure 4.12 $\mathrm{When}^{\mathrm{var}_{2}}=0.85 \mathrm{~V}$ and $\mathrm{var}_{1}$ is tuned from 0.55 V to 1.20 V , measurement results of (a) Imag Z , (b) quality factor Q , (c) noise.

## IV. CONCLUSION

We demonstrated a differential active inductor tunable from 500 MHz to 10.2 GHz . The obtained Q value is as high as 3000 . The measured noise voltage does not exhibit direct correlations with quality factors as our analysis. The nonlinearity analysis shows that the active inductors are intrinsically nonlinear. A possible nonlinearity compensation circuit is proposed and simulated. The experimental results agree with theoretical analysis reasonably well. The inductor is a promising candidate for on chip communication circuit design.
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## CHAPTER FIVE

## A NOVEL SIX-PORT CIRCUIT BASED ON FOUR QUADRATURE HYBRIDS


#### Abstract

A novel six-port circuit is proposed and demonstrated. The circuit is based on four quadrature hybrids. A prototype circuit is fabricated and characterized with microstrip lines. Reflection coefficients for a few loads are measured with the fabricated circuit to evaluate its performance. The results agree with those from an HP8510C network analyzer reasonably well. Using active inductors and varactors, the six-port circuit is also designed with a $0.13 \mu \mathrm{~m}$ CMOS process. The simulated results show that the operating frequency is tunable from 1 GHz to 6.8 GHz .


## I. Introduction

A six-port circuit, shown in Figure 5.1, is an essential component of a six-port reflectometer (SPR) [5.1]-[5.2], which measures the complex reflection coefficient of a device-under-test (DUT) at port 2 . The measurement is performed by measuring the power $P_{i}$ at the other four ports [5.2], where

$$
\begin{equation*}
P_{i}=\left|K_{i}\right|^{2}\left|b_{2}\right|^{2}\left|\Gamma_{L}-q_{i}\right|^{2}, i=3,5,6 \tag{5.1}
\end{equation*}
$$

$\mathrm{K}_{\mathrm{i}}$ is a coefficient determined by power levels, $\Gamma_{\mathrm{L}}$ is the reflection coefficient to be measured, and complex $\mathrm{q}_{\mathrm{i}}$ is SPR q-point, which determines measurement accuracy [5.1]. Ideally, the magnitude of $q_{i}$ should be $\sim 1.5$; the argument differences between two
q-points should be $\sim 120^{\circ}$ [5.1]. In practice, $45^{\circ}$ or larger argument differences are considered acceptable [5.3]-[5.4].

The simple power detection approach makes SPR an attractive candidate for developing an on-chip vector network analyzer (VNA) [5.5], which is promising for broadband dielectric spectroscopy analysis in micro total analysis systems ( $\mu \mathrm{TAS}$ ) [5.6][5.7]. However, CMOS processes have limited chip area and large process variations (e.g. up to $25 \%$ of resistance variation for resistors in addition to parasitic capacitance). These constraints need to be considered in designing CMOS SPRs.


Figure 5.1 A six-port network. The parameters $\mathrm{a}_{\mathrm{i}}, \mathrm{b}_{\mathrm{i}}, \mathrm{P}_{\mathrm{i}}$ are incident wave, reflected wave, and power at port i respectively.

Various six-port circuits have been proposed and implemented with distributed transmission lines, lumped elements or a mixture of both [5.2] - [5.4] [5.8] - [5.13]. For CMOS SPRs, only lumped elements are possible due to dimension constraints, even though distributed transmission line SPRs are conceptually straightforward to design with little power loss. The resistor-based SPRs are compact with operating frequency ranges
which are much wider than that of distributed transmission line implementations, but signal loss due to resistors is high. For instance, about $75 \%$ of input power is lost in the network in [5.3]. The loss will degrade SPR sensitivity. Therefore, they are not optimal for CMOS implementation.

In this work, we propose a new six-port circuit that only uses four quadrature hybrids. Compared with Engen's classic six-port [5.2], the new circuit uses fewer components (i.e. without a directional coupler and two resistors) while keeping the similar q-point distribution and providing higher sensitivity. Therefore, the proposed sixport is more compact and suitable for integrations. The circuit is first demonstrated with microstrip line hybrids to evaluate its performance and then designed in a $0.13 \mu \mathrm{~m}$ CMOS technology with tunable lumped element hybrids. Our simulated results with Cadence Spectre show that the CMOS SPR has an operating frequency tunable from 1 to 6.8 GHz.

## II. Proposed Six-Port Circuit

The basic configuration of the proposed six-port circuit is shown in Figure 5.2.
At the designed center frequency, the waves at each port are

$$
\begin{align*}
& b_{2}=-\frac{j b}{2} \text { and } \Gamma_{L}=\frac{a_{2}}{b_{2}}  \tag{5.2}\\
& b_{3}=-\frac{b}{4}\left(\Gamma_{L}-(-2 j)\right)  \tag{5.3}\\
& b_{4}=\frac{b}{2}  \tag{5.4}\\
& b_{5}=\frac{(1-j) b}{4 \sqrt{2}}\left(\Gamma_{L}-(1+j)\right)  \tag{5.5}\\
& b_{6}=\frac{-(1-j) b}{4 \sqrt{2}}\left(\Gamma_{L}-(-1+j)\right), \tag{5.6}
\end{align*}
$$



Figure 5.2 Schematic of the proposed six-port circuit

From Equations (5.1) to (5.6), the q points of the six-port are

$$
\begin{align*}
& q_{3}=-2 j=2 \angle 270^{\circ}  \tag{5.7}\\
& q_{5}=1+j=\sqrt{2} \angle 45^{\circ}  \tag{5.8}\\
& q_{6}=-1+j=\sqrt{2} \angle 135^{\circ} \tag{5.9}
\end{align*}
$$

Therefore, the circuit satisfies the general six-port design criterion mentioned above [5.3]-[5.4]. Its q-point distribution is similar to that of the circuit in [5.2]. Furthermore, the power transmission coefficients from source to port $\mathrm{i}(\mathrm{i}=2,3,4,5,6$. are: -6 dB for $\mathrm{S}_{21}, S_{31}$, and $S_{41} ;-9 \mathrm{~dB}$ for $S_{51}$ and $S_{61}$. The reflected power transmission coefficients from port 2 to port $\mathrm{i}(\mathrm{i}=3,5,6)$ are $\mathrm{S}_{32}=\mathrm{S}_{52}=\mathrm{S}_{62}=-6 \mathrm{~dB}$. Those coefficients are important since larger coefficient values imply higher signal to noise ratio for the detectors. Compared with the six-port in [5.2], the circuit in Figure 5.2 has 3 dB improvements in $S_{31}, S_{41}, S_{52}$, and $S_{62}$.

At frequencies other than the designed center frequency, $\mathrm{q}_{\mathrm{i}}$ will deviate from the value given in (5.7)-(5.9), and the performance of six-port will deteriorate since it is determined by the $q_{i}$ distribution [5.1]-[5.2].

## III. EXPERIMENTS AND RESULTS

## A: MIC Realization

To verify the functionality of the proposed six-port, a prototype circuit with 4 GHz center frequency is fabricated using Duroid RT/duroid 5870 substrate, shown in

Figure 5.3(a). For layout and measurement convenience, two phase shifters are used to avoid the intersection of two microstrip lines, as illustrated in Figure 5.3(a), while keeping the equivalent q-point distribution. This issue will not appear in CMOS implementation since there are different metal layers which can be used for connections.


Figure 5.3 (a) A photo of the prototype. (b) Calibration loads.

An HP 8510C network analyzer was used to measure the scattering parameters of the prototype circuit after a full two-port calibration. The measured $\mathrm{S}_{\mathrm{i} 1}$ and $\mathrm{S}_{\mathrm{i} 2}$ are shown in Figure 5.4. $\mathrm{S}_{42}$ presents reasonable isolation between port 2 and port 4. It satisfies the design criteria [5.1]. The measured values agree closely with the predicted values. The qpoint distribution can be calculated from [5.14].

$$
\begin{equation*}
q_{i}=\frac{S_{i 2}-\left(S_{i 1} S_{22}\right) / S_{21}}{S_{i 1} / S_{21}}, i=3,5,6 \tag{5.10}
\end{equation*}
$$

Figure 5.5 shows the calculated q-points with S-Parameters from measurements and simulations (with Agilent Advanced Design System (ADS)). If the phase differences between $\mathrm{q}_{\mathrm{i}}$ are required to be larger than $45^{0}$ [5.3]-[5.4], the operating frequency range is from 3.8 GHz to 4.3 GHz according Figure 5.5.


Figure 5.4 Measured S-parameters magnitude. (a) $\mathrm{S}_{\mathrm{i} 1}$. (b) $\mathrm{S}_{\mathrm{i} 2}$.

The calibration procedures described in [5.15]-[5.16] were followed and performed before measuring the reflection coefficients of 5 DUTs, which are made out of microstrip lines. The calibration loads shown in Figure 5.3(b) supply similar function as sliding loads. The six-port circuit is then used to measure the reflection coefficients of

DUTs, which are fabricated with microstrip lines. The power at port $\mathrm{i}(\mathrm{i}=3,4,5,6)$ were measured by use of 4 Gigatronics 8651A power meters with 80421A power sensors.


Figure 5.5 Q points (a) Magnitude (b) Phase.

Through calibration, the obtained q-point magnitudes are 2.06, 1.58, 1.37 and the argument differences are $120.8^{\circ}, 89^{\circ}$ and $150^{\circ}$, which are close to the calculated values of equation (5.10). The measured reflection coefficients with the fabricated six-port are shown in Table 5.I. The results agree with those from direct measurements by an HP8510 C network analyzer reasonably well. Its operating frequency band is narrow due to the use of narrowband quadrature.

TABLE 5.1
Comparison of the Reflection Coefficients for DUTs Measured with the Proposed SPR and an HP8510C at 4GHz

| SPR | HP8510C | Difference |
| :--- | :--- | :--- |
| $-0.3871+\mathrm{i} 0.6268$ | $-0.397+\mathrm{i} 0.614$ | $0.0099+\mathrm{i} 0.01281$ |
| $0.1014+\mathrm{i} 0.6353$ | $0.1115+\mathrm{i} 0.6141$ | $-0.0101+\mathrm{i} 0.0212$ |
| $0.3153-\mathrm{i} 0.481$ | $0.2875-\mathrm{i} 0.4653$ | $0.0278-\mathrm{i} 0.0157$ |
| $-0.0772-\mathrm{i} 0.5748$ | $-0.071-\mathrm{i} 0.5551$ | $-0.0062-\mathrm{i} 0.0197$ |
| $-0.0359-\mathrm{i} 0.5872$ | $-0.0439-\mathrm{i} 0.5874$ | $0.008+\mathrm{i} 0.0002$ |

## B: CMOS Design

The proposed six-port circuit was also designed in a $0.13 \mu \mathrm{~m}$ CMOS process to verify its applicability in CMOS technologies. The operating frequency band can then be expanded by the introduction of tuning mechanism. The quadrature in Figure 5.2 was implemented with lumped elements [5.17], as shown in Figure 5.6(a). The parameters are given as

$$
\begin{equation*}
C_{1}=\frac{1}{\omega_{0} Z_{0}}, L_{1}=\frac{Z_{0}}{\omega_{0} \sqrt{2}}, C_{2}=\frac{1}{\omega_{0}^{2} L_{1}}-C_{1}, \tag{5.11}
\end{equation*}
$$

where $\omega_{0}=2 \pi f$, $f$ is the designed center frequency and $Z_{0}$ is the characteristic impedance.

(b)

(c)

Figure 5.6 Lumped-element quadrature (a) Schematic of lumped-element quadrature. (b) Microphotograph of lumped-element quadrature. (c) Test bench for lumped-element quadrature.

Equation (5.11) shows that the center frequency of the quadrature can be tuned by varying inductances and capacitances. Consequently the center frequency (i.e. the operating frequency) of the SPR is tuned. As a result, the q-point distribution, i.e. measurement accuracy, at the center frequencies will be little affected over the SPR operating frequency range. To form the tuning mechanism, tunable active inductors [5.18] and standard varactors are used. Our measurement results of the tunable active inductors designed in the same $0.13 \mu \mathrm{~m}$ CMOS process as this chapter are close to the simulated results with maximum self-resonance frequencies up to 10.2 GHz . The microphotograph of the lumped-element quadrature is shown in Fig. 5.6(b) with an active area of $340 \mu \mathrm{~m} \times 325 \mu \mathrm{~m}$. The measured matching and through S-parameters are shown in Fig. 5.7 with a tuning range of $2 \mathrm{GHz}-7.5 \mathrm{GHz}$.


Figure 5.7 Measured results of Lumped-element quadrature (a) Matching Sparameter magnitude. (b) Through S-parameter magnitude.

(b)

(c)

Figure 5.8 Simulated results ( $\times$ ) and expected results (O) of reflection coefficient at (a) 1 GHz , (b) 4 GHz , and (c) 6.8 GHz .

The two phase shifters which were used for connection in Fig. 5.3 are not used in CMOS six-port design. Then, the active area of the CMOS SPR is $750 \mu \mathrm{~m} \times 750 \mu \mathrm{~m}$. When different loads are connected to port 2 of the $S P R$, power at port $i(i=3,4,5,6)$ can be obtained in post-layout simulation analysis. Reflection coefficients can be obtained from the obtained power. The results are shown in Fig. 5.8(a), (b), and (c) for frequencies of $1 \mathrm{GHz}, 4 \mathrm{GHz}$, and 6.8 GHz . The reflection coefficients agree with expected values reasonably well. The circuit was also implemented in a CMOS $0.13 \mu \mathrm{~m}$ process. The microphotograph is shown in Fig. 5.9(a). Due to the test equipment limitation, we cannot do on-chip test with G-S-G probe directly. A test bench shown in Fig. 5.9(b) was used. However, the loss caused by the CPW is about $1.68 \mathrm{~dB} / \mathrm{cm}$. The measured losses from port 1 to port 2 and port 4 are shown in Fig. 5.9 (c), and it shows that the loss is around 35 dB . Then the q-point distribution of the six-port was seriously affected. Furthermore, considering the nonlinearity of the active inductor in Chapter IV, the maximum input power should be smaller than -15 dBm . The maximum power reflected by DUT is about 50 dBm and the maximum reflected power into port 3 (or port 5 , or port 6 ) is about -85 dBm , which is too small for our existing power measurement equipment.

(a)

(b)

(c)

Figure 5.9 CMOS six-port with active inductor (a) Microphotograph (b) Test bench (c) Measured loss from port 1 to port 2 and port 4.

Nonetheless, these simulated results show that the proposed six-port circuit is appropriate for on-chip integration and can provide wide operating frequency range.

## IV. CONCLUSION

A novel six-port circuit based on four quadrature hybrids is proposed for CMOS integration applications. A prototype circuit was built with microstrip lines to evaluate the performance of the proposed structure. The reflection coefficients measured with the prototype six-port agree reasonably well with the results obtained from a commercial network analyzer HP8510C. The advantages of the proposed circuit include fewer circuit components and no need for matched loads, which are important for CMOS SPR implementations. The proposed circuit was also designed in a CMOS technology and simulated with Cadence Spectre. The simulated results show that the operating frequency range of the CMOS SPR can be tunable from 1 GHz to 6.8 GHz which is much wider than that of MIC SPR $3.8-4.3 \mathrm{GHz}$, but, it is narrower than the operating range of an
active inductor 500 MHz to 10.2 GHz . We find that it is caused by the limited tuning range of the varactors. However, the measurement results show that the loss in the test bench is much larger, and then the q-points distribution of the six-port is distorted. So further work is needed to improve its operating frequency range, input dynamic range, and test bench for six-port system including power detection capability.
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## CHAPTER SIX

## A LOW POWER ACTIVE INDUCOR WITH IMPROVED Q-FACTOR AND ITS APPLICATION TO PHASE SHIFTER


#### Abstract

This chapter presents a low-power single-ended active inductor with its Q-factor enhanced by feedback. Without sacrificing the self-resonance frequency and increasing the DC power consumption of the main circuit, the feedback transistor introduces a negative resistance; therefore, high Q-factors can be achieved in a wide operating frequency range. The proposed inductor was designed in a $0.13 \mu \mathrm{~m}$ CMOS process and simulated using Cadence Spectre. The active area is $\sim 4 \mu \mathrm{~m} \times 5 \mu \mathrm{~m}$. With $\sim$ 0.1 mW power consumption, the designed active inductor shows a 17 GHz maximum self-resonance frequency and a $1-8 \mathrm{GHz}$ peak-Q operating frequency range. Using this active inductor, a 3-bit digitally-controlled phase shifter was designed. The phase shifter can provide a phase shift range larger than $180^{\circ}$ from 1.5 GHz to 4 GHz and a return loss better than 10 dB .


Key Words: Active inductor, feedback, high Q-factor, low-power, phase shifter

## I. Introduction

CMOS active inductors have attracted much attention in RF/microwave circuit design because of their small chip area and wide tunability [6.1]-[6.4]. However, the operating conditions for low power consumption, high Q factor, and high self-resonance frequency (SRF) often conflict with each other. In other words, it is difficult to achieve high Q-factors in a wide operating frequency range, especially at high frequencies with a given power consumption constraint. To address this issue, a lot of work has been done. A current reuse single-ended active inductor with low power consumption, shown in Fig. 6.1(a), was proposed, analyzed, and demonstrated experimentally in [6.3]. But its Qfactor is intrinsically low since there is no self negative resistance generation mechanism. Boosting Q-factor with additional an external negative resistance circuit increases power consumption and lowers the SRF due to the increase of parallel capacitance in the equivalent circuit [6.3]. A structure was proposed in [6.4] to improve the Q-factor of the inductor in [6.3]. Simulations in [6.4] show that the improved inductor can operate up to 4 GHz with simulated Q-factors below 20. The resistor feedback technique increases the Q-factor, but the operating frequency bandwidth is narrow [6.5].

In this chapter, a new feedback technique is proposed to improve the Q-factor of the inductor in [6.3]. The proposed technique is analyzed with small signal models, and verified by simulated results with Cadence Spectre. The proposed active inductor is designed in a $0.13 \mu \mathrm{~m}$ CMOS process. It can achieve high Q-factors up to a few thousands from 1 GHz to 8 GHz with about 0.1 mW power consumption. One application example of the proposed active inductor, a 3-bit digitally-controlled phase shifter, is
discussed and designed. It can provide more than $180^{\circ}$ phase shift from 1.5 GHz to 4 GHz.

## II. Proposed Active Inductor Structure

The proposed active inductor structure is shown in Fig. 6.1(b) with a variant in Fig. 6.1(c). Compared with the conventional active inductor circuit in Fig. 6.1(a), a feedback transistor $\mathrm{M}_{3}$ is introduced. Fig. 6.1(b) uses an NMOS feedback transistor, and Fig. 6.1(c) uses a PMOS feedback transistor. The currents flowing through the feedback transistors, i.e. $I_{2}$, should be much smaller than the currents flowing through the cascade transistors (i.e. $\mathrm{I}_{1}$ ) to save power. Fig. $6.1(\mathrm{~d})$ is a traditional inductor equivalent circuit. The performance of active inductor circuits shown in Figs. 6.1(a), 6.1(b), and 6.1(c) can be estimated by comparing their parameters in the equivalent circuit shown in Fig. 6.1(d).

The corresponding equivalent circuit parameters of the proposed active inductors in Figs. 6.1(b) and 6.1(c) can be determined through small signal model analysis, and they are depicting as (6.1).

$$
\begin{align*}
\frac{1}{Z} & =s C_{e q u}+\frac{1}{R_{e q u 1}}+\frac{1}{R_{e q u 2}+s L_{e q u}} \\
C_{e q u} & \approx C_{g s 2} \\
\mathrm{R}_{e q u 1} & \approx \frac{C_{A} r_{o 2}+C_{B}\left(r_{o 2}+r_{o 3}+g_{m 3} r_{o 2} r_{o 3}\right)}{\left(g_{m 2}+\frac{1}{r_{o 2}}\right)\left(C_{A} r_{o 2}+C_{B}\left(r_{o 2}+g_{m 3} r_{o 2} r_{o 3}\right)\right)}  \tag{6.1}\\
\mathrm{R}_{e q u 1} & \approx \frac{r_{o 2}-\omega^{2} C_{A} C_{B} r_{o 2}^{2} r_{o 3}}{\left(g_{m 2} r_{o 2}+1\right)\left(g_{m 1}\left(g_{m 3} r_{o 3}+1\right) r_{o 2}-1\right)} \\
L_{e q u} & \approx \frac{r_{o 2}\left(C_{A} r_{o 2}+C_{B}\left(r_{o 2}+r_{o 3}+g_{m 3} r_{o 2} r_{o 3}\right)\right)}{\left(g_{m 2} r_{o 2}+1\right)\left(g_{m 1}\left(g_{m 3} r_{o 3}+1\right) r_{o 2}-1\right)}
\end{align*}
$$

where $C_{A}$ and $C_{B}$ are the parasitic capacitance at nodes $A$ and $B$, respectively; $r_{o i}$ and $g_{m i}$ are the output resistance and transconductance of $\mathrm{M}_{\mathrm{i}}$, respectively. The self-resonance frequency (SRF) can be estimated with

$$
\begin{equation*}
S R F \approx \sqrt{\frac{\left(g_{m 2} r_{o 2}+1\right)\left(g_{m 1}\left(g_{m 3} r_{o 3}+1\right) r_{o 2}-1\right)}{C_{g 52} r_{o 2}\left(C_{A} r_{o 2}+C_{B}\left(r_{o 2}+r_{o 3}+g_{m 3} r_{o 2} r_{o 3}\right)\right)}} \tag{6.1}
\end{equation*}
$$

Equation (6.1) shows that, by introducing the feedback transistor $M_{3}$, resistance $\mathrm{R}_{\text {equ1 }}$ increases and a negative resistance $\mathrm{R}_{\text {equ2 }}$ related to $\mathrm{M}_{3}$ is generated. Equation (6.1) also indicates that as $\mathrm{g}_{\mathrm{m} 3} \cdot \mathrm{r}_{\mathrm{o} 3}$ increase, both the inductance $\mathrm{L}_{\text {equ }}$ and the absolute value of the negative resistance $\mathrm{R}_{\text {equ2 }}$ increase, so does the Q -factor. Furthermore, $\mathrm{M}_{3}$ does not introduce any additional equivalent parallel capacitance, which would reduce the selfresonance frequency according to equation (6.2). As a result, the proposed active inductor can achieve a high self-resonance frequency and a high Q-factor with low-power consumption. Additionally, the addition of $\mathrm{M}_{3}$ does not affect the input dynamic range. The main drawback is the additional noise introduced by $\mathrm{M}_{3}$.


Figure 6.1. (a) Active inductor in [6.3]; (b) Proposed high-Q active inductor with NMOS feedback; (c) Inductor with PMOS feedback; (d) An equivalent inductor model.

## III. Design Realization And Simulation

The proposed active inductor in Figs. 6.1(b) and 6.1(c) are designed and simulated in a $0.13 \mu \mathrm{~m}$ CMOS process using the Cadence Spectre simulator. The widths (W) of transistors $M_{1}, M_{2}$, and $M_{3}$ are $2.6 \mu \mathrm{~m}, 2 \mu \mathrm{~m}$, and $1 \mu \mathrm{~m}$, respectively. The channel length for all transistors ( L ) is $0.12 \mu \mathrm{~m}$, and the active area is $4 \mu \mathrm{~m} \times 5 \mu \mathrm{~m}$.

When current $\mathrm{I}_{1}$ is $70 \mu \mathrm{~A}$ and power supply voltage is 1.2 V , the simulated results in Fig. 6.2(a) demonstrate a maximum SRF up to 17 GHz . The maximum peak-Q frequency, where the equivalent resistance $\operatorname{Re}(Z) \approx 0, \mathrm{~F}_{\mathrm{Qmax}}$, is 8 GHz . The simulated results, $\operatorname{Re}(Z) \approx 0$, indicate high Q -factors up to a few thousands. The $\mathrm{F}_{\mathrm{Qmax}}$ can be tuned from $\sim 1 \mathrm{GHz}$ to 8 GHz , which covers most of the present commercial communication frequencies and is much wider than the peak-Q operating frequency range in [6.2]-[6.5]. The inductance $\mathrm{L}_{\mathrm{Q} \max }$ corresponding to the $\mathrm{F}_{\mathrm{Q} \max }$ is also shown in Fig. 6.2(a). It shows that the inductance value of the active inductor is sensitive to the bias voltage $V_{2}$, about 1 $\mathrm{nH} / \mathrm{mV}$. This provides sufficient inductance tenability. One the other hand, it indicates that a stable voltage source $\mathrm{V}_{2}$ is required, such as on-chip voltage sources [6.6]. Simulations show that the sensitivity can be reduced by increasing the size of $\mathrm{M}_{3}$ at the expense of self-resonance frequency and chip area. Therefore, tradeoffs among the control voltage source $\mathrm{V}_{2}$, inductor frequency performance, and transistor sizes in Fig. 6.1(b) are needed.

Fig. 6.2(b) is the simulated $\operatorname{Im}(Z)$ and $\operatorname{Re}(Z)$ versus $I_{2}$ with a power consumption constraint of 0.12 mW for the circuit shown in Fig. 6.1(c). It indicates that the $\operatorname{Re}(\mathrm{Z})$ can be tuned close to Zero through increasing $\mathrm{I}_{2}$.

To compare the performance of the inductors, Fig. 6.2(c) shows simulated results of the circuits in Fig. 6.1(a) and 6.1(c) with the same current ( $95 \mu \mathrm{~A}$ ) passing through transistors $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$. It clearly shows that the equivalent inductance increases and the equivalent resistance decreases with the addition of $\mathrm{M}_{3}$ in Fig. 6.1(c), as indicated by our
small signal analysis in section 2. In other words, the Q-factor of the proposed inductor is increased.

(a)

(b)

(c)

Figure 6.2 Simulated results: (a) The tuning characteristics of the circuit in Figure 6.1(b); (b) The impedance of the circuit in Figure 6.1(c), (c) A comparison of the circuits in Figure 1(a) and 1(c) under the same conditions, $\mathrm{I}_{1}=100 \mathrm{uA}, \mathrm{I}_{2}=5 \mathrm{uA}, \mathrm{V}_{2}=0 \mathrm{~V}$.

A series of simulations were conducted for the circuit shown in Fig. 6.1(c). Fig. 6.3 shows the output generated by Monte Carlo analysis in Cadence Spectre with 500 runs when $I_{1}$ is $100 \mathrm{uA}, \mathrm{I}_{2}$ is 15 uA , and $\mathrm{V}_{2}$ is 0 V . Fig. 6.3(a) shows the distribution of $\operatorname{Im}(Z)$ at 8 GHz . The mean of the $\operatorname{Im}(Z)$ is 929 ohm with a standard deviation of 145 ohm. The mean of $\operatorname{Re}(Z)$ across 500 runs at 8 GHz is 9.1 ohm and the standard deviation is 5.6 ohm. Similar process variation effects on the circuit in Fig. 6.1(b) are expected since its operating principle and structure is similar to the circuit in Fig. 6.1(c). Nevertheless, the process variation effects can be overcome by tuning the bias voltages.


Figure 6.3 Monte Carlo simulation results of process variation effects on inductance of the circuit shown in Figure 6.1 (c) with 500 runs at 8 GHz when $\mathrm{I}_{1}=100 \mathrm{uA}, \mathrm{I}_{2}=15 \mathrm{uA}$, $\mathrm{V}_{2}=0 \mathrm{~V}$.

## IV. ApPLICATION To Digitally-Controlled Phase Shifter

To further demonstrate the performance and applicability of the proposed circuits, the proposed active inductor is used to realize a phase shifter with wide frequency band. A 3-bit digitally-controlled phase shifter, Fig. 6.4(a), is proposed and designed with the active inductors discussed in Section 2. Fig. 6.4(b) is a conventional high-pass phase shift cell. A fixed Metal-Insulator-Metal (MIM) capacitor $\left(\mathrm{C}_{\mathrm{H}}\right)$, instead of a varactor, is used due to insertion loss considerations [6.7]. However, the use of a fixed $\mathrm{C}_{\mathrm{H}}$ limits the phase shift range although our proposed active inductor can operate in a much wider operating frequency range and with a larger inductance tuning range. Simulated results indicate that a single phase shift cell in Fig. 6.4(b) can only provide $\sim 40^{\circ}$ phase shift at the designed center frequency under matching conditions. Therefore, the digital control technique is exploited to extend the phase shift range. The diagram of the phase shifter is shown in Fig. 6.4(a).


Figure 6.4 (a) A phase shifter; (b) A phase shift cell (D in (a)); (c) The switch (S in (a)).

Fig. 6.4(c) is the switch used in Fig. 6.4(a). To minimize the insertion loss caused by the switch, the switch transistor size should be large. Then, the gate-drain/source parasitic capacitors are large. To reduce the coupling from the signal path to ground caused by the parasitic capacitors, resistors are added on purpose at the gates of the transistors in switch transistors as shown in Fig. 6.4(c).

In Fig. 6.4(a), there are three digital inputs $\left(\mathrm{V}_{3}, \mathrm{~V}_{2}, \mathrm{~V}_{1}\right)$ acting as coarse phase shift controllers. They control exactly the 8 phase shift cells. For example, digital input $(0,0,0)$ means only one phase shift cell works, and $(1,1,1)$ means all 8 phase shift cell work. The fine phase shift controller is $I_{1}$ and $I_{2}$, which tunes the inductance value and Qfactor.

When the return loss $\left(\mathrm{S}_{11}\right)$ and the insertion loss $\left(\mathrm{S}_{21}\right)$ are set to be better than -10 dB and -4 dB , respectively, the simulated results are shown in Fig. 6.5. It indicates that the phase shifter can provide a phase shift range larger than $180^{\circ}$ from 1.5 GHz to $\sim 4$ GHz by controlling digital inputs $\left(\mathrm{V}_{3}, \mathrm{~V}_{2}, \mathrm{~V}_{1}\right)$ and tuning the current source $\mathrm{I}_{1}$. The power consumption is less than 0.96 mW , which is much lower than 31.5 mW in [6.7]. If the high-pass capacitor $\mathrm{C}_{\mathrm{H}}$ can be tunable, a wider operating frequency range can be achieved. One possible application of this phase shifter is for on-chip six-port calibration, in which sliding loads are needed [6.8].


Figure 6.5 Simulated results of tunable phase range with digital control $\left(\mathrm{V}_{3}, \mathrm{~V}_{2}, \mathrm{~V}_{1}\right)$.

## V. DISCUSSION AND CONCLUSION

A tunable, low-power, high-Q, single-ended active inductor is proposed and designed in this work. By introducing a feedback transistor, a negative resistor is generated and therefore the Q -factor can be increased to a few thousands without additional DC power consumption. The simulated results also verify that the equivalent resistance can be tuned close to zero when operating frequency is lower than 8 GHz . In other words, extremely high Q-factors up to a few thousands can be achieved. The maximum self-resonance frequency of the inductor is about 17 GHz . The Monte Carlo analysis results show that the proposed structure is reasonable stable. Since the performance of the proposed structure is sensitive to the bias voltage, a high precision and well-controlled bias voltage source is needed. To demonstrate the application of the proposed active inductor, a 3-bit digitally-controlled phase shifter using the proposed active inductor is designed. It can provide a phase shift range larger than $180^{\circ}$ from 1.5 GHz to 4 GHz .
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## CONCLUSION

This work investigated the circuit modules for CMOS six-port measurement system, including a source generator, which can be implemented by a voltage controlled ring oscillator, power detectors, a six-port circuit, and a phase shifter for six-port calibration.

In chapter II, the oscillation frequency and waveform amplitude expressions for a differential N -stage ring oscillator are derived with large signal analysis. The equations derived from the this new platform can explain the nonlinearity phenomena, such as delay time $t_{d}$ versus stage number $N$, and waveform amplitude $V_{p}$ versus tail current $I_{s s}$ or load resistance $\mathrm{R}_{\text {load }}$. The equations can be used to guide the voltage controlled ring oscillator design, such as the tradeoffs among power consumption, area, frequency, output power, and phase noise requirements.

In chapter III, a low power wideband power detector with embedded amplifier was proposed, designed, and measured. First, in the conventional power detector system, the input matching network is off chip and not convenient. So, a $0.5 \mathrm{GHz}-20.5 \mathrm{GHz}$ quasi T -coil input matching network saving about $50 \%$ area was first proposed and analyzed. Furthermore, there is less loss in quasi T-coil matching network compared with the conventional T-coil network. Second, an amplifier is embedded in the power detector
system rather than following it in the conventional power detector system. Simultaneously, the power consumption is decreased and the sensitivity is increased by introducing the embedded amplifier.

A novel six-port circuit saving about $20 \%$ area is proposed in chapter V , while keeping similar sensitivity when it is compared with the conventional structure. This structure is analyzed and verified by a prototype circuit based on transmission line techniques. To implement this six-port circuit in CMOS technology, lumped-element technology was used. To introduce the tuning mechanism for expanding the operating frequency range, an active inductor is needed. So a novel differential active inductor with 10.2 GHz self resonance frequency is proposed, analyzed, and designed in chapter IV. The measured results show that the operating frequency range satisfies the design requirement. The potential issues are the input dynamic range and intrinsic nonlinearity, which still need further work and improvement. The CMOS six-port with the proposed active inductors in chapter IV was also fabricated and measured. Due to the limitation of the measurement equipment, a test bench was designed. However, the loss in the test bench seriously shifts the q-point of the six-port system. Advanced equipment and a test bench with low loss are required in further work.

Finally, a tunable phase shifter was also designed to be used for calibration loads. To implement the phase shifter, a low-power $1 \mathrm{GHz}-8 \mathrm{GHz}$ high Q-factor active inductor was proposed and verified by simulated results. The Q-factor of the proposed active inductor was improved by introducing a feedback transistor based on the
conventional single ended structure. The only drawback of the proposed structure is the additional noise by the feedback transistor.

## APPENDIX A

Assume all the gate-induced and channel-induced noise sources, $\mathrm{I}_{\mathrm{ngi}}$ and $\mathrm{I}_{\mathrm{ndi}}(\mathrm{i}=1$, $\ldots, 6$ ), are independent, and the DAI are symmetrical, then according to the noise model in Fig. 4.2 for DAI circuit in Fig. 4.1a, the differential noise output introduced by each noise source can be calculated.
$\overline{V_{o u t, n g 1}^{2}}=\left|\frac{1}{s\left(C_{1}+C_{g s 1}\right)-g_{m s 1}+\frac{1}{R_{s 1}+s L_{s 1}}+\frac{1}{R_{s 2}+s L_{s 2}}}\right|^{2} \overline{I_{n g 1}^{2}}$
$\overline{V_{o u t, n d 1}^{2}}=\left|\frac{g_{m 3} g_{m 5}}{\left(g_{m 3}+s C_{g s 3}\right) s C_{g s 3}\left(s\left(C_{g s 1}+C_{g s 5}+C_{1}\right)-g_{m a 1}+\frac{1}{R_{s 1}+s L_{s 1}}\right)}\right|^{2} \overline{I_{n d 1}^{2}}$
$\overline{V_{\text {out, ng } 2}^{2}}=\left|\frac{1}{s\left(C_{1}+C_{g s 1}\right)-g_{m A 1}+\frac{1}{R_{s 1}+s L_{s 1}}+\frac{1}{R_{s 2}+s L_{s 2}}}\right|^{2} \frac{I_{n g 2}^{2}}{2}$
$\overline{V_{o u t, n d 2}^{2}}=\left|\frac{g_{m 3} g_{m 5}}{\left(g_{m 3}+s C_{g s 3}\right) s C_{g s 3}\left(s\left(C_{g s 1}+C_{g 55}+C_{1}\right)-g_{m 41}+\frac{1}{R_{s 1}+s L_{s 1}}\right)}\right|^{2} \overline{I_{n d 2}^{2}}$

$$
\begin{equation*}
\overline{V_{\text {out }, n 33}^{2}}=\left|\frac{g_{m 3}\left(g_{m 5}+s C_{g s 5}\right)}{s C_{g 55}\left(g_{m 3}+s C_{g s 3}\right)\left(s\left(C_{1}+C_{g s 1}\right)-g_{m 41}+\frac{1}{R_{s 1}+s L_{s 1}}+\frac{1}{R_{s 2}+s L_{s 2}}\right)}\right|^{2} \overline{I_{n g 3}^{2}} \tag{A-5}
\end{equation*}
$$

$\overline{V_{o u n, n d 3}^{2}}=\left|\frac{g_{m 5} C_{8 s 3}}{C_{g s 5}\left(g_{m 3}+s C_{g s 3}\right)\left(s\left(C_{1}+C_{g 51}+C_{g 55}\right)-g_{m 5}-g_{m 41}+\frac{1}{R_{s 1}+s L_{s 1}}\right)}\right|^{2} \frac{I_{n d 3}^{2}}{2}$
$\overline{V_{o u t, n g 4}^{2}}=\left|\frac{g_{m 3}\left(g_{m 5}+s C_{g s 5}\right)}{s C_{g s 5}\left(g_{m 3}+s C_{g s 3}\right)\left(s\left(C_{1}+C_{g s 1}\right)-g_{m 41}+\frac{1}{R_{s 1}+s L_{s 1}}+\frac{1}{R_{s 2}+s L_{s 2}}\right)}\right|^{2} \overline{I_{n g 4}^{2}}$
$\overline{V_{\text {out } n d 4}^{2}}=\left|\frac{g_{m 5} C_{g s 3}}{C_{g 55}\left(g_{m 3}+s C_{g s 3}\right)\left(s\left(C_{1}+C_{g s 1}+C_{g 55}\right)-g_{m 5}-g_{m 41}+\frac{1}{R_{s 1}+s L_{s 1}}\right)}\right|^{2} \frac{I_{n d 4}^{2}}{}$
$\overline{V_{o u t, n g 5}^{2}}=\left|\frac{g_{m 5}}{s C_{g 55}\left(s\left(C_{1}+C_{g s 1}\right)-g_{m 41}+\frac{1}{R_{s 1}+s L_{s 1}}+\frac{1}{R_{s 2}+s L_{s 2}}\right)}\right|^{2} \overline{I_{n g 5}^{2}}$
$\overline{V_{o u t, n d 5}^{2}}=\left|\frac{1}{\left(s\left(C_{1}+C_{g s 1}\right)-g_{m A 1}+\frac{1}{R_{s 1}+s L_{s 1}}+\frac{1}{R_{s 2}+s L_{s 2}}\right)}\right|^{2} \overline{I_{n d 5}^{2}}$
$\overline{V_{\text {out }, n g 6}^{2}}=\left|\frac{g_{m 5}}{s C_{g 55}\left(s\left(C_{1}+C_{g s 1}\right)-g_{m 41}+\frac{1}{R_{s 1}+s L_{s 1}}+\frac{1}{R_{s 2}+s L_{s 2}}\right)}\right|^{2} \overline{I_{n g 6}^{2}}$

$$
\begin{equation*}
\overline{V_{o u t, n d 6}^{2}}=\left|\frac{1}{\left(s\left(C_{1}+C_{g 11}\right)-g_{m A 1}+\frac{1}{R_{s 1}+s L_{s 1}}+\frac{1}{R_{s 2}+s L_{s 2}}\right)}\right|^{2} \overline{I_{n d 6}^{2}} \tag{A-12}
\end{equation*}
$$

Since the noise sources are independent, the total output noise is

$$
\begin{align*}
& \overline{\frac{V_{\text {toal }}^{2}}{\Delta f}}=\sum_{i=1}^{6} \frac{\overline{V_{\text {out }, \text { ngi }}^{2}}}{\Delta f}+\sum_{i=1}^{6} \frac{\overline{V_{\text {out }, \text { ndi }}^{2}}}{\Delta f} \\
& \approx \sum_{i=1}^{6}\left|\frac{N_{n g i}}{\left(M_{n g i}+\frac{1}{R_{s 1}+s L_{s 1}}\right)}\right|^{2} \frac{\overline{I_{n g i}^{2}}}{\Delta f}+\left.\frac{N_{n d i}}{\left(M_{n d i}+\frac{1}{R_{s 1}+s L_{s 1}}\right)}\right|^{2} \sum_{i=1}^{6} \overline{I_{n d i}^{2}} \frac{\Delta f}{\Delta f} \tag{A-13}
\end{align*}
$$

where $\mathrm{N}_{\mathrm{ngi}}, \mathrm{M}_{\mathrm{ngi}}, \mathrm{N}_{\mathrm{ndi}}, \mathrm{M}_{\text {ndi }}$ are constants and can be determined by (A-1)-(A-12).
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