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ABSTRACT
Shockley, T. Jefferson, Essays on Retail Store Delivery System Desagegiis

Thesis directed by Professors Lawrence D. Fredendall and Aleda V. Roth

This research develops and empirically tests multiple the@gebanodels of
retail store design strategies. Specifically, we exartheeimpact that different ‘bricks
and mortar’ (store channel) service delivery system desigategies have on
merchandise retailer effectiveness; which we measure irs tefsatisfaction, operating,
and financial performance. We draw our theory from a mulilisary literature base
in the areas of organizational design, service marketing and iopseratrategy, retail
management, and analyses of capital markets. The aim ppsotade insights for
advancing service operations research and to offer retail sammagars and designers a
method to weigh the tradeoffs associated with specific store desigeshdicparticular,
retailers can test the effectiveness of their store desrgtegies using these performance
models.

Towards this end, three essays are developed to address gaps tariheexice
operations and marketing literatures with respect to theisatah of retail store design
strategies that focus on customer service encounters and environchamigés. We use
a combination of empirical methods, including survey and dynamic pataehdalysis
techniques, to address the several important issues. Firsgndact a field survey of
175 store managers in the Southeast U.S. to develop and empiricalbtevatiulti-item

measures of important retail store design factors that caredebygetail store managers



to monitor the alignment of the service concept intent to actas¢ perating design
strategies. In the second essay, we construct a retailddsign strategy model to show
the structural links among store operating complexity factousfomer information
requirements, store encounter design choices, and customercsatsfaVe find that the
store’s perception of customer service encounter information requitemsethe primary
motivator of customer encounter store design choice - particidlalymuch stores will
use design for customer self-selection or will give task empuoeset to front-line store
employees. We establish an important link between high custamh@mation
requirements and the need to use more front-line employee empawdomenhance
both employee and customer satisfaction. Finally, the third egsalies panel data
collected from retail company 10-K reports and the Compustandialadatabase, to
examine retailer store system design responses to product dimggnnshifts over time.
We operationalize measures of store system ‘design responsiveEnessluate retail
firm design performance. Using econometric modeling and dynanmel @aalysis
techniques, we find that aligning store capital with product mashifis over time is
critical to grow firm profits. Moreover, we find that not aligning st@tedr requirements
with product margins tends to quickly diminish retail firm perforoean While the
financial benefits of being design responsive are seen onheishort-term, there may
also be positive carryover effects of being responsive on fdraastomer satisfaction
scores. Collectively, these essays argue for the importainedigning store design
strategy decisions with retail-specific operational compyeigictors to promote the long-

term sustainability and survival of retail service firms.
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CHAPTER 1

Introduction

“No business can succeed in any great degree without being properly organized”
-James Cash Penney

1.1Practical and Theoretical Background

This dissertation research focuses on how ‘brick and mortar’ igtaiéers can
strategically organize and deploy store service deliverytesys to manage the
information and customer contact requirements of service encountere sthi
maintaining or expanding profits. Retailing is “the business o¥iging goods and
services to customers for their personal or household use” (Ghosh, Réthil service
delivery system design strategy is the specification of akes rof people (e.g., service
workers), technology, physical facilities, equipment, and geeific process by which a
retail service is created and delivered (Chase and Bowen, 19st@olet al., 2002;
Roth and Jackson 1995; Huete and Roth, 1988). From the production operations
management perspective, retail service design strategydmarssfncomplete customer
raw material (i.e., incomplete information, products, skills) intdulselue propositions
for customers (Sampson and Froehle, 2006) whether that be in stdresugh web-
based channels.

Product-selling retail store services are value-added whenp#réyrm a useful
activity for customers making a product-selection decision. Seyvare generally

defined as “time-perishable, intangible experience(s) performethéocustomer acting



in the role of co-producer” (Fitzsimmons and Fitzsimmons, 2003, p.5)ue\Malded
services, on the other hand, are those “services that make thameudst life
easier...(involving) information, problem-solving, sales and/or field supgQithase,
Jacobs, and Aquilano, 2004, pp.10-11). Retail store design strategid® wileful to
customers to the degree that they satisfy either informat{pnalblem-solving) and/or
experiential needs regarding product-selection decisions. Whitemiation and
problem-solving needs for both retailers and customers are tharpriocus of this
dissertation research, we acknowledge that service deliveignsydesign choices may
have significant positive or negative effects on consumer’s ens{\Voss, Roth, and
Chase, 2008). Nevertheless, as more customers migrate to webdbasmels for
product-selection, it is clear that service designs in our moderetg@re often judged
by their customer problem-solving capabilities (Siehl, Bowen, and Pearson, 1992).
Academics, retail investment analysts and practitioners hade phaticular
difficulty linking specific store operating design strategigth the market and operating
performance of product-selling retail service firms (Gdgmbes 2007). The service
operations academic literature also suggests that servicezatyams, retailers included,
generally do a poor job connecting their service delivery conedpt(they intend the
system to do) to their production system design choices that eaate for customers
(Goldstein et al., 2002; Roth and Menor, 2003). As such, service operattnatite
suggests that services should build and deploy organizational restoroeset the
customer-driven requirements of the operating system. Voss(20@8), for example,

argue that a service firm’s deliberate design choices conaatenthe design and role of



the physical settings the management and organization of pesgplecé workers) to
deliver upon the service concept and experience. Furthermore, sechieciure -
made up of infrastructural (e.g. job task design), struct(pasical capital elements),
and integrative (coordinative) resources - must be continuouslyedligith customer
contact requirements for effective service co-production to o@eath and Jackson
1995; Roth and Menor, 2003). However, to date there has been little aigisiing of
the effectiveness or motivations for different design architestuparticularly for

product-selling store retailers in dynamic environments.

1.2 Contributions of Service Marketing and Operations Design Research

Service marketing and operations strategy research both suppetdilastore
design positioning framework like the one depicted in Figure 1.1, in whielil stores
must manage design strategy tradeoffs, at least to someede@ervice marketing
research has argued that design strategy positioning has twmocorgent elements
(vertical axis): 1) factors or decisions that create desmgnplexity, or the predefined
products, steps, and sequences that constitute a service production Bhossack,
1984, 1987), and 2) factors or decisions that create divergence, defittreddegree of
freedom allowed to servers or inherent in a process step (Shak®&ek,1987). The
marketing literature has examined service production systemsidesdgigh this lens by
constructing service blueprints (e.g., Patricio, Fisk, and FalcaarénaZ 2008) or
describing the appropriate servicescape environments for semnioeinter interactions

to occur (e.g., Bitner, 1992). Nevertheless, the degree to whalergteffectively align



these different production elements into a comprehensive operatiegnsysategy for
managing service encounters poorly understood (Menor, Roth, and Mason, 2001).
Presumably, if retailers have more design complexity anvérgence in their store
systems than is necessary, then those systems will lfieigr@fand the cost of providing

the service will be too high. On the other hand, if retailersadpenith less design
complexity when more interaction (or customer contact) is redj{Chase, 1978), then

they risk having a delivery system that is unresponsive to hetemgeraistomer
demands. Despite the fact that store retailing is such a heghtpetitive and dynamic
landscape (Fisher and Raman, 2001; Ghosh, 1990), surprisingly little exhypiric
validated measurement or research examines how design comptexidesign

divergence should be managed in actual retail store systems.

Figure 1.1: Retail Store Design Strategy Tradeoff Framework
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Service management research guided by organizational informatcesping
theory (OIPT: Galbraith, 1973, 1974) provides some insight into the itieraand
customer contact links between design complexity (Figure 1.1,dmbaizaxis) and the
divergence allowed for servers in store operating systenesvic8 design complexity
and variation determine the service encounter information requirefectstomer co-
producers (Siehl et al., 1992). In service organizations, customersigrthe raw
material for service co-production to occur (Xue and Field, 2008; Samged Froehle,
2006; Buzacott, 2000; Siehl et al., 1992). Store designs must also aetiteat
customer’s information requirements and create a systemsnadrseo respond to
unanticipated events (e.g., provide for task divergence). The retaildgsign serves as
a mechanism to integrate incomplete information needs required toynars and store
employees to transform information-seeking into purchasing seadtvities (Seihl et
al., 1992); and this process may either enhance or diminish the sengoeinter
experience (Cho and Menor, 2007; Bitner et al., 1997).

Service operations literature provides some empirical eviderateirtiproving
coordination and flexibility helps reduce service operational failimesomplex task
environments (Tucker, 2004), and that managing customer knowledgefarrdation
needs about the store’s product and service offering mix isatribc effective retail
store execution (Fisher, Krishnan, and Netessine, 2006). Sto@gyaerancentives can
have a direct and significant effect on store profits, partiguirstore managers are
aware of what the right profit drivers are for the systemH@atius and Raman, 2007).

While retail store designers might wish for customers to confori prescribed set of



process tasks, customers shop stores primarily to gather theiruoiwgone product
information, and to experience products first hand (Browne, Dumatt, Wetherbe,
2004). Service research examining design strategy choiaésoiselatively scant when
compared to manufacturing production design strategies (Meabr 2001). Moreover,
the important links between customer encounter interaction (contaats,nepecific
organizational design solutions and tradeoffs, and the delivery systmteeture

responses of retail firms has not been the subject of much empirical work.

1.3Gaps in the Service Design Strategy Literature

In an effort to build towards a comprehensive service design andoposit
theory, the service operations strategy literature has pegsanvide variety of general
taxonomies, theoretical frameworks, and classifications to iexmasign structure
tradeoffs. These have been based on customer requirements far bomact (e.qg.
Chase, 1981; Kellogg and Chase, 1995; Kellogg and Nie, 1995), labor-service
customization profiles (e.g., Silvestro, Fitzgerald, Johnston, and Vo0ssl9@2;
Wemmerlov, 1990; Schmenner, 1986) or along a continuum similar to thes-Haye
Wheelwright (1979) matrix for product goods manufacturing (e.g. Hd&isano, Upton,
and Wheelwright, 2005; Huete and Roth, 1988; Boyer, Hallowell, and Roth, Be08;
and Sinha, 2001, Buzacott, 2000). Still, advocates for a “service stiemte
interdisciplinary research focus that recognizes and promotemhbeent differences
between services and forms of production using methods and approachesdnym

academic fields (Chesbrough and Spohrer, 2006; ifM and IBM, 20@y)e dhat more



definitional rigor and academic understanding around services degigpoaitioning is
needed. This research hopes to initiate a new effort to help fill that gap.

Store operating complexity, the nature of customer interactionscastdmer
encounter design choices have been considered indirectly in seranzgement theory
(e.g., Sampson and Froehle (2006) discuss the importance of desigyydivateanage
variation from customer “raw material” or “incomplete” inputs)However, these
strategic design-related constructs come from disparate s@perations and marketing
strategy research streams. Moreover, there is much in@rgistbout the content and
definitions surrounding service design strategy relationships andpdess of service
production systems. For example, service marketing reseamts aff“service logic
model” which argues that service encounter enhancement comeshiasnmultaneous
internal customer integration of the marketing, operations, and hwesaarce functions
of the firm (Kingman-Brundage, George, and Bowen, 1995). However, feegiee
systems only become manageable to the firm (deployable) whekethestrategic
elements are specifically defined and designed. On the other $&mtte operations
management research has used the customer contact frameweaonpitecally examine
and define information richness, speed, and intimacy as key indicaitazastomer
contact and interaction requirements (Kellogg and Chase, 1995). reBeigrch stream
also suggests that technology capital can substitute and mediatkrdior physical
contact in many cases (Froehle and Roth, 2004). Service marketnagure is also
highly focused on the importance of managing service encounters, ivtefines as the

simultaneous interaction of the customer, contact personnel, product#seffering, and



the service system structure (Lovelock and Gummesson, 2004). Tketinmgdriven
design strategy discussion has been fuelled by a transiticgrvites strategy thinking
from a ‘goods-dominant logic’ to a ‘service-dominant logic’ (S-Cdg suggested by
Vargo and Lusch (2004). According to S-DL, customers do not buy gocsEnaces.
Rather, they buy because of the value propositions that are ofeséwvibem. S-DL
proposes that customers co-create value in any economic systdnthat the ‘value-
added’ in any specific activity or task is actualized indhstomer usage process rather
than in supplier value chain activities (Vargo and Lusch, 2004).

Service design strategy research from both marketing and opsratanagement
traditions offers few empirical models that deal directlyhwstore operating design
strategy decisions. Even under the umbrella of “services,” rtagible service
offerings that have both a physical product and a service rdfeomponent will have
different operating characteristics, customer service encouetguirements, value
propositions, and transactional risk versus more “pure” services (Mane Schlacter,
1990), where the service delivery itself is the sole product @.gaircut at a barber
shop). In store retailing, for example, goods and services al(@ayaimost always)
appear together. Therefore, a more complete view of the setaite co-production that
incorporates both product offering and customer interaction elenoéntstail store
design strategy is warranted.

While the nature of retail store design strategy relationshigs not fully
developed or defined in extant literature, service research Xaasireed the role of

customer encounter choices in improving overall firm financial pedaoa. Customer



encounter choices and channels, whether they are automated or dddyéaee-to-face
contact, directly affect firm profits and customer retentduag, Hitt, and Harker, 2007).
However, getting retail customers to switch to more costiefit (self-service) channels
is a key challenge, as doing so may affect perceptions of ogeraice quality if the
customer perceives a gap between service delivery expectaimhsperformance
(Parasuraman, Zeithaml, and Berry, 1985), or does not feel thahdkeyany personal
“control” over the self-service encounter outcomes (Bateson, 1985)mila®y, store
channel design problems hinder managerial execution if they avasistent with the
store’s inventory display and product selling strategy (Raman, édsrand Zeynep,

2001).

1.4 Dissertation Contributions

This research fills an important gap in service design straliégpature by
focusing in on how store delivery system design choices are linkéloetoperating
complexity and market conditions present in retail store operamyonments. As
such, it examines specifically WHAT salient factors andilrestare delivery system
architecture tradeoffs are needed to achieve strategic ®otsisacross store operating
complexity and dynamism, customer interaction needs, customer encchoites, and
operational performance (as measured by customer satsfaotd financial operating
returns).

Furthermore, this research addresses two broad questions oftinterg®re

retailers. First, Chapters 2 and 3 examine the operationalldetkseen the retail store



operating complexity factors, customer information processing, andelhery system
design strategy decisions of U.S. retailers by asking: Dal t&res link customer
service encounter information processing requirements to speastomer encounter
strategies to manage information (such as design for seltiealend employee task
empowerment strategies), and do these strategies improve or bwetatl delivery
satisfaction? Chapter 4 examines the design responses lefrsetmiproduct line margin
changes in dynamic retailing environments by asking: Should prodiiogsetailers
manage the design of their store operating systems to be respomsproduct line
margin changes? By answering these important questionsgsberch provides insight,
definitional rigor, empirical evidence and tools for academiegailr investors, and
practitioners on how to align retail store design strategy idesiswith the desired
operational conditions, firm profits, and customer satisfaction.

To fill gaps in the extant retail design strategy litemtuhis study offers three
essays to build toward a more comprehensive theory of retaildssign strategies. To
formulate a retail store design theory, it is first usédulelate a retail store’s product and
service offering strategy to its service production strategydeveloping appropriate
constructs and operational measures from an integration of organizatesign and
service strategy theory (Essay#1 — Chapter 2). Nextimpsrtant to develop a better
understanding how store design strategy works, by analyzingbtlty af retailers to
effectively link customer encounter strategies with serviceowmer informational
uncertainty (Essay#2 — Chapter 3). Finally, it is importanti¢av store system design

strategies within the context of the larger retail landscaf@ a recent 13 year period
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(1994-2006) by examining retail design responses to product line ndrgnyes, and
the impact that being design responsive has on firm financiahtopgperformance and
satisfaction (Essay#3 — Chapter 4). Each of the three s&sathis dissertation is
developed from literature reviews and practitioner interviews, aod gathers empirical
evidence to address theoretical gaps in extant work.

In the first essay (Chapter 2)information Processing Factors that form Retail
Store Design Strategy: Construct Development and a Confirmatory NMededevelop
the key constructs of a retail store design theory. This ggsagnts a conceptual model
— grounded in service strategy and organizational design theorexamine the key
elements of retail store design strategy, including the sjpeeating complexity factors,
customer service encounter information requirements, and the custeunter
choices of retailers. We applied a rigorous two-stage approat#veloping the relevant
constructs, defining them, and develop a survey instrument. We then conaldietied
survey of 175 retail store managers in the Southeast U.S. and cautsteudross-
sectional store design strategy database. From this databagg,thes measurement
model of structural equation modeling (SEM), we empirically confithe key
operational measures pertaining to our organizational informationgsiageframework
of retail store design strategy.

In the second essay (Chapter 3)inking Customer Information Requirements,
Retail Store Design Strategies, and Satisfaction: A Structural Model Agyalys tested
a proposed retail store design strategy structural model. slmetbearch, we accomplish

two things. First, we find that customer service encounter intf@ymaequirements are
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strongly associated with the customer encounter choices of ret@mlenanage customer
information processing needs. Second, we find evidence that retial managers
perceive more satisfied customers and store employees whémmeusencounter
strategies are in sync with customer service encounter infiormaequirements.
Research has examined the impact of channel design stgategl customer information
processing using single case studies and web-based channeBdgeg, Hallowell, and
Roth, 2002), but we examine design-strategy links across a widgwpeof ‘bricks and
mortar’ retail store service offerings. In doing so, wézag&iSEM methods, as well as
multiple regression techniques to better understand the motivatiehsicaanological
network of relationships that link a retail store’s operatinggtestrategies and customer
service encounter information requirements to store employee and cusadisiction.
The third essay (Chapter 4kValuating Store Design Responsiveness to Product
Line Margin Changes: An Empirical Study of U.S. Public Retailevg’ build on the
methodological work of Rumyantsev and Netessine (2005, 2007b) and utilize
econometric modeling techniques to longitudinally examine storeersysdesign
management and the operating performance of publicly-traded staikens within a
variety retail industry segments (see Gaur, Fisher, and R&085, as an example of
industry sample selection). Controlling for segment, timing, maoraeuic, and other
firm-specific variables in our model, we examine the operatitggifjn responsiveness”
of store systems to product line margin changes over a 13 yaad.peWe derive
relevant performance ratios based on publicly reported store esquatage and

employee headcount data, and control for the persistent etiedtse profit-derived
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dependent variables. Retail strategy literature provides samtedievidence that retail
firms have better managed inventories to become more costfsanee the mid 1990s
(Gaur et al., 2005, Chen, Frank, and Wu, 2007). Some retail strasggreh has
further argued that there has been a “Wal-Martization” of ttael tandscape which has
manifested itself in retail store design strategy shBtsy(l and Bresser, 2008) towards
improving economies of scale through technology and supply chain investfisisr
and Raman, 2001). What has been missing to complement this litesakam is an
analysis of retailer operating strategy that considers hietader’s ability to respond to
dynamic product line margins with shifts to their store systisign strategy affects
profits. This research examines different econometric vasaseproxies for different
retail design strategy shifts, including the management of system labor and capital
intensity to discover how retailers should respond to product line malganges.
Finally, we examine the strategic drivers of retail perfomoe, role of store system
design strategy, and the effect retail product margin clsaoigeperational performance
by measuring accounting returns over time.

In Chapter 5Conclusionswe discuss the collective findings and contributions of
the three essays and offer insights to the role of servicededesign strategy as part of
a larger retail operations systems thinking. In addition, wea efiene ideas for future

research.
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CHAPTER 2

Information Processing Factors that form Retail Store Desigre§jrat
Construct Development and a Confirmatory Model

2.1 Purpose of Chapter 2

This chapter develops, defines, and validates constructs and temltirieasures
that can be used to evaluate ‘bricks and mortar” retail stesegn strategy. In general,
operations strategy literature has argued that the degree to avbmmpany’s operating
functions are aligned with the market environment will signifigamtiprove production
system effectiveness and profit growth (Hill, 2000; Hill and DukesW&y, 1983; Hayes,
Pisano, Upton, and Wheelwright, 2005; Hayes and Wheelwright, 1979). In the shor
term, most retail organizations are successful at linking ttwepporate strategy to their
service production design strategy. As time passes, anye@naduction system tends
to fall out of alignment (Hill, 2000) due to changes in product/servieekeis,
mismanagement, or leadership turnover; e.g. what Hill and Dukaleéyy (1983) call
‘focus regression’ (p.116). Like other service organizations, store retzler@so suffer
from mismatches between the service strategy and the sedébeery system
management, such that the service concept (or service intemt) éffectively linked to
the actual store delivery system design strategy (Goldstehmston, Duffy, and Rao,
2002; Roth and Menor, 2003). Retail store customers increasingly hatyelencthannel
options for purchasing products (e.g. the web); however, due to thesrggbortunities

and costs, developing a better understanding of both the service anddesiga
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environment of brick-and-mortar retailers is critical to themmtinued survival and
success.

Moreover, the underlying measurement, definitions, and theory of seteggn
strategy is not well developed, and there is a need to leveralgdisciplinary theory,
methods, and tools to construct new models and measurements of key desdiggy
content to help managers monitor the store delivery system andgen@natomer-
behaviors (Patricio, Fisk, and Falcao e Cuna, 2008; ifM and IBM, 2007; @etkand
Raman, 2007; Fisher, Krishnan and Netessine, 2006; Menor and Roth, 200 &forEher
one important contribution of this study is the development of saletail rdesign
constructs using organizational information processing theoryok@#d, 1973) as a
theoretical lens.  Organizational information processing th@iyT) would posit this:
The appropriateness of a retail store organization’s design s&rustdetermined by the
level of task uncertainty in its environment. This uncertainty majulegto internal tasks
such as scheduling or may result from more complex interactiathscwstomer co-
producers due to product offering changes, etc. It is also inmpdarresearchers to
understand how customer uncertainty affects service deliveryegsadesign strategy
decision-making (Field, Ritzman, Safizadeh, and Downing, 2006). Theicimpl
assumption of OIPT is that a firm would produce a decision hieydrased on rules and
controlled procedures if there were no task uncertainty. If unaegrtdid occur within
the organizational system, the decision to resolve it would be atattee appropriate
level of authority. As task uncertainty increases, more deciai@equired of members

so that alternative structures with greater information prowpsspacity must be used,
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or the firm must create slack in terms of idle resourcextanded lead times to execute
the service plan (Galbraith, 1973; 1974).

Besides further developing the theory and content of service dasid@gy using
a customer information processing perspective, a second majobatiotriof this study
is the confirmation of new measures to evaluate these rdétae slesign strategy
constructs. Having reliable and valid measures of salient raotsstis the primary
foundation for theory-building and testing (Churchill 1979). We have addgenor
and Roth’'s (2009; 2007) two-stage approach to ensure rigor in our-itewti
measurement scale development process. The first stage erapldgm-sorting method
with independent samples to develop constructs and items tapping intoathabia;pilot
survey is then developed, tested and revised to provide additional ceatdity for the
scales. We then constructed a field questionnaire to demongtedt¢hese content
elements are related, but conceptually distinct, store destigitegy factors. The
resulting Stage 2 instrument and hypotheses was confirmed umngeasurement
model of structural equation modeling (Bollen 1989) in a field sampl&76f retail
stores. The third contribution was the development of distinct nezasuat scales with
sufficient reliability and validity to warrant their use indtg research and in practice by
retail store managers, who have to evaluate if specific design choices are successful
based on their customer’s information processing requirements.

Retail managers would benefit from a comprehensive understanding kaiibut
the role of the customer in the in-store retail service pso@dsfley and Murphy, 2008;

ifM and IBM, 2007), and how to create and measure service design ctirgedelivers
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customer-satisfying service encounterRetailers make strategic store encounter design
choices that determine the level of interaction between custandrservers and the
amount of information exchange required during this interaction. Fonmg&aa dollar
store provides limited customer interactions, while a spea#gttronics store (e.g., Best
Buy), has sales staff who may initiate contact with theocnst to obtain information
about customer needs and may offer to help customers to selecttpratwessories,
and related store services (Lal, Knoop, and Tarsis, 2006).

Retail customers co-produce the service by browsing and isgletgdms from
store shelves as well as seeking information from store sedteisg the service
encounter. This incomplete customer information is gathered and gedd®g servers in
order to accomplish tasks just as in other organizational sygemwsy, 1974; Siehl,
Bowen, and Pearson, 1992, p.537). Since information gathering and procesaing is
essential component of the retail service and store designahscisigarding the roles of
the servers, the amount of required customer contact, and the irsstoiee delivery
process, influence the customer’s perceptions of the senieergeexperience (Chase
and Bowen, 1991; Goldstein et al., 2002). For instance, the importance of mgovidi
adequate customer contact to service delivery strategy isestabblished in the extant
operations management literature. There are also many stxar®mies that classify
service designs based on customer heterogeneity and contactmemisréChase, 1978,

1981; Huete and Roth, 1988; Kellogg and Nie, 1995; Wemmerlov, 1990; Silvestro,

! A service encounter is generally defined as thenamt of interaction (contact point) between serret
customer in a service task setting (Roth and Me2@®3, p. 148), these can occur as one-time egents
over extended time periods with multiple servers.
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Fitzgerald, Johnston, and Voss, 1992), and frameworks linking customization and
production system capabilities (Schmenner, 1986; Hayes et. al, 200&:, Btallowell,
and Roth, 2002; Heim and Sinha, 2001; Menor, Roth and Mason, 2001). While there are
many such service framework, few are empirically testegictnal service settings. In
addition these frameworks tend to ignore retail store servicauaters — where there is
simultaneous product offering mix and service process related uaskrtainty.
Exceptions are Buzacott (2000) and Huete and Roth (1988) who developed continuums
similar to Hayes and Wheelwright's (1979) product-process mairiglassify service
operating strategy tradeoffs according to their ability tonage different levels of
customer variability and heterogeneity. Neither of the exmeptihowever, directly
specifies an association between operating complexity faatmrcustomer information
requirements in a retail store environment, nor consider how custanmergrocess the
required information in the service encounter.

In the next section, we present a conceptual model (Figure &.Bxamining
retail store design strategies and discuss how to unify theedeligerature from both
service marketing and operations management discussing the neeeltaiters to
understand customer service encounter information processing. Ions@cl, we
develop multi-item scales to measure each of the retail sedasign strategy model
constructs, and we discuss the methodology and survey instrument dex@iopm
procedures used to develop a hypothesized measurement modely, kieakamine the
validity of the proposed retail design strategy measurement Imaohel offer

opportunities for additional research.. The resulting instrumenhepful tool for store
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design managers to evaluate and monitor the current alignment of ctistomer
encounter design choices with the information requirements of thié store operating

system.

Figure 2.1: Retail Store Design Strategy Factors — A Conceptual Model
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2.2 The Conceptual Model

In Figure 2.1, three salient constructs pertaining to retail stmerating
complexity factors - product difficulty of use, product turnover, agnise production
complexity - are given. These three constructs are shown tedoeiaed with two
strategic customer-encounter design choices for retailsstodesign for customer self-
selection and employee task empowerment. This associationtedotmsbe mediated by
the customer’s service encounter information requirements. Thel diokbs in Figure

2.1 represent the periodic adjustments to store operating compbtivysf and customer
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encounter choices that need to occur over time (Hill, 2000). For pd&am
product/service bundles may become less complex over time as pltibeucycles
change, causing a misfit between the store operating conyplasiors and the customer
encounter design choices (Hill, 2000; Hayes and Wheelwright, 1979).

Both the services marketing and operations literature has dgresxtamined the
amount of complexity and divergence required to complete service tasks aspovtant
levers to manage the operating system design stratdwpstéek, 1984; 1987, p.35;
Skaggs and Huffman, 2003; Patricio et al., 2008). Recall from Chhpitet a service’s
design complexity is determined by the number of steps and interdepaslembedded
in its process design strategy (Shostack, 1984; 1987; Skaggs and Kuto&), while
its design divergence is defined as the degree of freedom dligaveervers) or inherent
in a process step (Shostack 1984; 1987; Patricio et al., 2008). Fronfaa groduction
perspective, Wemmerlov (1990) defines divergence along a continuumndastaeed
and customized process tasks, and creates a matrix to show comgépwadivergence
and customer contact are linked. He argues that when physical, gostismers, and
information are handled simultaneously in a service system,utaténtion “must be
paid to process design, investment in processing equipment, special $&bisyurand
(there is) often an added amount of risk” (p.33) to be managadheFmore, complex
store designs must anticipate the relative need for these resdarecnanage customer
task uncertainty and maintain the right alignment.

Customer prior knowledge of store products and processes is thelteg sb

task uncertainty because store operating complexity factors (bodugbroffering and
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store process factors) create the ripe conditions for customver-sencertainty (which
OIPT defines as a lack of mutual information). Store operatingptexity factors form
the raw material inputs that create uncertain tasks in tymeavice encounter
transactions. OIPT logic (adapted to the retail context) carudael to map the
appropriate customer encounter choices to resolve the service enconcégtainty
resulting from high degrees of product complexity (difficulty of use), pebtlunover, or
the service production process itselfThis uncertainty means that the store has
incomplete information about what needs to be done, and how customer indarmati
should be processed during the service encounter, and what outcomesperted
(Larsson and Bowen, 1989, p. 216; Siehl et al., 1992, p. 537).

Thus, a retail store must be deliberate in developing operatsigndstrategies
that 1) link store operating complexity factors with uncertaintgustomer purchasing
knowledge, 2) reflect the impact that each complexity factoy heve on customer
information processing requirements in service encounters, and 3)nohetewhat
specific customer encounter choices are best used to manage timecusformation
requirements surrounding product-selection decision or task. If omeo of these
elements is fixed, then other strategic design decisions masigond to that element.
Table 2.1 links the construct definitions used in our conceptual modelthvetiextant
literature found on each subject. Each of these constructs erfudéveloped and

defined in the next section.
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Table 2.1: Construct definitions and the related literature

Construct

| Definition (adapted to retailing)

RelatedStudies

Store Operating Complexity Factors

Product
difficulty of use
(D)

Thedifficulty (ease) of usef the store’s product
offering and assortment for customers

Malone et al. 1987
Campbell 1988
Ghosh 1990
Safizadeh et al. 1996
Oppewal and Timmermans 199
Gottfredson and Aspinall 2005
Ketokivi and Jokinen 2005

Product The speed at which the store’s product offering Hayes and Wheelwright 1979
turnover depreciates, spoils, or becomes out of date. Huete and Roth 1988
(PT) Ghosh, 1990
Hayes et al. 2005
Chen and Watanabe 2007
Ketzenberg and Fergusen 2004
Service The level of coordination (number of steps and Argote 1982
production interdependence) required to produce the retajl Shostack 1984; 1987
complexity* service Jones 1987
(SC) Valikangas and Lehtinen 1994

Buzacott 2000
Skaggs and Huffman 2003*

Service Context

Customer
service
encounter
information
requirements

(IR)

Degree to which customer requirements are
unknown (to servers), requiring information or
analysis to complete a service transaction

Mills 1986

Mills and Morris 1986

Mills and Turk 1986

Siehl et al. 1992

Kellogg and Chase 1995
Buzacott 2000

Johansson and Olhager 2002
Xue and Field 2008

Customer Encounter Design Choices

Design for self-

Degree to which the store structure and layout

Chase 1978

selection supports a “do it yourself” service environment, Bateson 1985
(SS) for customer product selection Huete and Roth 1988
Bitner 1992
Roth and Jackson 1995
Bitner et al. 1997
Xue et al. 2007
Front-line Level of control (discretion) provided to front- | Kanter 1979; 1993
employee task line employees in the retail service delivery Bowen and Lawler 1992; 1995
empowerment* | process Hayes 1994*
(TE) Quinn and Spreitzer 1997

Honold 1997
Argyris 1998
Miller et al. 2000
Melhem 2004
Field et al. 2006

* Scale items and definition from prior researdiaated for the retail survey based on feedback &tore
managers in Stage 1 of the study.
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2.2.1 Operating Complexity Factors in Retail Store Settings

The salient retail store operating complexity factors includetlis study are the
product difficulty of usetheproduct turnoverand theservice production complexifgee
Figure 1). In general, complex tasks cause organizationalberenfcustomers and
servers) to feel uncertainty until new information resolvesatheiguity (Wood, 1986;
Galbraith 1973; 1974) about a task. Each factor is separately dddusszuse of its
distinct affect on store information processing and role in devejoaicomprehensive

retail store design strategy.

Product Difficulty of Use

Product difficulty of use(DU) is operationally defined here as the difficulty that
customers will have using the using the products that make up thesboiuct offering
(i.e. after the sale). Customers may perceive the stpreduct mix as complex and
difficult to use because of self-contained technology, featurdseaause products in the
store are bundled with other complementary products or servicea¢eagsories, home
delivery, or financing). Product difficulty of use is a sigrafit source uncertainty for
customers in retail store systems (IBM, 2005; Ghosh, 1990, pp.349-353), ayrddter
the range and number of products, features, and options offered, thékdgsshiat
customers will have knowledge of the product mix or be able teaggeduct quality
(Boyer et al., 2002, p.179; Fitzsimmons and Fitzsimmons, 2001, pp.21-22; Oppewal a

Timmermans, 1997) when they enter the store.
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Take, for example, the plethora of big screen TV’s that aremilyramong the
core product offerings in retail consumer electronics stoBeg.screen TVs are bundled
with multiple complementary products and services such as home rgekvel
warranties. The consumer has some level of task uncertainty abmit W bundle to
choose, and seeks information from store servers to resolve thisaimgertFrom the
customer’s perspective, this bundling leads to purchase complaxcty specific choice
options cannot be eliminated quickly (Campbell, 1988, p.44). And this productiitffic
of use requires more information exchange, description, and communicatomptete

tasks (Malone, Yates, and Benjamin, 1987; Ketokivi and Jokinen, 2005).

Product Turnover

The second store operating complexity factgorizduct turnover(PT). Product
turnover isdefined as the speed at which the store’s product offeringdepxeciates,
spoils, or becomes out-of-date. Product turnover affects the store operating>atynpl
two important ways. First, highly perishable products createriamty about whether
they will be consumed before they spoil or lose their value (e.gcexes, fashion
goods). Second, products with short life cycles may have shottgietdi lives so that
customers do not become familiar with the product offering, and éxesting product
knowledge quickly becomes obsolete (Huete and Roth, 1988; Hayes, Pisano,adgdton,
Wheelwright, 2005). Whether high product turnover is due to perishable prauiuocts
short product life cycles, it may lead to complexity for théaitestore operator.

Perishable/fashionable products add to the complexity for réted processes and short
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product life cycles reduce customer product knowledge (Ghosh, 1990, p. 34Q)e€bhe
to obtain information to manage this type of complexity has beeygmem=d in other

operations contexts. For example, it is recognized that mordglelesitems require the
need for information about customer demand (Chen and Watanabe, 2007 panct pr
variety requires internal systems to manage layout and probasges (Ketzenberg and

Fergusen, 2008).

Service Production Complexity

Service production complexit{SC) is defined as the “level of coordination .. (i.e.
the number and interdependence of steps) .. required to produce the amiai”s
(Skaggs and Huffman, 2003, pp. 778-779). Our operational definition is grounded in
Simon’s (1962) conceptualization of complexity and is similar to atbénitions widely
discussed in the service management literature (Shostack, 1987;,At§8% Jones,
1987). Complexity in retail stores can be understood by comparnioijaa store to a
high-end jewelry store design. Dollar stores are intentipuasigned so that each step
in the service encounter has limited interdependence with othes atep limited
interaction with store workers. As a result, the dollar stetéing has low service
production complexity, because generally the customer understandbdgertice will
be delivered. On the other hand, a high-end jewelry store has multiplesstepdded in
the service offering, which are very interdependent; and in tueatecrhigh service
production complexity. A jewelry store customer may enter wihguely defined goal

of selecting something suitable as a gift. During the seemo®unter, the server must
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identify an acceptable price range and define what is suitable for the euskwan then,
there is high interdependence between the steps involved in theoselEor example,
the selection of an appropriate diamond may depend on the design sHttihg, the
diamond quality indicators, and the color of the gold. So, the server treelist a high
level of information to determine the customer’s needs and toveeshke process
interdependencies.

The two extreme examples of service production complexity haee referred
to as transactional services and interdependent services (@oeladd Gupta, 2005).
Transactional retail services have the lowest service prodgucomplexity, while
interdependent retail services have the highest service productigresdsn In general,
the service strategy, operations, and marketing literature woulduzle that the greater
the number and interdependence of steps required to complete a sarngeetion, the
higher the overall system interdependence and production complexitggéSlkand
Huffman, 2003, p.779; Argote, 1982; Jones, 1987). Operationally, service firms ca
create sub-tasks and assign them to multiple servers if irmjaneepredictable (Buzacott,
2000). This task separation increases coordination costs and cestig®nal
interdependencies within the organizational system (Galbraith, 19@¥ssdn and

Bowen, 1989; Premkumar, Ramamurthy, and Saunders, 2005).

2.2.2 Customer Service Encounter Information Requirements

Customer service encounter information requiremergtR) refers to the degree

to which the customer requirements are unknown (to store serversjimg information
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or analysis to complete a service transaction. While littistazner information is
required from store servers to complete simple transactiomestdasks, more complex
tasks may be used to customize the service (Schmenner, 1986; Kailbgthase, 1995;
Huete and Roth, 1988; Wemmerlov, 1990). In the later case, the serveesegore
information from the customer to diagnose individual customer needa¢&i,z2000, p.
17; Siehl et al., 1992). For example, a high-end clothing storeheli the customer
create a “look” or “style” that is customized to their desireOr, as indicated earlier,
servers in high-end jewelry stores use more server-customeadahbn to obtain
information to ascertain what the customer wants, and to providenéinijpated service
recovery capability (Johansson and Olhager, 2002, Miller, CraigheadKamwehn,
2000).

The influence of store operating complexity on service stragsign is
mediated by the customer service encounter information requirer(idils, 1986).
Thus, increasing operating complexity creates more task uncertainty, eelusés a need
for more service encounter information processing to occur. Acgiydiretailers can
reduce uncertainty by narrowing product offering choices. Or thgyahaose to offer
services (or products) that are new or unfamiliar to the markgtlyhgpecialized, or that
have high turnover. Such actions may decrease both the potentiateasiacustomer
demands and the need for customers to obtain product information (Skadtsffamain,
2003; Valikangas and Lehtinen, 1994; Buzacott, 2000). In contrast, when customers

need to make more decisions in the service encounter, the reaunltingrease in the
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variability of service times and in the amount of customer in&bion required
(Buzacott, 2000; Mills and Morris, 1986, p.733).

The greater the uncertainty in any organizational system, ¢iehthe level of
information processing required in that system (Galbraith, 1973; 1974). In eetétkes,
we conceptualize the store operating complexity factors dsduasove as the main
sources of service encounter uncertainty. The appropriateusérdot the retail store’s
design strategies then can be gauged based on customers’ eacauater information

requirements.

2.2.3 Customer Encounter Design Choices

The retail store customer encounter strategy is captured dgtrategic design
choices: 1) the level of employee task empowerment, which ssamable proxy for the
store’s information processing capacity of the service encoanteR) the store’s design
for customer self-selection, which is a proxy for the leveltausr information
processing. Researchers approach the relationship of custorwere sencounter
information requirements and related design strategies differéntle school of thought
assumes that complexity and divergence design specificatiomsaa® simultaneously
as part of the initial service concept development (e.g. Shostack, 1984;HéxKatt,
Sasser, and Schlesinger, 1997; Patricio et al.,, 2008). Accordsgglyices can have
simultaneous high complexity/low divergence design strategilesstt at the point of an

individual step or sequence (e.g. Shostack, 1987).
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In contrast, a second school of thought contends that choices regarstioigpeu
encounter strategies cannot be made independently from the sencoeneer
information requirements and uncertainty surrounding a task (e.gsomaend Bowen,
1989; Huete and Roth, 1988; Siehl et al.,, 1992). This group suggests thaé servi
providers should make design tradeoffs between the store complexglyded the

divergence allowed in the operating system.

Design for Self-selection

Design for self-selectioriSS)is defined as the degree to which the store structure
layout and structure support do-it-yourself’ service environment for customer product
selection. Customer self-selection is made possible by mgesub-tasks, each of which
are simple and require little information processing (Buzacott, 2000; @a)dra73) and
when customers have control over their own information needs (Bateson, fb985)
buying store merchandise. For example, a supermarket may leteerlst marked aisle
for laundry detergents which simplifies the sub-task of locatiegproduct. The shopper
has all the related products in the same area, so the sub-tasknpéring competing
products is simplified. However, a high-end furniture store will kag sample models
available, but will provide server assistance to determine, fampbe, what upholstery
fabric will match the customer’s current color scheme. Isdhl®w contact, self-select’
retail stores, shoppers themselves select, pick, and transport products.

Effective design for self-selection strategies may comnat@imformation to the

store’s customers by using non-labor resources (Chase, 1978, pp.141-142) signs,

29



tags, or technology. Huete and Roth’s (1988) describe a ‘service rinlization’
concept where “technology and systems are substituted for pepgl&).( Our construct
is different because we focus on the degree to which the &mitiea customer
encounter strategy helps complete product-selection tasks inettmiteg environments.
Retail self-selection involves the transfer of a physical good bumdiich has its own
attached delivery processes and information content. In edelfton design
environments, customers actively participate by selecting frioen groduct-service
bundle without much help from human contact (Bitner, Faranda, Hubbert,esthadral,
1997). As a result, this design choice achieves high cost perdiiansafficiencies
(Xue, Hitt, and Harker, 2007; Goel, Jain, and Gupta, 2005; Huete and Roth, 1988), as
need for in-store labor contact decreases. Therefore, titiee is the “leanest”
customer encounter design choice given the low complexity ofutteunding service
environment (Bitner, 1992, p.59).

Retail stores are designed for self-selection to improvespge®ed and cost-
efficiency of each service encounter transaction by reduttirgtime servers spend
analyzing customer informational needs during the service encqiiuete and Roth,
1988). Therefore, there is less need for employee knowledge and training in retzel ser
environments with low complexity or low service customization (Saimer, 1986;
Wemmerlov, 1990; Kellogg and Nie, 1995).

Design for self-selection is always more cost-efficimn providing human
contact channels (Bitner, 1992; Bitner et al. 1997; Chase 1978); howevey, ma

customers prefer self-selection only when they have feellibeg appropriate product
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knowledge and perceive time and efficiency gains (Xue et al., 200@ésdat 1985).
High-contact customer encounter strategies, on the other handprenide both the
customer and store server with an increased capability to myusiate rich information

during the service encounter (Kellogg and Chase, 1995, p.1736).

Employee Task Empowerment
Front-line server empowerment can increase the information progesgpacity

at the customer encounter. Front-lgraployee task empowermefiiE) is defined as the
level of control (discretion) provided to front-line employees in #tailrservice delivery
process. Job task adaptability provides the organizational methbeability to respond
effectively to unanticipated events (Menor, Roth, and Mason, 2004, leelal, 2006,
Miller et al., 2000). Similarly, employee task empowermentesyatically improves the
service employees’ abilities to handle operational uncertaimtypeovide responsiveness
(Bowen and Lawler, 1992; 1995). Server task empowerment decreaseshiesraf
authority (dependence) and increases information processing yaf@aaibraith, 1974,
Premkumar et al., 2005), which is needed to respond to heterogeneous rcustome
encounter inquiries. Generally, customer encounter inquiries wiliinee more human-
contact to meet customer expectations (Chase, 1978; Huete andl8&&h,Buzacott,
2000).

Employee task empowerment is needed not only to diagnose a custoiial’s
service needs, but also to respond quickly to resolve and reduce they sgveossible

service failures (Miller et al., 2000; Bowen and Lawler, 1995; Tyck04).
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Empowered employees have the authority to investigate the custopneblems or
analyze information in order to alter customer attitudes afteissatisfying experience
(Miller et al., 2000, p.388). When jobs are routine and rule-minded (staneid)das
they may be in many retail store operating systems, fronstafé may feel powerless in
their roles as defined by the organization. This results in-fro@twvorkers who are not
able to handle any degree of task uncertainty in the store oeesivironment (Kanter,
1979; 1993), and may not be able to respond to a service failure. NBstlseirvey
findings show that over half of consumers are still “dissatisfean after the resolution
of a service failure. Such dissatisfaction occurs because fdenhcs not handled in the
appropriate amount of time or is handled incorrectly by those that dihawat the
information, authority, or ability to solve the problem (Zeithaml, Berry, andsBeaman,
1990).

Structural power theory (Kanter, 1979) states that employeerpswetermined
not by employee skills and knowledge, but by the defined job nigsigition within the
organization. However, open lines of information flow makes this grgpdeer more
productive (Kanter, 1979, p.65). Server task empowerment provides easg &uce
needed information for customers, and allows action on the customleadf @ that task
empowerment increases employee productivity (Kanter, 1979, p.65). Asesnployee
task empowerment is an important factor to allow for divergéBhestack, 1987) in the

store’s customer encounter design strategy.
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2.3 Multi-item Measurement and Scale Development

The measurement scale development was conducted by adaptingrtbe avid
Roth (2009, 2007) two stage approach. An overview of our scale developmatanrand
selection process, as well as our methodological approach is igiveigure 2.2 and

discussed in detail below.
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Figure 2.2:

Application of Menor and Roth’s Two-stage Approach for New Scale Development
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The unit of analysis for this study is the retail store, angthéerred respondent
is the store manager, franchise owner, assistant manager,eotestor leader, since they
are closest to the actual design strategy execution and fun¢&btm®, Lusch, and

Goldsberry, 2002).

2.3.1 Stage 1. Purification and Pre-testing of Measures

In Stage 1, items were developed for each construct describedtianS2 (See
Appendix items — 7.1.1). Constructs and items tapping into them wegeaabiy
constructed using literature reviews and in depth interviews wislil store managers,
following an iterative process of scale pre-screening and matrdic To “clean up” the
“fuzzy front end” of this research (Menor and Roth, 2009 and Roth, Scinydéualeng,
and Kristal, 2008), we conducted rigorous pre-testing of the scadgd.rEtail managers,
with an average of nine years and a minimum of three yeardingtaxperience,
reviewed the preliminary items and scales for readabilitg fealidity, and clarity. Their
suggested changes were incorporated when deemed theoretically anidalpra
appropriate.

Two scales in our conceptual model (“service production complexi8Kaggs
and Huffman, 2003, and “employee task empowerment” - Hayes, 1994) ke ftam
existing empirical literature and adapted to the retail desmntext. The remaining
scales were newly developed for this study. The seven origgmé to measure the

product difficulty of use (DU) construct are based primarily @edback from the store
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manager interviews, as well as related literature. Theéngial items used to measure
product turnover (PT) are also based on interviews with store miE)agce we could
not locate an existing perceptual scale. The level of service pimdwomplexity (SC)
was measured using Skaggs and Huffman’s (2003) scale adaptedrétatheperating
context. Customer service encounter information requirements i(#R)s were
developed from store manager interviews and related studies byoBu2800), Siehl et
al, (1992), Mills and Morris (1986), and Mills and Turk (1986). The levalasign for
self-selection (SS) scale items utilize descriptions found herastudies of self-service
consumers and service industrialization (Bateson, 1985; Huete and RothBitA88egt.
al, 1997). Finally, we used Hayes' (1994) eight-item employee enpomn
guestionnaire (EEQ) scale items, adapted to measure retadysapghsk empowerment
(TE), using feedback from the store manager interviews. Hayglt item scale was
used since because it has proven reliable in multiple servicaizagan contexts (e.qg.
Melhem, 2003).

We initially pre-screened items and scales with 60 undergmdtatients to
establish face validity using an iterative item-to-constplatement process. For the
final round of item-placements, a group of 26 evening MBA business stuatahtive
retail managers, each with experience or knowledge of retaiice delivery systems,
matched either 15 or 16 items respectively to one of the six nohdefinitions in Table
2.1. The *hits” or correct matching of the item to the construchdieins was used to
measure the initial validity of the items (Moore and Benhd€41). The item-placement

ratio is the percentage of actual hits to the total number ehpat hits. Scales that have
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high item-placement ratios are considered to have a high defgceastruct validity and
potentially high reliability scores. Any individual hit ratio bel the 75% cutoff were
dropped, modified, and/or retested as part of the item purificatioress. In the final
round item-placements, depicted in Table 2.2, no construct hit rdtibefelv the 75%
cut-off value established in other scale development reseagchN@ore and Benbasat,

1991, p.204; Stratman and Roth, 2002).

Table 2.2: Final Round Item Placement Ratios (Stage 1 — Initial tem Podbpenent)

Theoretical
Definition
Classification DU PT sc IR SS TE

Product Difficulty
of Use 72 2 3 3 2 1 83 | 86.7%
(1Y)

Product Turnover
(PT)

Service
Production
Complexity
(SC)

Customer
Service
Encounter
Information
Requirements
(IR)

Design for Self
Selection 1 3 3 4 72 2 85 | 84.7%
(SS)
Front-line
Employee Task
Empowerment
(TE)

Actual Construct Classification

Total %
items| Hits

1 66 3 2 72 | 92.9%

6 4 63 4 4 81 | 77.7%

1 5 3 64 6 6 85 | 75.3%

1 2 2 3 1 77 86 | 89.5%

Total items 82 82 77 78 87 86 492 | 84.3%
87.8%| 80.5%| 81.8%| 83.1%| 82.3%| 89.5%
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2.3.2 Field Research
Having items with tentative reliability and validity, we develdpend tested a
pilot survey instrument to complete Stage 1. We then developedpathegized

measurement model, and then conducted a full field study to confirm that model.

2.3.2-a Initial Pilot Testing of the Item Scales

Pilot testing was used to further calibrate and refine theyndexeloped scales
(Anderson and Gerbing, 1991; Froehle and Roth, 2004). The items in Appendix 7.1.1
were used in an exploratory pilot study conducted in one region of Sotahn@ahat
contained two medium sized urban markets. A seven-point Likert scale with erglgfoint
“strongly agree” and “strongly disagree” was used for all responses.

A modified version of Dillman’s (2000) total design method was folthwe
collect data from this pilot population. First, each store’sIratanager was contacted
by phone to get permission to mail the initial questionnaire. As showable 2.3a, 296
store managers were contacted by phone in the pilot study. Phorleersumere
obtained from the Local.com telephone directory database using the rke{retail
stores,” and were validated with lists acquired from local ChesnbeCommerce and
Better Business Bureaus in these two market areas. Locakc@meographic indexing
database in which firm addresses, contact names, and phone inforrmaBoorded for
individual strategic marketing areas (SMA). All the initrahilings included a cover

letter, booklet, and a postage-paid return envelope. Ten dayshefteritial mailing,
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reminder postcards were sent to all potential respondents. Wpeasonally visited 25
stores during the pilot study to hand-deliver questionnaires. Theatettisdo this was
either based on the store manager’s request, or becausestthéoltsition was convenient

to visit from the survey administration site.

Table 2.3a-f: Demographic Details of Sample

Table 2.3a: Response Rate

Pilot Sample

Original Phone Contac 296 980

Agreed to Receive Survey 114 522
Returned Survey 46 182

Usable 42 175 217

Usable response rate (from original}l4.1% 17.8%
Usable response rate (from agree@p.8% 33.5%

Table 2.3b: Store Sales

Total annual sales ($ millior Pilot Sample
<1 11 24
1-5 27 110
5-10 3 14
10-20 1 12
20+ 0 15
Total 42 175
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Table 2.3c: Products Sold by Retailers

Pilot Sample Local.com
Population

% checking “yes” on products type stld n=42 n=175 n=980

Auto/Part 8.8% 8% 10%
Furniture 17.5% 17.1% 15.1%
Electronics/Appliances 10.1% 12% 9%
Home Supply 6.9% 6.9% 5%
Food 22.1% 23.5% 19.9%
Health/Personal 15.7% 18.9% 17.4%
Gas/Convenience 8.8% 7.4% 9.4%
Clothing 24.4%  29.1% 22.1%
Sport/Book/Music 13.4% 14.8% 12%
Genere 30.9% 29.0% 22%

'Table does not sum to 100%, as retail managersl ahaick “yes” to multiple product offerings
2 Local.com/telephone directory classifications @apulation comparisons used primary classification
listings)

Table 2.3d: Total number of store employees

Total store employe Pilot Sample
<10 33 88
10-15 6 30
15-20 1 10
20-25 0 8
25+ 2 34
Missing 0 5

Total 42 175

Table 2.3e: Total years Manager worked at store
Pilot Sample

<2yrs 3 43
2-5yrs 10 51
5-10yrs 6 31
10-20yrs 9 26
20+yrs 13 24
Missing 1 0
Total 42 175
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Table 2.3f: Total years worked as Manager at store
Pilot Sample

<lyr 2 32
1-2yrs 6 33
2-5yrs 11 31
5-10yrs 6 34
10+yrs 16 36
Missing 1 9
Total 42 175

Of those 296 store managers contacted by phone or in person duripidpthe
analysis, 114 agreed to receive the survey, and 42 usable resporesestweaed, for an
overall response rate of 14% from the original sample and 37% hose that agreed
(Table 2.3a). Component factor analysis with no rotation was usediatlyi pre-select
items loading correctly on the intended constructs. Using componéot &amalysis in
SPSS 13.0 with maximum likelihood extraction for each construcgnatyzed the non-
rotated loadings of each item on its intended factor in the pilot sample, accelptemsl
with high correlations and no significant cross-loadings. Factdysasavith no rotation
was used for item selection since the sample size of giesdimple was too small (n=42)
versus the number of items to use exploratory factor analysis puimax rotation
(Fabrigar, Wegener, MacCallum, and Strahan 1999, p.294). The reduced number of
items would still allow for adequate sampling for the six serdesign/information
processing constructs of interest (Drolet and Morrison, 2001; Menor atid FO07b,
p.834), and further would eliminate the “noise” from poorly worded itdras did not
load well on the intended factor (Little, Lindenberger, and Ness#¢, 1999). This
action was possible because the pilot sample has similar tréstcs to the field

sample (Noar, 2003, p.632), and the same target respondents and surveyspweoceol
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used for both the pilot and the final field samples. Items dropped dhis'gtage are
shown in Appendix 7.1.

Promax factor rotation was also used only to evaluate the |lsadihgwo
constructs in the pilot analysis - product difficulty of use (DU) and product turigver
We examined the relevant items to determine if they loadese@erate factors or were
part of a larger product offering complexity factor. They wienend to be distinctly

separate store operating complexity factors.

2.3.2-b Stage 2. Confirming the Hypothesized Factor Model
Our Stage 1 theory development and empirical work suggested thedyimgl
constructs in our conceptual model were distinct factors relatgetail store design

strategy. Therefore, we posit that:

Chapter 2 - Hypotheses 1-6The itemsl, ... , m reflecting the six intended
constructs fit the data, whererepresents distinct retail design strategy factors
DU-TE (e.g., DU = product difficulty of use; PT = product turno\&g, = service
production complexity; IR = customer service encounter information
requirements; SS = design for self-selection; TE = employee task empowerme
Using the guidance from the literature on latent variable muglgkchniques

described in Bollen (1989), Rosenzweig and Roth (2007, p.1319) and Froehle and Roth
(2004, p.11), we developed a confirmatory measurement model to confirm our
hypothesized model and initial research findings from both the thedreic item-

development process. The hypothesized measurement model reptresentdes at the

conclusion of Stage 1 in the instrument development cycle (Figure 2.2). Thsnsg
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can be further mathematically represented using both simplifigdafien 2.1) and
matrix form (Equation 2.2) using standard modeling notation (format edigpom

Froehle and Roth, 2004, p.11):

(Eq. 2.1) Standard form:

y=4Adpm+e
(Eq. 2.2) Matrix form %
y1 a1 22 L 0 0 7 DU e 1
y2 0 0 L 0 0 neT g 2
Mo = M M 0 M M Mo | T M
y22 0 0 L 0 0 nss g 22
| y23 | L o 0 L 122 223 nre | L & 23]

2.3.3 Stage 2. Field Study Data Collection

To examine if the hypothesized measurement model would hold up under
empirical scrutiny, a retail store sample was selectan fimong multiple major urban
centers in South Carolina and the surrounding states using the seatedm telephone
directory database as in the pilot study to contact store memagWe centered our
sample around major market areas in the Southeast US becallme@dt ais acquire a

more complete range of retail store types, as opposed to psgutihhe same dominant

2 For clarity, many of the model latent construitesn indicators, covariances, and error terms ate n
shown in the matrix (...).
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retailers that would appear in multiple SMAs nationally (e.gl-Mat). This database
provided the phone numbers and addresses of 1,120 publicly traded andypomwaied
retail stores, excluding wholesalers and direct to consumelerstaiAll stores would be
classified as “retail trade distribution” by the North Amsan Industry Classification
System (NAICS). This grouping includes all public and private medika retail firms,
including chain retailers such as Wal-Mart. Prior studies haslezated a general
reluctance on the part of retail managers to participasaurvey research or to provide
data about sales, customers, or competitive position (Oppewal and fransg 1997,
p.43). In addition, prior survey work has shown that an adequate respnfemathe
store manager population is difficult to obtain (e.g., Shim et al., 2002). These igsaes w
addressed in two ways in both the pilot and field sample questionnjrédse cover
letter and mail questionnaire emphasized the confidentiality andyenity of the
respondent, and 2) each store manager was personally contacted byigihgna pre-
approved script to acquire their permission to mail the questionmadréoaobtain their
preferred mailing address.

The same data collection protocol was used for this sampiethe pilot study.
The phone calls verified the accurate contact information for 980 stores from the
initial list and of these 980 contacts, 522 store managers allowedithey to be mailed
to them. From these 522 store managers, we received 175 retumegss(34%
response rate from agreed, or 17.8% overall response rate). Repaatedferings (e.g.

two or more store chain types) constituted less than 10% of thalldiedd sample; and
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no single store brand appeared more than three times in theeSaifipé complete store
demographics for both the pilot study analysis and the field sasnplkey are given in
Tables 2.3a — f. While the pilot sample had a larger percentayeatier stores in terms
of sales (probably because of SMA size differences betp#anand field samples), it
was determined that the two samples (pilot and field) werendas mix of product

offerings, store types, and respondent profiles. The cross-sectamalesincluded a
large range of retailers in terms of annual sales (Table Z08fjuct offering (Table
2.3c), number of employers (Table 2.3d), retailing experience (Talde), and

management experience (Table 2.3f).

Non-response bias (e.g. the potential that the sampling framemshow not
representative of the population (Churchill, 1979)), was addressed in tygo Wast, we
examined the descriptive data (e.g., Sales, Store type, Maeagee) of late respondent
survey results versus early respondents and found no significanendésr (p<.05) in
the two data sets (early vs. late) across these measurast(@ng and Overton, 1977).
Additionally, we compared ‘store type’ frequencies from our saragpéerandom sample
of our original Local.com database contact list and found no statistitferences
between the two samples.

Self-report bias or common method variance (CMV) could contamihatédta
(Podsakoff and Organ, 1986, Froehle and Roth, 2004, p.11) since one individual

responded to multiple measurement scales and may not have distidgogtiveen the

¥ We compared our final CFA measurement model withtlzer analysis that excluded 16 repeated store
‘formats’. No significant difference (p<.05) waauftd in any item-to-factor loadings for either saenpl
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constructs. Therefore, we applied several common tests to ev@Mate First, using
Harmon’s one-factor test for CMV (Podsakoff and Organ, 1986), wealtestether all
the relevant items loaded onto a single factor using principgbaoemts extraction with
no rotation for all items retained in our final model. This proceniaetified six factors,
with no one factor explaining more that 25% of the total itemamag. While this does
not rule out the presence of CMV, it is unlikely to be problematicd¢Bkoff and Organ,
1986). The data was further tested for CMV using Lindell and Wh#r{2001) method,
in which a theoretically unrelated factor (in this case, aseeal traffic’ measure) is
correlated to the principal constructs. The average correlatiomg ‘seasonal traffic’
and the six constructs was r=.027 (average p-value=.44). Since eohiglation among
any of the study's main constructs and ‘seasonal traffic’ woulthbedication of CMV.

We concluded that there was no direct evidence of CMV.

2.3.4 Confirmatory Analysis of Store Design Constructs

A confirmatory factor analysis (CFA) using EQS 6.1 (Bentler, 220&vas
conducted using the independent field sample (h=175). Since we had onentvszdtie
for product turnover we used the “two-indicator rule” (Bollen, 1989)iguieé 2.3

illustrates the CFA measurement model design.
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Figure 2.3: Graphical Representation of the Measurement Model
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Above is an illustration of the measurement moaletfe confirmatory factor analysis (CFA). For
purposes of visual clarity, only 4 of the 6 lateahstructs are shown, and only the three indicators
“customer service encounter information requirens€tR) are shown. (See Appendix for items)

A= CFA factor loadings.

& = error terms of the indicators.

@ = covariances between latent constructs (discranirvalidity was tested iteratively, measuring
the y2 difference of the baseline model where thisiisrderm is freely estimated versus the
model where it is constrained to “1” or unity.)

The confirmatory results from the first measurement model (Mbdate shown
in Table 2.4. While the fit indices indicate marginal overall(Xf=372.68, CFI=.91,
RMSEA=.07 [90%CI: .05-.08]), some misfit is evident since many offibundices fall
right at or below the recommended cutoffs for model acceptancariti Bentler, 1999).
Therefore, we also use robust estimation statistics to loghkofesible non-normalities in

the data (Byrne, 2006, p.138). The reported robust statistics at tbenladtiTable 2.5
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(S-B X? =328.82, CFI=.924, RMSEA=.06 [90%CI: .04-.07]) suggest that the initial
model (Model 1) had some multivariate non-normality or kurtosis, as trobaslts
indicated somewhat better fit than the original model.

To examine if Model 1 could be improved, we conducted further telstshw
resulted in dropping four items from the model — IR6, SS2, TE7, and $@d.items —
IR6 and SS2 — had low, albeit significant loadings (p<.05) on their irdefadéor. A
Lagrange multiplier (LM) test showed that these two itenfsbited cross-loading, so
they were dropped from their respective scales. Further L9 t® simultaneously
analyze the largest contributors to model misfit (see Byrne, 2006,-8f)82uggested
that two task empowerment scale items (TE6 and TE7) had atededrror terms. The
items were reviewed and it was determined that they wergoneted by respondents as
being highly similar (same) items, so TE7 was dropped. A LMd&ks® showed that
(SC4) exhibited factor cross-loadings and it was dropped.

Since covariance item (LM) modification techniques tend to genm@tasistent
results across multiple samples (MacCallum, 1986, p.109), we condugtedaléel
specification search procedure using two equally sized sub-sawiptee same dataset
(MacCallum, Roznowski, and Necowitz, 1992). The results indicated-tading
problems for the three problematic indicators (SC4, SS2 and IR6)hrsbbsets, which

helped confirm our decisions.
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Table 2.4: Stage 1 —Results of final pilot Exploratory Factor Analysosl@\11) (n=42
SPSS: Maximum likelihood extraction, Not rotated (except for scalesewiwged in text)

Items: measured as degree of agreement with iteenpoint scale (1-strongly disagree, 4-niether Factor
agree nor disagree, 7-strongly agree) Loading

Most of the products that we sell in our stol
Product Difficulty of Use® (DU)

DU1 ..are easy to use. 74
DU6 ..are easy for the average customer to undetsta .73
DU7 ..have features that are well understood byoouers before they enter the stére. .68
Product Turnover ® (PT)

PT9 ..lose value the longer they stay on the shelf. .59°¢
PT11  ..lose their appeal over time. .59°¢

Service Production Complexity (SC):
The way our store produces its overall serviceroffefor customers..

sc1 ..requires a large number of different processdetperformed by clerks and/or sales people g5
during the service.

SC2 ..results in high levels of dependency betweengsses. 71
SC3 ..requires coordination across our entire argéon. .82
SC4 ..requires multiple steps to complete the transacti .90
Customer Service Encounter Information RequirementgIR)

IR2 To satisfy customers, we must obtain informatiamfithem during the service. 67
IR6 Our customers expect us to be able to handle iieguatbout products. 65
IR9 Our customers ask many questions before they makedaict selection. 99
IR10  Our customers need a lot of help in selecting petsdu 84

Design for Self-Selection (SS)
SS2 Our store’s overall design assumes that custonherady know a lot about the products that g3
they are purchasing.

SS3 Our store’s use of layout and fixtures make it dasyustomers to select and transport 68
products for themselves.
SS9 Our store allows customers to pick products filte shelves themselves. .73
SS10 Our stores design is mostly a “self-select” envinemt. .95
Front-line Employee Task Empowerment (TE)
TE2 Our employees have the authority to correct problamthey occur. .81
TE3 Our employees are allowed to be creative whewn tleal with problems at work. .90
TE4 Our employees do not have to go through a lotdtape to change things. 71
TES Our employees have a lot of control over how theyteir job. 74
TE6 Our employees do not have to get management’s epigoefore they handle problems. 70
TE7 Our employees are encouraged to handle problertiseyselves 70

&reverse coded item

® Promax rotation on product complexity factors ‘ot difficulty of use” and “product turnover”
indicated no loading >.1, so these constructs sivdence of unidimensionality.

©On a two item scaley, is simply the correlation between the two items
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Table 2.5 — Stage 2: Model comparisons with recommended Values

Fit statistic One Factor One Factor Model 1: Model 2: Recommended
ModeP ModeP Initial Modified values
(Initial (Final Measurement Measurement
measures) measures) model model
XZ — not adj. 1452.07 1066.04 372.68 174.79
d.f. 230 152 216 138
¥2ld.f. 6.31 7.02 1.73 1.27 k3.C
RMSEA 18 19 .07 04  kO0.0E!
(90% CI) (.17-.18) (.18-.20) (.05-.08) (.02-.06)
NFI .24 .26 .81 .88 > 0.8 marginal
NNFI (TLI) 19 .20 .89 .96 fit and
CFI 27 28 91 97 P 0.9 good fil’
GFI .52 57 91 91
AGFI A2 .46 .87 .88
SRMR 17 17 .07 .06  <0.0¢°
Robust Statistics
S-B Xz 1297.62 932.03 328.82 158.90
N-NFI 21 .23 91 .98 > 0.8 marginal
CFI .28 .32 .92 .98 fit and
> 0.9 good fif*
RMSEA 16 A7 .06 03  KO0.0E>P
(90% ClI) 15-.17 .16-.18 .04-.06 .00-.05

& Brown and Cudek (1993).
® Hu and Bentler (1999).
¢ Bentler (2005), Byrne (2006)

! We compared our final measurement model with aatiodel excluding the 16 repeat store ‘formats’
(same chain store type), and found no significairsquare difference (p<.05) in the two modelsitiem-
factor loadings.

2Both the initial items and the reduced item modeterxcompared with a one factor model (where athste
loaded onto one common factor) to evaluate modpetarement.

The revised measurement model (Model 2) was re-tested and eahwaigh the
original model (Table 2.5). The second model fit statistis £174.79, CFI=.971,
RMSEA=.039 [90%Cl.02-.06]) were significantly improved, suggesting ithatas a
good measurement model (Hu and Bentler, 1999). The LM test showegnifaaint
correlated error terms with the latent constructs, suggeshag the latent factors

(constructs) were unidimensional (Byrne, 2006). All the CFA resudéscriptive

50



statistics, factor loadings, and reliability statisticshi$ final model are reported in Table
2.6. Note that all factor loadings remained significant (p<.05) argk|(>.50). The
construct correlations, the average variance extracted (ANE)xeale reliabilities were
given in Table 2.7. Note that all but one scale, product-difficultysaf, surpassed the
.50 AVE cutoff established in the literature (Fornell and Larck®81), and all reliability

statistics met or exceeded the .7 cutoff (Nunnally, 1979).
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Table 2.6 — Stage 2: Final (Model 2) items, item means, standard deviations, item
loadings, and t-values from CFA (n=175)

Items: measured as degree of agreement with iteenpoint scale (1- Mean S.D. CFA t-value
strongly disagree, 4-niether agree nor disagrest,ongly agree) Loading?®
Most of the products that we sell in our store...
Product Difficulty of Use (DU)
DU1 ..are easy to use. 1.96 1.36 Y- J—
DU6 ..are easy for the average customer to undetsta 2.15 1.31 .57 5.44
DU7 ..have features that are well understood by custebefore they 2.50 1.52 83
enter the stor@. 5.56
Product Turnover (PT)
PT9 ..lose value the longer they stay on the shelf. 3.35 2.20 .68 -
PT11  ..lose their appeal over time. 3.27 1.90 78 -
Service Production Complexity (SC):
The way our store produces its overall serviceroféefor customers....
sc1 ..requires a large number of different processd®tperformed by 4.2 217 83
clerks and/or sales people during the service. 77
SC2 ..results in high levels of dependency betweengsses. 4.62 2.01 .85 11.72
SC3 ..requires coordination across our entire argéon. 5.24 1.89 .80 11.09
Customer Service Encounter Information RequirementgIR)
IR2 To satisfy customers, we must obtain informatiamfrthem during 4.63 1.96 s o D——
the service.
IR9 Our customers ask many questions before they makedaict 4.95 1.65 91 8.10
selection.
IR10  Our customers need a lot of help in selecting petsdu 4.47 1.70 83 8.07
Design for Self-Selection (SS)
SS3 Our store’s use of layout and fixtures make it dasyustomers to 5.43 1.69 64 8.71
select and transport products for themselves.
SS9 Our store allows customers to pick products fromghelves 5.49 2.00 84 11.04
themselves.
SS10 Our stores design is mostly a “self-select” envinemt. 4.97 2.23 87 -
Front-line Employee Task Empowerment (TE)
TE2 Our employees have the authority to corredbleras as they occur. 5.30 1.60 TT7 e
TE3 Our employees are allowed to be creative when deay with 5.41 1.44 85 11.59
problems at work.
TE4 Our employees do not have to go through a lotdftape to change 4.78 1.85 64 8.52
things.
TES Ourgemployees have a lot of control over how theytebir job. 5.13 1.71 70 9.45
TE6 Our employees do not have to get management's epidoefore they 4,32 1.94 73 8.63

handle problems.

& Standardized coefficients, all loadings are sigaift at p < .05.
® Reverse-coded item, item measure reversed byestibt response value from 8.
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Table 2.7 — Stage 2
Inter-construct correlationayerage variance extractednd scale reliabilit§)

Seasonal
Traffic Composite
Marker | DY PTSC RSSO TE peiability
Variable)
Product
Difficulty Of Use -.04 .43 74
(bL)
Product Turnover 03 02 53 69
(PT)
Service Production .
Complexity (SC) -.10 .18 A2 .68 .87
Customer Service
Encounter
Information .07 A4 =11 .25* .58 .86
Requirements(IR)
Design for Self- i . .
Selection (SS) .10 -.25 12 .07  -.40 .61 .89
Front-line
Employee Task i i . .
Empowerment .05 .03 A3 .06 .23 -21 .53 .88
(TE)

& The lower half of the matrix shows the estimatedelations between the latent constructs,
the diagonal shows in italics values for the avera@riance extracted (AVE) for each
construct.

® For two item scales, composite reliabilisysimply the correlation between the two items
* Correlation between factors is significant at@k<.

The discriminant validity of the final measures (Model 2) wested using a
series of pairwise tests where the covarianggdbétween each pair of constructs was
fixed to “1” and compared to the freed covariance using difference test (Bollen,
1989). Every covariance, when fixed to one, resulted in a significargiase (p<.05)

in the overall modek? statistic over the baseline model as shown in Table 2.8. This
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analysis supported the discriminant validity of our final measuremainthe latent
factors. We report all item correlations, variances, and covariances in Table 2.9.
Finally, we verified that each of the three store operatimgplexity factors
were conceptually distinct by modeling them as a refledeend-order factor using
CFA. Our post-hoc analysis revealed that even though the loaglergspositive they
do not significantly load on a latent second-order factor. So whekse scales are all
store operating complexity factors, they are not part any semwled store operating
complexity construct. Taken together, the results from our analysis confinatezhth
of the store design strategy factors used in the final measaotemstrument were

conceptually distinct (Chapter 2: H1-H6 supported).

Table 2.8— Stage 2
Discriminant validity analysis — Chi-square difference ¥8st

DU PT SC IR SS

Product Difficulty
Of Use (DU)

Product Turnover
(PT)
Service Production

Customer Service
Encounter
Information

Requirements(IR)

Design for Self-
Selection (SS)
Front-line Employee

Task Empowerment 226.45 208.59 189.06 188.61 214.51
(TE)
2 The lower triangle of the matrix reports tifestatistic for constrained correlation paths betwesech pair

of latent constructs. Thg statistic for the baseline model ig®= 174.79 %>.05, criticak3.8, df = 1).
®  All constrained pairs are significantly differdram the baseline model (p<.05)

203.85 - - - -

188.65 206.34 179.18 - --

223.14 179.68 180.49 24151  --
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2.4 Discussion of Chapter 2 Results

This paper used organization information processing theory (QtPdgvelop a
new conceptual model for retail store design strategy and dedehopid-item scales to
measure each of the salient constructs. A rigorous two-stageach was used to
develop and validate a hypothesized measurement model, which wasnedniih the
second stage using data collected from retail stores in the Sstutheted States. This
study contributes to the theory and practice of retail serviceagegment in a number of
ways. First, it answers calls in the service managentenatlire (e.g. Chesbrough and
Spohrer, 2006; Roth and Menor, 2003) for a more scientific approach to dkpamnodly
of knowledge around services (e.g., service science) by developpigoaty verified
construct measurement instrument. Second, these scales and insptonetd retail
managers and academics a means to weigh design strategyffsraddhird, the
conceptual and measurement model allows for future research timat thoe theoretical
nomological network of construct relationships, as well as testtheh or not
conformance with the retail store design strategy conceptwalelmleads to more
satisfied employees and more effective store delivery systems.

The use of OIPT in services literature suggests that tasktaimtg for both the
customer and the server are major issues in determiningfdativeness of the retalil
store design strategy, and that the organizational design sérastsists in gathering and
processing the information needed to manage uncertainty (SidhlE32, p.538). We
suggest that managers affect operating complexity through tetisel of their product

offering and the complexity of their service production proces€ege these decisions
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are made, the service encounter information requirements seesad. The amount of
information needed then determines what constitutes an effexistemer encounter
design choice. The two design variables managers can maeipaldhe customer

encounter are the degree to which the store is design fagededition and the degree to
which server job designs are empowered.

The empirical validation of the hypothesized model using confirmat@thods
allows for a more rigorous testing of service design stratelgyionships. The model
needs further development and testing to establish causal relgt®remong the
constructs (see Chapter 3). However, the instrument developedamepotentially be
used to evaluate customer satisfaction for store systemdeaediflevels of complexity.
It also could provide valuable feedback to retail store manadpnst aheir product
assortment and service production processes, in relation to inforrpadicgssing needs
and design choices. As proposed by Boyer and Swink (2008), an additieradlthese
new measurement scales would be to replicate and examinengegstvice design
matrices (e.g. Buzacott, 2000; Huete and Roth, 1988).

Finally, while marketing and service operations research hssussied the
application of OIPT principles to service encounter co-production, robsthese
discussions are conceptual taxonomies or case-based studiesittigtherhpirical
validation or definitional rigor. By developing validated, empiricedasures from an
information processing-based framework, we provide an opportunity $eamehers to

empirically examine OIPT relationships across different sergontexts. By developing
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and defining these constructs for retail store design strategyprevide a platform for
examining future strategic design issues in this industry.

There are limitations to this study. First, the measurementument was
developed to gather only the retail store managers’ view, whely limit their
applicability to some contexts (e.g. employee empowerment). tHeless, this limit
can be addressed in future research validating the scalesbatithemployees and
customers. An additional limitation is that store operational cexitglis measured
using only three separate factors — service production complexvigugr difficulty of
use, and product turnover. While these constructs have been widely discuske
service production literature, it is possible that other fact@ng contribute to retail store
operating complexity. Third, this research examines only twoomest encounter
strategies — design for self-selection and employee task empewe Additional design
variables (e.g. employee knowledge and experience) need tctbd. teFinally, it is
possible that the customer community and segmentation may affechtiopal
complexity in different ways, so that the store’s physicaltlonaor the demographic
characteristics of the customer base may allow the storietdieely manage multiple
operating systems under one roof (e.g. Store within a storé)le e scales evaluated
here provide a valuable first endeavor, their scope can be expanded batng of the
items and constructs, and to incorporate customer viewpoints. This wdald al
validation of the instrument from both the store and customer perspective.

Future research should also further refine and augment the dadasshown in

Table 2.6. While our final revised model had good psychometric propetties,
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preliminary model had four cross-loading or bad items. Sinceaapls size was too
small to conduct a traditional split sample calibration-valafatstudy (e.g., Anderson
and Gerbing, 1988), future replication studies in the retail storeromment are
warranted (Boyer and Swink, 2008).

While this model and instrument were developed for retail storevaluate the
different constructs that make up design strategy managemeastpdssible that the
constructs and measures can be modified and applied to other informetiaervice
environments, (e.g. financial services; healthcare, etc.). Xanme, these constructs
and measures may also be valuable to managers and academyaosgstustomer
relationship management (CRM), employee training, and knowledgeghar

mechanisms in retail store environments.

2.5 Chapter 2 Conclusions

This research proposes a theory-based, retail store servsign dstrategy
framework (Figure 2.1), and develops related construct and operat@asiures that
may be useful in future research. These scales were thente@lidause in-store retail
environments, where customers come to the store to make product psiwrchEse
conceptual model can provide a priori guidance about what service coiosnatll be
effective, or if the realized service design strategy ctflavhat was intended in the
original service concept idea. The instrument and resulting measamealso be used by
managers to examine their existing designs vis-a-vis the nadklto calibrate the

relative performance of their design choices. These acsiveimuld give managers
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insight about whether their operating complexity is generaliigiper margins, and
whether they need to make system design changes to managamdaskformational
uncertainty in their stores.

Our measurement study integrates theories from prior service desrgtulie and
OIPT, and uses a two-stage approach to create new measuneduites retail store
design strategy. These measures explicitly incorporate sfmeeational complexity
factors as well as retail service design strategy aedsiand will allow managers to
examine how adjustments to product line and service production conjpédfect
service encounter information processing. Our model factors demedoped to examine
the associations of operating complexities with service encouim®rmation
requirements, store self-selection, and server task empowerneneges. By
developing the conceptual model using an OIPT lens and confirmingytiaghlesized
model, we argue that an effective retail store servicegdesirategy is one which
coordinates the customers’ purchase decision by giving themsattcéise information
that they need to select products. We hope that this reggaxsties a foundation for
both retailers and practitioners to better understand and evaluate thestieg&gies they

use to enhance customer service encounters and retail store experiences.

59



CHAPTER 3

Linking Customer Information Requirements, Retail Store Design Steateayid
Satisfaction: A Structural Model Analysis
3.1 Purpose of Chapter 3

Three of the TVs are dark in Wal-Mart's electronics depart,

where the only two clerks in sight stock the shelf and disappear.

At nearby Target, the digital camera desk is unmanned, and there’s

no staff roaming electronics. In Circuit City, a clerk conceifs

his first day on the job and first week in the country. But over a

Best Buy (BBY) three clerks staff the “Geek Squad” counter, and

another hovers nearby, poised for questions, which he handles with

ease.

(Jayne O’DonnellUSA TodayJuly 22, 2008)

In this study, we posit that retail service organizations ga#met process
customer information through store design strategies that ategtally linked with
customer service encounter information requirements and expectatibhs. above
example of store visits in the consumer electronics industryrdhgs the importance of
managing customer information expectations with an effective mestencounter
design choice. In three of these four cases, the completeeseatfesstore model did not
satisfy the customers well because the complex nature ofosliest service-product
offering was not well-integrated with customer encounter gfiegethat would manage
the customer’s information needs (Siehl, Bowen, and Pearson, 1992gxdfople, the
product offering difficulty of use in the consumer electronics segrtypically requires a

more complex delivery system strategy to manage the imatehsterogeneity of

customer requirements expected in the service (Menor, Roth, anch N2, p.277).
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Yet, operations management research notes that retail seamoepts (e.g. service
intentions) are not always in sync with actual delivery systdgesign strategies
(Goldstein, Johnston, Duffy, and Rao, 2002; Roth and Menor, 2003; Chapter thjs In
chapter, we use service operations theory and organizational infornpaioassing
theory (OIPT; Galbraith, 1973; 1974) to develop a structural model tgzanaoth retalil
store delivery design strategy relationships and their impacboth employee and
customer delivery satisfaction.

Retailing is “the business of providing goods and services to castdor their
personal or household use” (Ghosh, 1990, p.51; Chapter 1). Customers periceve va
added service encounters in retail ‘bricks and mortar’ store rdegitat make the
customer’'s product-selection choice easier (reduce uncertaintyproviding the
appropriate level of service encounter information processing to ctEmp&rvice
delivery tasks (Mills and Turk, 1986). The store design stredegfi retailers should also
provide the necessary supporting infrastructure (job design), seudervice layout),
and coordinative (integrative) resources required to effectivelyagencustomer
encounter behaviors (Voss, Roth and Chase, 2008; Roth and Menor, 2003; Roth and
Jackson, 1995).

Store operating complexity factors will also affect custosmwice encounter
information requirements in the design system. Retail stores mmnage complex
product offerings, products with high turnover rates, or they mag hamplex service
delivery processes. A good retail store design strategpgnézes the impact each of

these factors will have on customers, and will try and resoledisparate information
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needs in the service encounter (Mills, 1986). However, empigsabrch examining the
strategic design links between store operating complexity factarstomer service
encounter information requirements, and the customer encounter choicehatces
service encounter satisfaction is limited.

Key design constructs grounded in service operations strategy aardzatgpnal
information processing theories (Table 2.1 and Appendix 7.1.1) were erypirica
developed and validated in Chapter 2 to evaluate and measure the clamemtte of
retail store design strategy. As in other services, stielers strategically choose,
build, and deploy resources to design service delivery system té&ntthie” (Roth and
Menor, 2003; Roth and Jackson, 1995). Design architecture is made up ofcspecifi
structural capital (store layout), infrastructural (employde designs and policies), and
coordinative resource decisions (Roth and Jackson, 1995). Retail fienshese
resources to manage the customer-server interactions in thesr ogierating systems.
While the importance of linking service delivery system architec choices with
environmental conditions is generally acknowledged (e.g. Roth @kdaig 1995, Roth
and Menor, 2003; Fitzsimmons and Fitzsimmons, 1999), there is no emm@stagtof
what design choice is best for managing customer information megueduct-selling
retail store environments.

Organizational information processing theory (OIPT) recommends désgn
choice is appropriate to manage customer service encounter iti@rmeguirements, if
one considers the important information processing role of the custorpeoducer in

retail organizational systems (Siehl et al., 1992, p.538). Servsogndstrategy literature
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acknowledges that a key difference between service and manirfgcproduction
systems is the co-productive nature of services (FitzsimrandsFitzsimmons, 2001,
Roth and Menor, 2003; Langeard, Bateson, Lovelock, and Eiglier, 1981; Loyvelock
Vandermerwe, and Lewis, 1999). As co-producers in service systestomers are part

of a larger organizational design strategy to manage tasktaimter In fact, customer
information requirements are recognized as a key source of inpertainty for service
production systems (Sampson and Froehle, 2006, p.332) and for service encounters
OIPT recommends how organizations, in response to uncertainty (defitieel absence

of information), might develop design strategies to handle systel@-wiformation
processing requirements (Galbraith, 1973; 1974). However, OIPT chseaservices

has not empirically examined retail service design choiceghar integration into
specific retail store design ‘architecture’ strategies (Roth and Jackson, 1995)

By developing a structural equation model (SEM) to examinel rd&sign
strategy relationships, we address several important questiaiss, Wd investigate how
operating complexity factors — product difficulty of use, produahduver, and service
production complexity - are linked with customer service encountesrniation
requirements and the customer encounter choices of retail st@res.first research
guestion asks: Do retail store operating complexity factorstecreastomer service
encounter information requirements? And, do customer service encaufotenation
requirements motivate the retailer's choice of in-store custoemeounter strategy
(design for self-selection, employee task empowerment)?, Wexivant to understand if

integrating customer service encounter information requirematiisspecific customer
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encounter choices leads to better perceived customer deliveryrgmolyee satisfaction
experiences. Our second research question asks: Does linkin§cspestomer
encounter choices with service encounter information requiremept®vm employee
and customer delivery satisfaction? Finally, we investigate size effects by asking:
Do the proposed retail design strategy relationships vary basedtara size
(large/small)?

In the next section, we discuss the structural model (Figureadd)related
Chapter 3 hypotheses investigating retail operating compleaitiors, the resulting
customer-server information needs, and the retailer’'s customaurgec strategy choices

to manage customer service encounter information requirements.

Figure 3.1: Retail Store Design Strategy Structural Model (SEjyptheses
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3.2 Structural Model and Theoretical Development

We used six design-related constructs culled from serviceaipes and
marketing strategy literature (from Chapter 2; Table 2.1) ancklolged two new
satisfaction constructs to construct a retail store desigtegyranodel based on
organizational information processing theory (OIPT). The Fi§utenodel incorporates
the three key concepts of OIPT: Whcertainty (measured by three store operating
complexity factors); 2)nformation processingcustomer service encounter information
requirements), and two appropriate; @)stomer encounter choicdesign for self-
selection, employee empowerment) to achieve the best organizataesgn
performance (Premkumar, Ramamurthy, and Saunders, 2005) measured by botlrcustom
delivery and employee satisfactiorkirst, we argue that operating complexity factors
create the need for customers to seek information processing tegsaml the store
service encounter (Siehl et al., 1992; Mills and Turk, 1986). In retagss customers
may internally process needed information from servers, taggra @ resolve product-
selection task uncertainty (Mills and Morris, 1986, p.732). Our modehiees the
important links between these customer service encounter informaipiraments,
store customer encounter choice, and the satisfaction of emplaydesistomers with

service delivery in retail store environments.

3.2.1 Store Operating Complexity Factors

Three important internal operating complexity factors to considstore design

strategy are the product difficulty of use, product turnover, and tivecaeroduction
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complexity. Firstproduct difficulty of us€DU) is the difficulty (or relative ease) of use
of the store’s product offering and assortment for customers (€@Hpt The complexity
produced by the stores product offering mix determines how much iatiormor
analysis is anticipated from servers in the design structurestive task uncertainty
(Buzacott, 2000). Product turnover(PT) is the speed at which the store’s product
offering depreciates, spoils, or becomes out-of-date (Chapter 2)jsapdrt of a
merchandising effort to offer more frequent introduction and aerah@roducts that are
targeted to specific customers in the local market (Dawson, Finatal Sparks, 2008,
p.214; Grewal et al., 1999), or it may be driven by the nature ohpéilgy of the core
product line in the store (Cattani, Perdikaki, and Maruchek, 2007).IlyFitlee service
production complexity(SC) is defined as the “level of coordination (number and
interdependence of steps) required to produce the retail se(@katjgs and Huffman,
2003, p.778; Shostack, 1987; Chapter 2). The higher the number of stepore’sa st
service process, the more interdependence and coordination isamgt¢es®solve task
uncertainty in service encounters (Skaggs and Huffman, 2003; Mills arkg 1986).
The notion of service production complexity is largely derived fisimon’s (1962;
1969) work on complex systems as those having a large number of stspa/pia
highly interdependent relationships (Chapter 2).

An example of how operating complexity factors create unogytés seen in
home theater stores, where the big screen television (TVgaseaproduct offering. In
the home theater store, both product use and service process cisticactetated to the

product offering dictate what service encounter task uncertaipesent. The product
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may be newly introduced to the market or come with multiple cemghtary products,
and may be bundled with service offerings such as home deliastgllation services,
and warranties. The consumer faces uncertainty about which bundl&Vof
complementary products and services to purchase, and seeks informatsolve this
uncertainty (Mills, 1986). Uncertainty exists in this case ofanowmplex products
where specific choice options cannot be eliminated quickly (Campes8; IBM,
2005), and most managers recognize that increased product compéxihegatively
affect their operating margins (Gottfredson and Aspinall, 2005).

Yet, operating complexity in the product/service offering maso dde highly
valued because of the customization benefits it provides to cons(@estack, 1984,
1987), and it may be associated with higher profit margins ifagech effectively (Menor
et al.,, 2001). Moreover, the supporting merchandise, expertise, and sefigred for
sale is one of the major factors influencing a customer’'sidacto shop at a particular
store (Ghosh, 1990, p.77). So, retailers must match the level of prfflerehg and
service production complexity with the needs and expectations of customnikeir retail
segment. While retailers control their service processegittiict offerings to some
degree, once the store operating complexity factors are tafglisised in the minds of

customers, they are hard to change.

3.2.2 Customer Service Encounter Information Requirements

In store service encounters, operating complexity factors dmipdormation

processing needs for both servers and custome@ustomer service encounter
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information requirementgIR) are the degree to which customer requirements are
unknown (to store servers), requiring information or analysisotoptete a service
transaction (Chapter 2). Service system structures caadmfidd based on the need for
information or analysis to be performed in the service encountea¢Btiz2000; Siehl et
al., 1992; Mills and Morris, 1986). If the store service delivemstesn fails to provide
these information processing capabilities, it results in mone @nd effort than the
customer may be willing to spend to complete service encounter(tdglssand Turk,
1986). In information rich and more complex service contexts, the nggddess and
transfer information between server and customer by providingpiir®@@iate level of
contact is key to satisfying service customers (e.g. Xue ard, 2@08; Kellogg and
Chase, 1995). In addition, measures of service offering informatioergantthe retail
banking industry have been shown to effectively position and classiyce delivery
channel use (Huete and Roth, 1988). Yet, no studies directly meaasuviee encounter
information requirements in retail stores, or develop empirical mdtat explain store
design strategy relationships.

Examining retail store operating complexity factors (prodiifftculty of use,
product turnover, and service production complexity) and customer sencoerger
information requirements with an OIPT theoretical lens providesasting insights for
understanding retail store design strategy relationships. , [pesteived complexity
creates uncertainty and information requirements in any ordg@mmah system
(Campbell, 1988). If store service delivery systems are pam afverall organizational

design structure, then customers co-produce any service encouktéMiibs 1986).
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Customers bring more uncertainty into retail service encountersewhere are store
operating complexity factors caused by either the nature hef retail store’s

product/service bundle offering or its internal production processes.

3.2.3 Customer Encounter Design Choices

Increasing task uncertainty may be managed by designing stetems to more
efficiently process customer information by: 1) creatingclslaesources to isolate
information processing needs and/or 2) cutting across lines of autloritreducing
hierarchy dependence) to increase information processing dapstffPremkumar et al,
2005; Galbraith, 1973). There are multiple store design stratdtaegetail service
organizations use to manage customer information processing requiren@msis to
create service designs that require less information processitigstomer encounters
(i.e., designing for self-selection), and another is increasingniaftton processing
capability of servers by providing front-line employees with jobk tempowerment

(Galbraith, 1973; 1974, Honold, 1997).

Design for Self-selection

First, retailers can design their internal delivery systemprocess information by
creating self-contained tasks that create slack resour@disréidh 1973; 1974) through
design for customer self-selectiolesign for self-selectio(SS) is the degree to which
the store structure and layout supports a customer-based “do selfouservice

environment (for product-selection) — from Chapter 2. If the sub-rauteguired to
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complete product-selection tasks are relatively simple, than it of the service
delivery can be performed by customers (de-coupled) through desigmingelf-
selection, rather than by human-server contact (Buzacott, 200yHaid Murphy,
2008). This practice frees human resources to focus on improving tranghc
efficiency (Chapter 2). If customers feel that they havegmal control over service
encounter tasks, then they will perceive time and efficienaysgay performing these
simple tasks for themselves (Bateson, 1985). However, getting caisstonigse more
cost-efficient self-selection channels will depend on understandingugtemers’ need
for human contact to process rich (or more complex) information mo(Kellogg and
Chase, 1995); this can also be achieved by developing in-store sysigms or

technology that can substitute for human contact (Xue, Hitt, and H&@@v; Froehle

and Roth, 2004) by communicating information about store products and service options.

Employee Task Empowerment

Empowered retail job designs give front-line employees the opportamity
eliminate dependence on hierarchy (Galbraith, 1974), give the nBcesggort to
customers, and allow the system to recover from possible semiicee$ (Miller,
Craighead, and Karwan, 2000). We define front-line stonployee task empowerment
(TE) as the level of control (discretion) provided to front-line wske the retail service
production process (Hayes, 1994; Argyris, 1998; Buzacott, 2000; Chapter i®)thdt
natural tendency of organizational systems to create hiezarohipre-programmed tasks

to manage complexity (Galbraith, 1973; 1974; Premkumar et al., 2005).il jRbta
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design strategies that provide employees with the discretionwhdrigdy to effectively
coordinate information in more uncertain task environments increasability of the
design system to process information in a timely manner (Ch&pt&tore managers are
often the hierarchy of dependence in retail settings, providing presénmg and
analysis when transactions fall outside the routine (Shim, LusciGalagberry, 2002).
As such, only store managers are presumed by retail organizatibokl the knowledge
or judgment to override company policies or procedures (Davidson and Fielded, 1999).

In an effort to manage part-time and lower paid workers and td oo
objectives, retail stores have been characterized by jobngdesith routine tasks, lack of
investment in employee cross-training, and an organizational empbra management
authority to control in-store activities (Zeytinoglu, Lillevik, &en, and Maruz, 2004).
Also, larger retail organizations may wish to provide more empoemrio workers, but
may not how to do so cost-effectively (Argyris, 1998). Honold (1997) arthed the
sum of the empowerment literature is that employee empowermesitbe incorporated
and defined into the organization’s overall design strategy. There#whieving
systemic task empowerment is largely a result of the arghon’s readiness to embrace
front-line employee empowerment programs, and it is not oftereaathiin the short-
term (Honold, 1997, p. 202-203).

Power structure theory (Kanter, 1979; 1993) suggests that front-lineoysepl
task empowerment is not so much dependent on the employee’s abidities the
“position that the person occupies in the organization” (Kanter, 1979, p.Té@refore,

it is only by being granted systemic authority through tjoéirdesign to mobilize and act
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on customer information, that retail workers will have any peater to manage task-
level decisions (Kanter, 1993). Hayes (1994) developed the employeaverment
quotient (EEQ) questionnaire scale that has been used acrossbarnofmdifferent
service operations quality contexts to examine the efficacysanlice task-based

empowerment programs (e.g., Melham, 2004).

3.3 Chapter 3 Hypotheses Development

By linking the appropriate design choice (Roth and Menor, 2003; Roth and
Jackson, 1995) with customer information requirements, the systemr batisfies
internal employees and external customers (Premkumar et al., Ffffers and
Bamford, 2002). Building on these theoretical insights, we investifjatekey store

design strategy relationships using our structural model.

3.3.1 Store Operating Complexity Factors — Affects on Customelnformation
Requirements

Our model store operating complexity factors— product difficultysd, product
turnover, and service production complexity - affect the customeiceeencounter
information requirements in retail store delivery systems. rriataincertainty within an
operating system typically comes from the information intertstysed by either process
or product-related factors (Zhang, Melcher, and Li, 2004; Simon, 19@%3rvice

operations research argues that customer involvement in theespracess and the

72



product offering strategy are key sources of internal operatiomadrtainty in service
delivery system settings (Field, et al., 2006, p.153).

Product difficulty of useThe store’sproduct difficulty of useffects the amount
of information that must be processed in the service encounter (CBaple retail store
service delivery systems, product offering difficulty of use drivdde need for
information from the perspective of the co-producer/customer (Oppeana
Timmermans, 1997; Bettencourt, 1997). This type of product-driven coryplesy
vary considerably from retailer to retailer and it is an irtgodr consideration in
designing any transaction-based system (Zhang and ReicBge; Gottfredson and
Aspinall, 2005). Product offering difficulty of use indirectly cematheterogeneity in
customer needs that will determine the system requirementsefeer contact or
interaction (Menor et al., 2001). Similarly, Buzacott (2000) argues that sncgezariety
of customer demands or requests needs a service system stthature also more
complex and dynamic, and that anticipated customer-server itform@eeds should
drive what type of design structure is most appropriate. Howeénee empirical
research focuses on the relationship of product offering propgiersus process
properties) and the transactional structure of service orgamzafzhang, Melcher, and
Li, 2004). However, Malone, Yates, and Benjamin (1987) use the tewdugqr
description’ complexity (p.486) — to describe the amount of informahah has to be
communicated about a complex product to an end-user. They argueishatmajor
contributor to the amount of task uncertainty in any production syst&msuch, the

extant research suggests that products requiring complex deswipfiproduct features
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and benefits will increase shopper task uncertainty, requiringe migformation

processing in the service encounter.

H1: Product difficulty of use (DU) is positively associated with cust@esrice
encounter information requirements (IR) in retail stores.

Product turnover Another indicator of store operating complexity that affects
information processing is the store’s product turnover (Chapter 2etadler’s product
mix may be comprised of thousands of different items and is panedftore’s overall
merchandising strategy (Ghosh, 1990). Some items in the product encoasumer
staples with very predictable demand patterns that are famiitia customers.
Nevertheless, retailers in many segments are under préssiaey a large percentage of
high turnover products in order to satisfy a wide range custoneztsnand to meet
competitive demands (Ghosh, 1990, p. 347). The range planning and the number and
frequency of new items a retailer introduces into the stoseahso been shown to
increase urgency in the buyer and retailer to clear out slselng lines through sales
which require negotiating pricing and terms (Betts and McGiNdid995). If a retail
store has a large number of products with short product life cyslesnay contribute to
overall complexity if more perishable items require informatbout customer demand
(Chen and Watanabe, 2007) or internal systems to manage produgt, ‘ayetit, and
process changes (Ketzenberg and Fergusen, 2008).

While operations strategy literature has long history of digtgske importance

of linking short product life cycles with task uncertainty and mampdex production

74



designs (e.g. Hayes and Wheelwright, 1979), high turnover produsis ganerate
customer uncertainty and information needs in service encounterd €bial., 1992).

For example, studies of online groceries indicate that more pelespeoduct offerings
are perceived by customers as high risk because the custonmerowmaake their own
personal quality comparisons to resolve uncertainty (Cattani, Perdd@kiMaruchek,

2007). Therefore, we hypothesize that the product-selectiorutesktainty caused by
high product turnover will necessitate more information processingtore service

encounters.

H2: Product turnover (PT) is positively associated with customer service esrcount
information requirements (IR) in retail stores.

Service Production ComplexityComplexity theory (Simon, 1969) states that
complex operating systems will be characterized by multipteractions within an
organizational system that are independently confined in some Tegylevel of service
production complexity should also be connected to the original service ptodea
(Goldstein et al., 2002). In the service value chain literature,sémeice concept
(offering) is simultaneously considered along with production psodesisions (Heskett,
Sasser, and Schlesinger, 1997). While the service concept and productessescare
treated as distinctive components in service operations stritigyure, understanding
the links between process design strategy and the original sémtéce is a critical
research gap (Goldstein et al., 2002; Roth and Menor, 2003). High spredection

complexity may actually reflect customization benefits thatvalued by consumers and
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this may lead to higher profits (Shostack, 1984; 1987), but the prachiaiénge for

many retailers is that they may not know how effectively rgarfagh service production
complexity in a cost-effective and ongoing manner (Ghosh, pp.132-133rM¢ al.,

2001).

Retail stores, like other service systems, increasingly aofidtiple channels to
interact and gather information about customers (Patricio, Frek,Falcao e Cunha,
2008; Xue et al., 2007). Internal task uncertainty in these casesatydiinked with the
number of customer-server interactions and interdependent information (Sedgs
and Huffman, 2003, Field et al., 2006). As such, coordinating multipleo$etsrver
interfaces increases the customer’s burden for informationrgeakithey must navigate
a complex store service process and multiple servers to getivelyatvant. Therefore,
we expect that service production complexity also increasesustencer information

processing requirements in retail store service encounters.

H3: Service production complexity (SC) is positively associated with cestom
service encounter information requirements (IR) in retail stores.

3.3.2 Customer Information Requirements and Design for Self-selection

The use of design for self-selection as a customer encotraiegy is possible if
sub-routines can be de-coupled into simple sets of activities tloat aelistomers to
perform most product-selection activities without the help of sexwetact or interaction
(Chase, 1978; Bateson, 1985). Design for self-selection is a pautseltf-service

environment, where customers perform all (or most) of the prodwesitEsl service
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delivery tasks (Chapter 2). Service organizations pursue seitesatrategies primarily
for cost and efficiency reasons (Bitner, et al., 1997; Chase, 1978gre Tare also
customer time-efficiency gains in self-service systensrigto et al., 2008; Bateson,
1985), which they prefer if tasks are simple and clear to theon.example, Buzacott
(2000) argues that in simple sets of service encounter tasks aee efficiently
performed by customers. Conversely, when customer service encaufotenation
processing is high, and information is harder to exchange, udirgepgce channels of
delivery effectively is limited by the frustration customengio want more interaction
from severs (Xue and Field, 2008). In these cases, the rightsygisan design strategy
choice will be to provide more labor (human contact) to manageitie customer
service encounter information requirements (Chase, 1978; Kellogg_haske, 1995).
Customers who already know about the store’s product/service off@rinbe more
willing to participate in self-service systems (e.g. Bates®85; Xue, et al., 2007)
because they have no uncertainty about product-selection decisions.

Swedish furniture retailer IKEA is an example of a storévde} system design
that effectively integrates operating complexity factors, aust service encounter
information requirements, and design for self-selection. The useatgbedtkaging and
unassembled products allows customers to transport furniture homegcaniges little
need for store servers to process service encounter informatiomofoe delivery,
customization, or manage financing arrangements for customers,isuadlso very cost-
efficient (Moon, 2004). At IKEA, even first-time customers bring klemlge of the

product and service offering into the store service encounter, andotiges dayout
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effectively communicates information about how (and by whom) thecsewill be
delivered. High self-selection stores have simple internal gtoveesses with no
interdependency, low customer service encounter information requirenaek highly
standardized job tasks for front-line employees.

Design for self-selection strategies, like IKEA, effeely manage low customer
encounter information requirements throughout the store system d@yz2000;
Campbell, 1988; Premkumar et al., 2005). This is most efficielthe by designing
tasks that allow customers to easily select products withoutrhgeraer contact. We
hypothesize that stores will use this type of customer encosinééegy more often when

customer service encounter information requirements are minimal.

H4a: Customer service encounter information requirements (IR) arevedg &l
associated with design for self-selection (SS) in retail stores.

3.3.3 Customer Information Requirements and Employee Task Empowerment
Front-line employee task empowerment provides organizations ihty @b
adapt to operating task uncertainty (Menor et al., 2001; Fieddl,e2006, Miller, et al.,
2000). Empowered job designs also systematically improve of seewqsoyees’
abilities to handle uncertainty and provide improved system responssvé®@ewen and
Lawler, 1992; 1995). In fact, job empowerment might actually be mngpertant to
satisfying store customers than training or employee knowlbdgause it makes the

employee’s knowledge actionable (Kanter, 1993). If typical custoemEounter
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demands for information are uncertain, then restrictive job desidinge overwhelmed
by hierarchy, and the system will not function effectively (Galbraith, 1974, p. 29).

While merchandise retailing has the general reputation for not providing ifnent-I
worker empowerment, there are several well-documented casese wietalil
empowerment programs have been implemented effectively. In the 198Panese
department store retailer Ito Yokado developed an employee empenteprogram to
manage customer perception and demand for stocked items in an &xtoecErtain
market environment (Wylie, Salmon, and Furukawa, 1994). In 2006, Best Ruy, In
implemented a manager evaluation system to drive store-levisiatemaking in its
‘customer-centricity’ retail stores with some success, (Kabop, and Tarsis, 2006). On
the other hand, the rewards, training, and incentives to empower sgoriars may not
always be desirable for retailers, if customers do not reguivgant intervention when
making product-selection decisions (Bowen and Lawler, 1995).

Despite anecdotal evidence that employee empowerment prograensden met
with mixed success (Argyris, 1998), there has been little erapitesting of their
effectiveness in retail store service design. Organizattbealy suggests that firms will
remove hierarchy dependence by empowering workers to use atfonnprovide task
discretion, and use their skills and training to be responsive to raedents. This will
increase the store system’s information processing capal{igibraith, 1973).

Therefore:

H4b: Customer service encounter information requirements (IR) are positively
associated with front-line employee task empowerment (TE) in retaisstore
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2.3.4 Customer Encounter Choices and Satisfaction

So, when do the strategic design choices of retail organizatiat te
improvements in customer and employee satisfaction with store purghexperiences?
If little information is required to complete store product-s@ectasks, customers will
engage in self-selection and will not need empowered employesding instead a
customer encounter focused on transactional efficiency (Bateson, 1198®&jever, retail
practitioners report that poorly deployed designs for self-sefeenay actually cause
negative service consequences by not providing enough customer support gee4de,
So a good design for self-selection strategy will make theomess product-selection
decisions easier by providing transactional information through, tstore layout, or
automated systems (Froehle and Roth, 2004; Ghosh, 1990). This effort skoutthlae

employees lives easier so that they can focus on other more productive tbidresac

H5a: Design for self-selection (SS) is positively associated withoyel
satisfaction (EMP) in retail stores.

H5b: Design for self-selection (SS) is positively associated with cestdelivery
satisfaction (CDS) in retall stores.

On the other hand, front-line employee task empowerment increhses
capability of the store to process more customer information in oraertain operating
environments (Buzacott, 2000; Miller et al., 2000). Power structexaythsuggests that
empowered employees will do what is in the best interest affysay customers,

because employee job designs are not restricted by processmruéggilations (Kanter,
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1993). Research finds that empowered employees in servicetsarma@e satisfied
employees, because front-line service workers generally wdatl that they are being
effective at doing their jobs (e.g. Spence-Laschinger, Finegan, &mhaanid Wilk, 2004).
However, it is hotly debated question whether empowered service y@raplare more
effective at handling customer service encounter information esgaits, or if
empowerment gives employees the personal satisfaction anigfeélcompetence that
allows them to do their jobs well (Honold, 1997; Quinn and Spreitzer, 198fc8-
Laschinger et al., 2004).

Service operations research studying employee empowerment ecaadiy
incorporated into our understanding of the OIPT proposed design ssategliminate
hierarchy dependence (Galbraith, 1973). If high customer serwoei@er information
requirements are linked with more empowered store employees hthewdrall system
should be more effective (Premkumar et al., 2005). This increasetamn service
organization effectiveness will result in employee and cust@aisfaction with store

service delivery.

H6a: Front-line employee task empowerment (TE) is positively assdaiaih
employee satisfaction (EMP) in retail stores.

H6b: Front-line employee task empowerment (TE) is positively associéted w
customer delivery satisfaction (CDS) in retail stores.
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3.3.5 Store Employee and Customer Delivery Satisfaction

The service and quality management literature suggests a spasitve
association will exist between employee satisfaction and cestdetivery satisfaction in
retail stores. For example, Douglas and Fredendall (2004) exatmeneédeming
management model of total quality across service industries,ngndi positive
association between measures of employee fulfillment and custsatesfaction.
Service-profit chain literature finds a positive internal serwuality relationship link
from employee satisfaction to employee productivity to cust@atsfaction and loyalty
(Heskett et @).1997; Loveman, 1998). While these relationships have not been examined
specifically in the retail store design strategy conteut,final hypothesis tests this well-

documented relationship.

H7: Employee satisfaction (EMP) is positively associated with custdetieery
satisfaction (CDS) in retall stores.

3.4 Method

Using our previously validated scales, store manager intenaadspur readings
of service strategy and organizational design literature (Ch&ptewe developed a
structural model (Figure 3.2, Model 1) to test six of the hypotheés&ationships (H1-
H4b, H7). To understand how customer service encounter information requiseme
(H5a-H6b) affect customer encounter design choices and satisfaste also used a
meditation model (Figure 3.3, Model 2) to examine the direct, indiamct total effects

of each customer encounter choice (self-selection, empowermimtgach of our two
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dependent variables (employee satisfaction, customer delivesfasaiin). The survey
sample included 175 public and private retail stores in the Southeasd UBtates,
excluding wholesalers and internet retailers (Chapter 2 slinvey respondent was the
retail store manager, franchisee, or store owner. The sumsdamsults of the prior
scale development process, validation procedures, descriptive ressptnse rates, and
scale testing for the independent variables are discussed in CRamng with
footnotes discussing specific scale development and sampling isQuedist of stores
came from the Local.com telephone directory covering geographiegt marketing

areas (SMASs) in the Southeast U.S.

Figure 3.2: Retail Store Design Strategy Structural Equation Mod&iaiyl}
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To test the above proposed structural model (Figure 3.2), we g@gedekwo
additional measures of satisfaction for our dependent variablgdoysa satisfaction
(EMP) and customer delivery satisfaction (CDS). Becausas impractical to directly
gather employee and customer feedback for the entire setaple, we operationalized
EMP and CDS as latent multidimensional satisfaction construeasumed with multiple
item perceptual measures of satisfaction from the retagé st@nager survey respondent.

All items for each construct use seven-point Likert scales (Table 3.1).

Table 3.1: Multi-item Perceptual Measures of Satisfaction

Satisfaction Measures Model — CFA(y? = 3.37; RMSEA = .000; CFl = 1.00; SRMR= .032)

Items: measured as degree of agreement with iteen®point scale Mean S.D. Loading?® t-value
(1-strongly disagree, 4-niether agree nor disagtestrongly agree)

CDS- Customer Delivery Satisfactiof: In general....

CDS1 Customer satisfaction with our service offeringpigher .09 1.12 54
than our competitors. e

CDS5 Our service delivery system is the most customendly 5. 42 1.49 66

for the products that we sell. 5.787
CDS6 Our customers are highly satisfied with our stolel®l 5 .87 1.17 81

of service. 6.182
EMP - Employee Satisfaction: In general....
EMP2 Employee job satisfaction is high. 5.54 1.3485 . _
EMP3 Employee turnover is lower than competitors. 5.12 1.79 .61 _

a Standardized coefficients, all loadings are sigaift at p < .05.
® Equally weightedCDS measure was compared to a sub-sample (n=2bjedtive customer-reported
data at the location level where it is was avaddblstar scale). Overall results (r=.466, p=.033)

To compensate for the store managers’ limited ability to sassestomer and
employee satisfaction at the store location, more percepams itvere validated with
more objective items in the survey (Ketokivi and Schroeder, 200dh).example, in the

case of employee satisfaction (EMP), store managers waked &or an objective
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measure of employee turnover versus competitors. With the custdetieery
satisfaction (CDS) scale, store managers were asked to mthpacustomer satisfaction
performance to competitors.

To further provide content validity for the customer delivery satigfn (CDS)
scale, we gathered secondary source data from three online custdimgrservices
(Local.com; BizRate/local.com; PalmettoBizBuzz.com) for thdsees with sufficient
data online (n=21). By sufficient, we mean that we disqualifigdraspondent store in
the field sample that did not have more than 3 postings for custcmwerss multiple
databases in order to avoid single respondent biases, databad®agper one-time
disgruntled employee postings for a particular store. Each & tfa¢ing services uses a
similar 5-star evaluation method to measure overall customefagdion with the retail
store. While the result is not a perfect measure of custonfigergesatisfaction, we
expect to see a positive association between the store mareeeption of customer
delivery satisfaction (CDS) and the actual 5-star customsfasdion ratings. The
results show that, despite the small validation sample size (na@1¢pnstruct measure
of customer delivery satisfaction (CDS) was significantly .Q83) and positively

correlated (r=.47) with the same-store online customer satisfactinggdiiable 3.2).
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Table 3.2: Customer Delivery Satisfaction (CDS) Measures (Managerted) vs.
Objective Customer Satisfaction Scores at Location Level (h=21)

n=21 matches CDS (1-7)  Stars (1-5)
Average 54 4.448
Std. Dev 1 0.508
Pearson Correlation 0.47
Sig. (2-tailed) p=.033 n=21

! Correlations between ‘5-Star’ data and TE (.08)(.83), and EMP (.32) were positive but all
insignificant (p>.10) for the small subsample @ires (n=21) where it was sufficiently available.

Next, we evaluated the reliability and validity of our scé¢éesEMP and CDS.
Using confirmatory factor analysis (CFA) in EQS 6.1, we fourad the two satisfaction
measures exhibited good fit and convergent valigity3.37; RMSEA =.000; CFI=1.00;
SRMR=.032). As with the measures developed in the earlier stedyGhapter 2), we
conducted ay’® difference test between the two latent constructs and a doestra
measurement model (Bagozzi, Yi, and Phillips, 1991), and found that dheatisfaction
constructs exhibited good discriminant validity (p<.01). As a redguhese analyses, it
appeared that the two satisfaction measures were reasonable measweswastructs of
interest, and we incorporated them into our retail design strategstural model (Model

1) as the dependent variables.

3.5 Analysis
To examine our model hypotheses, we first analyzed the fiteofample data to
the proposed design strategy model (Figure 3.2) using structuralicequaodeling

(SEM) in EQS 6.1 statistical software (Bentler, 2005). Folgwshah and Goldstein’s
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(2006, p.160) suggestions, we report multiple measures of fit (Table Bif3}, they2
goodness-of-fit statistic; second, the absolute fit indices, inclubimgoot mean squared
error of approximation (RMSEA); third, a general category meastiincremental fit
indices, including Bentler’s CFI, Bentler and Bonett's N-NFbur analysis. To judge
the effects of non-normality of individual items (Chapter 2), ws® aeport ‘robust’

statistics to evaluate model fit (Byrne, 2006; Satorra and Bentler, 2001).

Table 3.3: Overall Model Statistics (Structural Model vs. Mediation Model)

Fit statistic| Model 1: | Model 2" Recommended
Structural | Mediation values
Model Model
¥’ —notadj:| 346.01 341.40 ¥Non sig.y2
difference
d.f. 244 242
y2d.f. 1.42 141 K3C
RMSEA .05 05 [0.05!
(90% ClI) (.04-.06) (.04-.06)
NFI .82 .82 > 0.8 marginal fi
NNFI (TLI) .93 .93 and
CFI 94 94 > 0.9 good fif°
SRMR .07 07 [0.0¢°
Robust Fit Statistics (Satorra and Bentler, 2001)
S-By? 302.53 297.73
N-NFI .95 .95 > 0.8 marginal
CFI .96 .96 fitand
> 0.9 good fif*®
RMSEA .04 04 K005
(90% CiI) .02-.05 .02-.05

Ino statistical difference between the two modelsp&@5, Xcrit < 5.99, df=2)

& Brown and Cudek (1993).

® Hu and Bentler (1999).

¢ Bentler (2005), Byrne (2006)
4See Appendix 7.3 - Figure 7.3.1
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The overall fit indices indicate that the proposed structural mddisdiel 1) fits the
data reasonably welX{=346.00, CFI=.936, RMSEA=.049 (90% CI:.036t0.06)). Figure
3.3 shows the parameter estimates and significance of each rsjpedheatti. First, the
product offering difficulty of use (DU) is positively and strbngassociated with
customer service encounter information requirements—IR] ys;= .41, p < .01),
providing evidence to support H1. However, the relationship between prodocver
(PT) and customer service encounter information requirements (IR) is nonesiginénd
negative (PHIR; yso= -.14,p > .10), providing no statistical support for H2. The final
indicator, service production complexity (SC), has a positive atcstatally significant
association with customer service encounter information requirementsif8gsz= .20,

p < .05). The results support Hypotheses 1 and 3 which predict a pasiaet of
product difficulty of use and service production complexity on customericee
encounter information requirements. Moreover, the three factorghéwgexplain
roughly 23% of the total variance of customer service encounter mafmm

requirements (Table 3.4).

* Podsakoff, MacKenzie, and Lee (2003) recommenadnabrer of tests (pp.890-891) for Common
Methods Variance (CMV) including using a controhuoon methods factor; however, they state that
“potential problems may be encountered with id@dtfon of the model” (p.891). Our complete model
failed to adequately converge (was underidentifigdg¢n including the common methods factor.
Following the guidelines of Podsakoff et al., (2)08e tested the predictors and the specific ¢oiter
variables separately (p.895) to show the same nreti#lonships existed when controlling for the hoets
factor. Given that our latent constructs showe@vidence of CMV problems using either the Harmon
one factor test or the partial correlation testhfpteted in Chapter 2), we felt that CMV was not eniztly
affecting the parameter estimates in the structacalel analysis.
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Figure 3.3: Structural Model Results (N=175) — Model 1
(Standardized Maximum Likelihood Parameter Estimates for multi{egnt constructs)
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Table 3.4: Simultaneous Equations for Model 1

Standardized Estimates for latent constructs (EQS 6.1 output) R?
n5=IR = .20*SC + .41*DU - . 14*PT + .88 &5 .23
n4=TE = .23*IR + .97 ¢4 .05
n3=SS = -.40*IR + .92 €3 .16
n2=EMP = -.08*SS + . 56*TE + .82 g2 .32
nl=CDS = .05*SS - . 04*TE + . 79*EMP + .65 ¢l .58

The next series of hypotheses examines the effect that custenee encounter
information requirements (IR) have on the customer encounter ch&@&eand TE) in

retail store systems. Hypotheses 4 a-b are initially sugghort Customer service
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encounter information requirements (IR) aegativelyassociated with design for self-
selection (H4a: IR>SS;y3s= -.41, p < .01), also suggesting that stores use design for
self-selection more when store encounter information requirerasatsw. In addition,
customer service encounter information requirements (IR) arévebgsiassociated with
store employee job empowerment strategies (H45+TE; y45= .23,p < .01). As such,
these results provide evidence that store customer service encaofioi@nation
requirements motivate the retailer's choice of customer encodesggn, and that these
strategies are consistent with extant OIPT and service aperananagement (SOM)
theory.

Using the existing model (Model 1) we then tested H7, which stgyggsositive
association between the two satisfaction variables in our stkdyployee satisfaction
(EMP) is positively and strongly associated with the overakssment of customer
delivery satisfaction (EMPCDS; B,=.79, p<.01). This result supports consistent
empirical findings in the service profit chain and quality litiere on the important role
that service employees play in satisfying customers (@tesk al., 1997; Douglas and
Fredendall, 2004).

To test H5a-H6b, and answer the remaining research questiatesired design-
satisfaction associations, we decomposed the mediated impaaistdmer service
encounter information requirements (IR), and each design strategg 58 and TE) on
employee (EMP) and customer delivery (CDS) satisfaction intaranediated direct
effect (D.E.), mediated indirect effect (I.E.), and total d¢ff@icE.). We did this by

adding two paths to the proposed structural equation model (Bollen, 19&@s,Ja
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Mulaik, and Brett, 2006; Menor, Kristal, and Rosenzweig, 2007, p.567-569)tf@hiR
variable to each of the satisfaction variables (EMP and CD8js additional model is
called the mediation model (See Appendix Figure 7.3.1 — Model 2), foyzamglitotal,
direct, and indirect effects. A mediator is evaluated based oextleat to which it
accounts for the changes to the relationship between two var{@aesn and Kenny,
1986; Menor et al., 2007, p.568). Using our mediation model, we wanted tstandie
the mediated direct effect that each customer encounter claasigr{ for self-selection
and employee task empowerment) was having on each of theadatisfdependent
variables, while still accounting for the customer service encoum®rmation
requirement (IR) relationship.

The statistical results reported in Table 3.5 yield severarestiag results
describing the associations between each customer encounterdaesgn(SS and TE),
and employee (EMP) and customer delivery satisfaction (CO8g mediation control
model (see Appendix 7.3.1) also showed good overall fit with the lwatavas not

statistically better than the proposed structural mocbélz3€11.40, CFI=.937,

RMSEA=.049(90% CI:.036t0.06). When analyzing the model for the direct, indirect, and

total effects, we found that while customer service encountematton requirements
(IR) are positively associated with both store employee-@RIP: Total effect =.16p <

.1) and customer delivery satisfaction {#&DS: Total effect =.24p < .05). However,
the direct, indirect, and total effects (see Table 3.5) revealiffezent nature of each

relationship.
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Table 3.5:

Direct, Indirect, and Total Effects of Exogenous and Prior Endogenous Mariab
Standardized Maximum Likelihood Parameter Estimates for muttifiééent constructs
(N=175)

IR SS TE EMP CDS
Customer Service Encounter
Information Requirements (IR)
Total Effect — -41%| . 23* .16* 24
Direct Effect (D.E.) — -41% 23* .00 8¢
Indirect Effect (1.E.) — — — .16* .06
Design for Self Selection (SS)
Total Effect — — — -.18* -.07
Direct Effect — — — -.07 .13
Indirect Effect — — — -11 -.20**
Employee Task Empowerment (TE)
Total Effect — — — 52%* AQ**
Direct Effect — — — .56%* -.04
Indirect Effect — — — -.04 A4xx
Employee Satisfaction (EMP)
Total Effect — — — — T9**
Direct Effect — — — — T9**

Note Statistical significance was calculated using thbebtest outlined in MacKinnon et al. 2002
"p<0.10, " p<0.05

Customer service encounter information requirements (IR) ar@&eatig
associated with employee satisfaction (EMP) (I.LE. =p16,05) via the paths: IR> TE
— EMP (I.LE.=.14p < 0.05) and IR-» SS— EMP (I.E.= .03p > 0.10). Given that only
the first path is statistically significant (p<.05), we concltits the customer encounter
choices of retail stores (SS, TE) only partially mediater¢hationship between customer
service encounter information requirements (IR) and employeefastite (EMP).
Coupled with the strong direct effect of employee empowermen} ¢hEemployee
satisfaction (D.E.=.55 < 0.01), it appears employee task empowerment leads to overall

higher levels of employee satisfaction across retail stores.
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In addition, we find that customer service encounter information esgaints
(IR) have a positive, and statistically significant total &ffen customer delivery
satisfaction (Total effect = .24,< .05), Still, a statistically weak direct effect rensa
(D.E.= .18, p<.10) even after controlling for the mediating effectslesign for self-
selection (SS) and employee task empowerment (TE). Thisnindould seem to
indicate that retail stores with higher customer service enaouinf@rmation
requirements (IR) generally perceive that customers drenstre satisfied (CDS) with
their store’s service delivery, even when controlling for theotnst encounter design
choices indicated in the model and employee satisfaction (EMRs nfay be because
store managers feel that the information or service they préwidestomers provides
additional value-adding (problem-solving, supporting) capabilities foomests (Chase,
Jacobs, and Aquilano, 2004) not captured in either customer encounter chQit&)SS
or by employee satisfaction (EMP).

Our evidence suggests that the customer encounter design choisesedphy
retail stores may play an important role in driving higher @eed customer delivery
satisfaction (CDS) by either hindering or improving store eng#ogatisfaction (EMP).
In terms of indirect effects, two paths link the strategicgieshoices considered in this
study with customer delivery satisfaction: F EMP — CDS (l.E. = .44p < 0.01) and
SS— EMP — CDS (I.LE. =-0.20,p < 0.01). Employee task empowerment (TE) has a
positive total effect on customer delivery satisfaction (Tofdce= .39,p < 0.01).
However, this total effect is completely mediated by seanployee satisfaction (EMP).

On the other hand, design for self-selection (SS) has a negatlirect affect on
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customer delivery satisfaction (l.LE. = -.20; p<.05). This is becalesign for self-

selection negatively affects employee satisfaction (Totatef -.18; p<.10). The direct
effect of SS on CDS is actually positive in the mediation mdalé.(= .13, p>.10), but it
is not statistically significant as we hypothesized.

The overall model results provide support for hypotheses 6b, as empéskee
empowerment appears to mediate the effects of IR on EMP. &beears to be no
initial support for 5a, 5b or 6b, as design for self-selectioB) (8 not positively
associated with either employee satisfaction (EMP) or custdeleery satisfaction, and
the positive total effect that employee task empowerment f&E)on customer delivery
satisfaction (CDS) is completely mediated by employesfaation (EMP). Finally, to
examine if the overall model (Model 1) holds up under empirical isgrand eliminate
alternative explanations for our findings, we examined other modédis padr
significance. We found that nadditional model path parameters between any of the

latent constructs were significant at p<.05.

3.5.1 Controlling for Store Size Effects

We repeated the procedures discussed above using path regresdysis an
EQS 6.1, with maximum likelihood estimation (Model 3) to 1) validatentbdel and 2)
to conduct an analysis on two store size group sub-samples (Kline, 2005used a
multiple group path analysis approach (Kline, 2005, p.289-294) to avoid adding
additional parameters to the model and weakening the statiggadts because of the

small sample size and the large number of items. First, a@ ais equally weighted
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average of items to develop a single item measure for eaah Vatgable in the original
structural model. The regression results for the path model (n=Er&)smnilar to those
observed for 1) the same proposed (Figure 3.3 — Model 1) structural (ned@&b) and

2) the mediation effects model. Table 3.7 also shows that the lopathl model

exhibited adequate statistical fit. Parameter estimategshé path model were
directionally the same, had roughly the same statistftattesize and significance; this
analysis provided support that the original SEM findings wereailsiied by the path

model analyses.

Table 3.6: Model Statistics (Multi-group Path Model Comparisons)

Fit statistic ~ Overall Path Model Multi-group Path Model Recommende
(Replicated SEM Model) (Store Size Groups)  d Values

¥ — not adi. 21.65 (p=.06) 33.22 (p=.16)
d.f. 13 26
N-NFI .87 .89 >.90
CFI .94 .95 >.90
RMSEA .06 (.00-.1) <.05
SRMR .06 <.09

We then examined if store size group membership would changettabnmodel
findings. For competitive reasons, store managers are mgluctahare specific data on
local store sales or profit measures. So, store sizedett (sales and number of
employees per store) had to be collected in ordinal ranges ouartley.s If a store was
above the sample median in both number of employees and sales iditta sgale, it
was classified as a ‘large store’ (n=85); otherwise, & imaluded in a ‘small store’ sub-
group (n=90). The large stores group also consisted of about 68% (=& pwned

stores, while the small store sample was about 33% (n=30) chain-owned stores
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First, an initial two-sample means analysis of the store grebpwed that

overall reported customer delivery satisfaction (CDS) faatores from the large store

group were significantly lower than for the small store group-@2.876, p=.003). For

each store size sub-sample (large/small), multi-group patbssgn results showed the

same Model 1 and mediation model (Model 2) relationships discussedtionsg.4.1.

Standardized parameter estimates, errors, and critical ratios aredaporable 3.7.

Table 3.7: Two-group Path Model Results - Standardized parameters, errorsakusd t-
- Maximum likelihood estimates N(= 175}

Structural (SEM)
Model Parameters

Path (ML Regression) Model Parameters To
Test ‘Store Size’ Effects

Model 3 Groups

Overall a) Large Stores b) Small Stores
(N=175) (N=85) (N=90)
Structural Model (Model 1) S.E.t-valug DE. SE. t- DE. SE t-
value value]
DU IR Hi o+ e 17 379 41 14 411 23 23 2.38
PT IR Hy  + v, .07 -1.60] 01 .08 .12  -20 .07 -2.10]
sSC IR Hy  + yss .05 237] 1% 09 149 28 12 238
IR Ss Hia - yes .09 -404) -46 .09 -472 -26 14 252
IR TE T yas 09 2.62 .04 10 .32 .28 .09 2.78
Mediation Effects Model (Model 2) SEtvauq pe gg vatl-ue D.E. S.E. vatl_ue
SS EMP Hsa  + fs .07 -8} -0 .10 -09 -07 07 -88
S cbs Hs + Bz .05 1.45] .01 07 .15 19 .06 1.99
TE EMP Hea + B .06 6.12) .42 41 428 .42 11 3.84
TE CDS Hep + fa .06 -73] -03 .08 -38 18 09 134
EMP cbs Hy + Bz .09 4.63 .55 .08 5.46 27 .08 3.21

! No significant group differences for unstandardized coefficient esémate

Significant p<.05
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While most parameter estimates across store group sampkesovsistent with
those estimated by the structural and mediation effects moda,tleee some revealing
group differences. First, in the large stores path model, the IBaTE was not
statistically significant (D.E. = .04, p>.05). In the small fgrath mediated model, the
path SS-CDS was statistically significant (D.E. = .19, p<.05). Therefbr@ppears that
conformance with the proposed structural model varies based oh st size

(large/small).

3.6 Discussion of Chapter 3 Results

Table 3.8 summarizes all of our findings across the multiplistgtat analyses.
Overall, we found at least some support for all but three (Chapité?,315a, H6b) of the
ten hypothesized relationships in Chapter 3. We also found thaéretaiformance to
the model varies by retail store size (sales and employdasyeneral, smaller stores
were more in line with the proposed model (Model 1) and also expbigher overall

customer delivery satisfaction (CDS) scores.
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Table 3.8: Summary table of p-values for individual statistical tests obtHgpes*

Hypothesis Overall | Store Size Overall

Model (Multi-group Path) | Conclusions

(SEM)

Large Small

(n=175) (n=85) (n=90)
H1: DU—IR P<.05 p<.05 p<.05 Supported
H2: PT—>IR N.S. N.S. p<.05 (-)] Not Supported
H3: SC-IR P<.05 p<.10 p<.05 Supported
H4a: IR->SS (-) | P<.05 (-) p<.05 (-) p<.05() Supported
H4b: IR-TE P<.05 N.S. p<.05 Partially Supported
H5a: SSSEMP | N.S. N.S. N.S. Not Supported
H5b: SS-CDS | N.S. N.S. p<.05 Partially Supported
H6a: TE-EMP | P<.05 p<.05 p<.05 Supported
H6b:TE-CDS | N.S. N.S. N.S. Not Supported
H7:EMP—CDS | P<.05 p<.05 p<.05 Supported

N.S = not statistically significant (p<.10)

Our first research question asked if retail store operatnptexity factors were
associated with customer service encounter information requirem@fitse two of the
three store operating complexity factors — product difficultyusé (DU) and service
production complexity (SC) - were found to be positively and sigmfigaassociated
with customer service encounter information requirements (IR), praduaiver (PT)
was significant and negatively associated with IR only in sstaik settings. Additional
analysis (Table 3.9) revealed that high PT scores tended to bentated in very
transactional segments, such as small convenience stores aliligimablume apparel
retailers, which also tended to be part of a retail chain. eNel do not want to read too
much into this finding for the small store group, product turnover maplfcindicate a
highly transactional environment relying on scale efficiency tias fewer information

requirements in some retail segments. Collectively, the sipegating complexity
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factors do have a significant total effect on customer semmmmunter information

requirementsf=.23).

Table 3.9: Store operating complexity factors: Segment score ranks
(#1 (highest) - #10 (lowest))

STORE OPERATING
COMPLEXITY FACTORS

% checking “yes” on products type sold Freq DU PT SC
Rank Rank Rank
Electronics/Appliances 21 1 2 2
Auto/Parts 14 2 10 1
Sport/Book/Music 21 3 7 3
Furniture 30 4 9 6
Health/Personal 33 5 5 9
Home Supply 12 6 8 4
Clothing 51 7 3 8
Food 41 8 6 10
Gas/Convenience 13 9 1 7
General 51 10 4 5

! Freq' does not sum to n=175 as retailers could check “yes” to multiple product offerings

DU = Product Difficulty of Use
PT = Product Turnover (Depreciation)
SC = Service Production Complexity

Our evidence further suggests that retail customer sermm@uster information

requirements (IR) significantly motivate retailers’ custoraecounter design choices —

design for self-selection (SS) and designs that provide froat-Bmployee task

empowerment (TE).

Overall, customer service encounter inf@meatiquirements are

negatively associated with design for self-selection stratesyiel positively associated

with employee task empowerment strategies. By examiniriy aternative model path

for significance we are able to show that customer seremm®ounter information
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requirements completely mediate any direct effect between stbee operating
complexity factors and the customer encounter design choicedadf s®res. This
evidence supports the proposition that retail store designerm@tireated to choose
customer encounter designs based customer service encounteatida requirements
that they anticipate and not any other design strategy factor included iodet m

Next, we examined if customer service encounter informationresgants along
with either design for self-selection or employee empowetmesign choices positively
affected employee and customer delivery satisfaction. Heneslés were mixed. We
found that employee task empowerment has a direct positive agsocith store
employee satisfaction, and a positive indirect effect on peteitustomer delivery
satisfaction. In addition, we find evidence that employee tagloeerment is a critical
driver of employee satisfaction in retail stores, and thatriay be its most important
contribution to store design strategy, given that employee sditsfdully mediates the
positive relationship (total effect) between empowerment @) customer delivery
satisfaction (CDS). While design for self-selection sgiate (SS) are negatively
associated with employee satisfaction, these negative indffectseare confounded if
customer service encounter information requirements and emplsfeertgppowerment
are accounted for as control factors.

While most of the Chapter 3 hypotheses are supported, we find stisapyeort
for the proposed model in smaller store settings. Applying our-gnaltip path model,
we found that in large stores customer service encounter information requireneemos

significantly associated with job designs promoting front-line eyg® task

100



empowerment. Perhaps, this is because larger stores do not undamtana both
manage empowered store employees, and still maintain controheofdésired
performance outcomes (Argyris, 1998; Eisenhardt, 1985). Alternatilaglye retail
stores may be so dominated by design for self-selectiategies and a focus on
transactional efficiency (Ghosh, 1990), that job task empowermeategts are not
pursued to a large degree. However, we do find that design fesetedtion is more
effective at increasing overall customer delivery satigda in smaller stores than in
these larger store settings. While the results may be ifactdf the different nature of
our store sub-samples, our comparisons of customer deliveryasatisfscores indicate
that smaller stores score higher as a.group. Ultimately, \oderee suggests that the
strategic design decision to not empower store employeesgignekclusively on design
for self-selection) — as seen many large retail storesay lead to lower customer
delivery satisfaction, by negatively effecting the environmentvimich employs work
(employee satisfaction). Chain ownership may mitigate theselts to some degree
because customers often enter into chain retail stores withkmowdedge of the service
delivery process, and these chains may also provide more convetuasustomers. In
addition, these stores may be offering the products at a pricequstomers perceive as
more valuable. These specific tradeoffs need to be further studied.

This study does help explain the role that store employeesaplayformation
processors in retail store delivery systems. OIPT sugdestseimoving dependence on
hierarchy increases system information processing capahiliteproving overall

effectiveness and satisfaction. However, our analysis in sttaié settings suggests that
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employee task empowerment improves customer delivery satsfdotthe degree that it
creates more satisfied store employees. While there #ramg total effect of
empowerment on customer delivery satisfaction, it does not appdajothalesign
empowerment alone drives customer delivery satisfaction. Ratim@ployee task
empowerment may be providing indirect benefits to store custdmgeys/ing front-line
employees the ability to perform what Siehl et al. (1992, p.55B) ‘céés of integration’
with customers by showing emotional warmth having the confidémoemotionally
connect with and perform for them in a positive way.

In this analysis, we also find evidence in smaller retailestdhat designing for
self-selection has a positive direct effect, and may have yogitistomer satisfaction
benefits by reducing unnecessary task complexity for store gegdovhen information
processing is not an issue. It is unclear why large stores dse@dhe same satisfaction
benefits from design for self-selection strategies, unlesstandardization of job tasks
creates a work environment in these cases that is boring fer estgployees and this
causes them to perform poorly (Ghosh, 1990; Zeytinoglu et al. 2004).rthNsess, this
finding provides an opportunity for more research.

In the small store case, our results may simply suggeststhaller stores are
more adaptive to uncertainty than are large stores. While tinelsegs do not directly
speak to the importance of scale or cost-efficiency in lawgail store systems, they do
suggest that smaller-sized stores have a perceived straggice delivery advantage
with respect to satisfying customers. In the case of staks, this may also be because

they provide a better information processing capability by pdaaimore skilled
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employees close to the customer encounter, or may provide a msoageed human

service experience (Voss et al., 2008; Cook, Bowen, Dasu, Stewart, and Tansik, 2002).

3.7 Chapter 3 Conclusions

Before discussing the contributions of this study, let us dissasse of its
limitations. First, we used perceptual items from the storeagex to measure customer
delivery and employee satisfaction. While we attempted to cosape by using
objective measures of satisfaction and secondary source datkdedevaur scales, we
did not use multiple respondents or gather primary data from’sstoustomers or
employees. Future research should try to utilize more diretdbroas and employee
feedback to further validate the model. In addition, we limitedstinely scope by
examining only design for self-selection and employee task empmé customer
encounter design choices. It is possible that other strategiesnmended by OIPT,
including those that leverage information and communication technologyotode
better customer information management or coordinative capab{Riremkumar et al.,
2005), would be effective or interact with these strategiespaosétive or negative way.
Finally, we did not have sufficient sample size to conduct asginple structural model
design for examining different retail store types, althoughtteengpted to compensate by
testing store size effects using a path regression anagsiss different sub-sample
groups of store sizes. Since the results for store size andshwnéype share a lot of

common membership across the sample groups, we are not able miretérsome
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cross-group variation was primarily due to ownership structutesssr managing the
size of the store. Future research should further investigate this point..

This study makes several theoretical and practical contributomtise field of
retail store design strategy and management. First, ourwsaliobodel demonstrates
how organizational design theory explains retail store design olegisaking. This
study also integrates organizational theory within a service ptiodugnderstanding of
design strategy that is grounded in the resource based view (Rotlacksdn] 1995).
Our evidence provides insight and understanding to the question: How derseta
manage, choose, and deploy store design architecture? By degedopirempirically
testing the proposed model, we examined several hypothesized ddatgonships in an
important service industry setting. For researchers and practitionsrsiutly provides a
platform for future research related to information-processim) @istomer encounter
strategies in retailing, such as the use of customer relagsnsnanagement (CRM)
strategies, employee development and satisfaction trainingyfusestore information
and communication technologies, and customer training programs. <Siisfaction
variables such as the ‘customer value proposition’ may also penf@uhating roles, for
example, between design for self-selection and customer dediagsyaction (Vargo and
Lusch, 2004). Incorporating each of these strategies into the modal woaide
valuable insight on the effectiveness of information systems, rolbeotustomer, and
employee cross-training in the retail trade industry. Foctpi@ers and service
scientists, we incorporate the role of human store servers ardegipn strategies to

understand overall store design strategy relationships in the ageraktive technology
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promoting the use of self-service in store retailing environmétedlgy and Murphy,
2008; ifM and IBM, 2007). By providing new empirical support for theti@ighip

between employee and customer satisfaction in retail stdti@gse we establish a
nomological network of store design relationships across retaite operating
complexity factors, customer service encounter information requmsmeustomer
encounter design choices, and employee and customer delivery satisfaction.

In answering the research hypotheses, this chapter providesnaght into
several important relationships to consider when designing regeel systems. Namely,
that store product offering difficulty of use and service productomplexity are
positively associated with retail customer service encounterniation requirements,
which in turn are associated with the customer encounter design <lufigetailers.
Furthermore, we find evidence to suggest that when customeicesegmcounter
information requirements are linked with specific customer encodetgn choices this
can improve both employee and customer delivery satisfaction, anstdhatemployee
satisfaction plays a key mediating role in these desigtegiraelationships. Finally, we
find that the model relationships vary by store size with résjpethe motivation for
customer encounter choices and their perceived impact on satisfying customers

Retail stores provide an interesting context in which to study aatomal
designs and delivery system architecture strategies. As @otandor of tangible
products and associated services, merchandise retailersaotfaique perspective to
study service delivery design strategy and what constitutésalae-added” service

offering. As researchers and practitioners develop a maetidic approach to analyze
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service production systems, it is critical that we examirfeerdnt theoretical and
industry perspectives of service encounter management and enhancByérking at
retail service store design strategy relationships from gan@zational information
processing perspective, we hope this study provides a stimulusriducting similar

research in this area.
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CHAPTER 4

Evaluating Store Design Responsiveness to Product Line Margin Changes:
An Empirical Analysis of U.S. Public Retailers

4.1 Purpose of Chapter 4

The purpose of this study is to investigate and measure ‘bricksmemnthr’
retailers’ strategic store system design responses to prieaross margin changes
over time. As discussed in previous chapters, delivery systegndasategy is defined
in the service operations management literature as the spgaiiiof the roles of people
(e.g., service workers), capital, and the specific process lhvahservice is created and
delivered (Chase and Bowen, 1991; Goldstein, Duffy, Johnston, and Rao, 2002ndRoth a
Jackson, 1995). Borrowing from inventory management research methods and
terminology (Rumyantsev and Netessine, 2005; 2007b), we coin a tded Tsign
responsiveness’ to describe and measure the co-movements ofelkegrydsystem
design strategy decisions with product line gross margins awer. ti Specifically, we
develop design responsiveness measures and use dynamic panellgsitatanhniques
to evaluate if retailers that simultaneously manage co-movemeantproduct line
margins, labor intensity, and capital intensity (investmenthéair tstore systems year to
year achieve superior operational performance.

We use panel data from the Compustat financial database, 10-K, &nd S
company reports for “bricks and mortar” store retailers forpgéeod 1994 — 2006 to

develop an econometric model that links retail store design gptratecisions with
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financial operating performance. We also examine if desigstimmg delivery systems to
be responsive to product line gross margin changes improves opdragoioamance
(ROA). Specifically, our measurement proxy for design respensss is the percent
change in a customer contact-related store system desigrc@r@cg. managing either
store labor intensity or capital intensity [over time]) — vertius percent change in
product line gross margin [over time]). Similar to studies erargiinventory and sales
co-movements (Rumyantsev and Netessine, 2005; 2007b), we posit that ivespons
retailers align product margins and their store system mestigitegies over time to
achieve superior operating performance. Therefore, the degree ¢b firims either
increase or decrease labor or capital intensity in theie tystems at a faster rate than
product line gross margins leads to worse financial operatirfigrpemce year to year.
We believe that our exploratory findings bring insight as totkdreretail store systems
should be designed to be responsive, or should become even more eféicitve to
product line gross margin changes over time.

An example of store system design responsiveness can be sten UhS.
consumer electronics retail segment. Throughout the 1990’'s, Bgs€C8mpany, Inc.
utilized a predominantly a self-service (low labor intensitgjessystem design strategy.
During this period, Best Buy stores specialized in selling ssorees, games, and
personal computers in a rapidly declining product line margin environameihtompeted
primarily on price and cost-efficiency. By 2001 - 2002, mass merchantsoGosl Wal-
Mart had moved aggressively into the consumer electronics segsiegtan even more

cost-efficient store selling system. In response to thergnue threat, Best Buy’s
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management recognized that it had to reformulate its store system skeatggy to sell a
portfolio of higher margin goods and services to remain competitivie Krewop, and
Tarsis, 2006, p.3). Meanwhile, other segment competitors (e.g., @royiCompUSA)
were de-emphasizing human contact in their store systems intoroherease operating
margins and compete with the mass merchants on scale aredffmstcy. On the other
hand, Best Buy bundled a higher margin product and service offigrahget al., 2006,
p.4; O’'Donnell, 2008) and invested in more store labor and capital to saeliety of
complex digital products and related services. While these siymtem operating
changes were initially met with skepticism, Best Buy tmasolutperformed its segment
competitors over recent years (O’Donnell, 2008).

Service/product bundle offering strategies do not often align witlvedgl
system design strategies in practice, providing an opportunityeimice operations
management research (Roth and Menor, 2003; Chapter 1-2). Thisicslpdyt true in
store retailing, as retail investment analysts have strugglechft meaningful measures
that link strategic design-related factors to financiabaoting returns and operational
performance (Gage;orbes 2007). Moreover, academic literature has argued that poor
service performance persists because service firms ggndmlhot link their service
concept intentions with actual design architecture choices (Goldsteil., 2002; Roth
and Menor, 2003, Chapter 1-3). Linking the service product offeringhendelivery
system design strategy is a critical determinant oficerdelivery capabilities and
sustainable performance (Roth and Menor, 2003; Huete and Roth, 1988). ‘4efjuee

that the alignment of product line margin and store system desadagy is a dynamic
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and strategic process that is not well-understood by eitherl @i@dtitioners or
academics.

Retailers simultaneously manage both product offering and sedebeery
functions (Murray and Schlacter, 1990) in their store systenecauge they offer both
tangible products and supporting store services, retailers haeeediffoperating and
environmental characteristics than other types of services.-hegpitals or banks.
‘Bricks and mortar’ store retailing has also received ligjpecialized attention in the
service design strategy literature. Notable exceptionadeclvork by DeHoratius and
Raman (2007), examining manager job design and incentive struaturésveeter
Electronics stores; and Fisher, Krishnan, and Netessine (2006¢xainane retail store
execution measures among stores in a single chain retalter2001, the journal
Manufacturing and Service Operations Managenautilished a focused issue (Vol. 3,
No. 3) on ‘Retail Operations Management.” However, the focus of this sépepers is
on more tactical applications of operations research techniquesvi® asdortment,
logistic, and inventory optimization problems in retail store enviems Like other
strategic issues surrounding services (Menor, Roth, and Mason, 2001, pegaibtore
design strategy and management has not been a key focus areaevhiacempirical
research.

Nevertheless, the merchandise retailing sector is becoming a oriical
component of the U.S. economy, employing the largest number of Amevarkers and
constituting over $1.3 trillion in domestic economic output (U.S. Bureddcohomic

Analysis 2007, http://www.bea.gov/industry, 9/6/2008). It is also a cpédatly
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aggressive and dynamic industry, with any strategic move (likeoduct price cut),
typically requiring an immediate response from other retaitereither improve their
competitive position or to even survive (Ghosh, 1990, p.37). Moreover, U.S.reetaile
have spent over $30 billion annually in capital investment (mostlyamtdogy systems

or better store locations) to improve internal and external pgoedormance (Fisher
and Raman, 2001). Yet, reports of the financial benefits of these typestedistcapital
investments have been mixed over the last decade, as retailafiarstill characterized
by high failure rates and low customer service (McGurr andaidey, 1998), but have
also been attributed to industry improvement in some inventory and Gosrefy
measures (Chen, Frank, and Wu, 2007).

The industry trends seen in store retailing overall may also be attrilouteel ise
of Wal-Mart Stores, Inc. and other mass merchants who hagealged their economies
of scale and cost-efficient store design systems to putyreesn gross margins in some
product line segments. These changes have forced competitorptmde® mass
merchants by either imitating their operating and store desigitegies (Boyd and
Bresser, 2008), or by investing more labor or capital resourchsiirstore systems (like
Best Buy) to support the complexity of offering a wider variefy higher-margin
products and related store services (Menor et al., 2001; Lal et al., 2006).

This research fills an important gap in practitioner and academdierstanding of
store system design strategy by empirically examiningraedsuring the elastic effects
of retail store system design choices with product line margins over tirased multiple

measures of retail design responsiveness and publicly availaloledseg source data.
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Our operationalization of design responsiveness is a co-movemestnereant of the
percent change in both labor and capital intensity in a retagtsie system relative to
the percent change in product line gross margins year over yeafe argue that
successful retail firms simultaneously and actively alignestystem design strategies
with product line margin changes. This continuous alignment miagrée the focus of
new retailer strategies to provide new products or services (Ghe8H, p.47), or a
competitive response to new entrants into their segment (Boyd asddy 2008; Ghosh,
1990). We then develop an empirical link from retail store systesigmlestrategy
choices to financial operating performance using an econometdelm Finally, we
discuss if retailers should design store systems to be respdosm®duct offering
margins, or if they should always be designed to be more caseseff reflecting a Wal-
Martization of retail store design strategy (Boyd and Bresser, 2008).

To examine design responsiveness over a wide range of retaisgsbeens, we
propose a series of research questions. To answer these questioregdvio develop an
empirical means to measure design responsiveness. Thereforsk: W@aa store design
responsiveness be measured using publicly accessible data? Oreseaxth question
asks: Do retail firms pursue responsive store design stratégiproduct line margin
changes? Finally, we propose hypotheses to examine if our meastirdesign
responsiveness are associated with operational performancerétaih&ade industry by
asking: Does store system design responsiveness indicate(bett®rse) firm operating

performance?
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The remainder of this paper is organized as follows. Firstidemtify the key
issues surrounding design responsiveness by examining the servige stategy
literature. Second, we discuss our design responsiveness meadimesthdevariables
used, and present our empirical methods and research model. Third, wes dist
results. Finally, we address the study limitations and offiaresting areas for future

research studying retail store design strategy.

4.2 Literature Review

Design responsiveness reflects the ability of the ret&decontinuously align
customer contact requirements with actual store system desajagees. Customer
contact theory (Chase, 1978; 1981) has arguably become the dominantdhlelenes
through which researchers have viewed service operations managEaEvl) and
design strategy. Generally, design strategies can be ordamdepositioned around the
need for customer contact anticipated in the service delivergrsy&hase and Tansik,
1983). Service management research has further suggested thatecusintact needs
are driven by both the customer perceived complexity and the infomw@ontent of the
service offering (Buzacott, 2000; Bitner, Faranda, Hubbert, and A#itiQ97; Kellogg
and Chase, 1995; Huete and Roth, 1988). More recent interpretations of custome
contact theory have focused on management opportunities to use techrapagy c
investment and location accessibility to substitute for human contaetrvice systems
(Xue, Hitt, and Harker, 2007; Froehle and Roth, 2004; Boyer, Hollowell, ank, Rot

2002).
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The desire to maintain customer contact levels through automatiorusianer
participation has also been seen in service science-oriented literaturiee Seience is a
joint movement by academics and practitioners studying serticeievelop a more
scientific approach to services management that recogriieesmportant differences
between services and other types of production systems (ifM IBMJ 2007;
Chesbrough and Spohrer, 2006). To date, service science research iorggetasign
strategy has focused on using technology or capital investmantdamate processes and
reduce labor intensity, lowering cost and increasing economiesaté gHefley and
Murphy, 2008). The dominant service science view is that by tsaigpology capital to
manage complex product-selling environments, processes can beuthowfomated,
thereby increasing cost-efficiency (IBM, 2005; Chesbrough and SpoBG46).
However, customer service experiences are also an importatégst service design
consideration (Voss, Roth, and Chase, 2008), and it is possible that auteseHtion/
service can have negative associations with customer servide satisfaction, and
retention (Fornell, 2007).

Automation in service design strategy generally means developlfigesvice
channels for product/service delivery. Service organizations puetiusesvice design
strategies primarily to increase cost-efficiency (Bitaeal., 1997; Chase, 1978). While
many service segments effectively rely on customers tmnperiost service delivery
tasks (think fast food self-service — see Buzacott, 2000), this igposfible if customers
can effectively perform these tasks without help. Alternatiwehen service processes

and products are more complex, opportunities to use self-serviceethahdelivery are
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less preferred by customers (Xue and Field, 2008). More labargh) contact helps to
manage additional service encounter complexity (Chase, 1978; KedlodgChase,
1995), but investments in technology and/or increased channel accessdnlityediate
direct human contact requirements (Froehle and Roth, 2004; Boyer 20@2). The
degree to which a customer can manage the complexity @naattion in a service
delivery process - through prior product knowledge, location convenienicéomnation
clarity - determines their willingness to participate irf-setvice channels (e.g. Bateson,
1985; Xue et al., 2007; Bettencourt, 1997).

Service design strategy literature grounded in the resousss hdew (RBV) of
the firm (Wernerfelt, 1984; Barney, 1991), argues that orgaaimastrategically choose,
build, combine, and deploy human and capital resources in building serviceryel
system “architecture” that adapts to customer contact neetls 8Rd Menor, 2003; Roth
and Jackson, 1995). This design “architecture” is made up of theispsaifctural
(buildings, equipment), infrastructural (policies, job design, and labor gearent), and
coordinative resource choices (Roth and Jackson, 1995). While empirical studies of reta
design architecture are lacking, the importance of continuously radiggarvice delivery
system design capabilities with product/service offeringererally acknowledged (e.qg.,
Roth and Jackson, 1995; Roth and Menor, 2003; Fitzsimmons and Fitzsimmons, 1999).

In contrast to simply designing service systems to be morestfasént (more
self-service) in all cases, some service design resedatbs sthat firms follow a
progression in aligning resource competencies with product maHes&dtt, Sasser, and

Hart, 1990; Menor et al., 2001). For example, both Menor et al. (2001) @hdaRd
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van der Velde (1992) find that increasing banking product complexitydsasted in
higher operating margins, and the need for retail banks to depoy flexible service
design architecture. Agile banks are those most likely to imvesbre human capital to
manage increasing product offering variety, and they also oparatere complex and
higher-margin service environments and better satisfy custoriEsof et al, 2001,
p.286). Moreover, there are immediate financial impacts from not lbesppnsive (or
adapting) to customer contact needs. Fornell (2007) uses the Ame&icstomer
Satisfaction Index (ACSI) to find that poor customer service quilddgs to negative
financial returns. In total, these findings confirm customer comit@ciry by suggesting
that more complex systems need high levels of human contact, walbdtittechnology,
or customer location convenience to manage product and service-bundlexttynopier
time.

The field of operations management (OM) has established impodanéctions
between margin management, product-service offering complexatyvariety, and the
most responsive production design strategy. OM research suggestsptatant link
between product line variety, gross margin, and operating cormplexy. Gaur, Fisher,
and Raman, 2005; Randall and Ulrich, 2001; Hayes and Wheelwright, 1979). More
human skill (know-how), not just technology investment, is necessary iageanore
dynamic product-service offering environments (Menor et al., 200%fePh&994). A
strong association between complex products, higher margins, and apetesign
strategies suggests that product line complexity can be a roet abpmofit stagnation if

not managed effectively (Gottfredson and Aspinall, 2005). Nevertheless, Ssher
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and Raman (1999) find that a strong positive association exists betete@ product
line gross margins and firm performariceRetailers can improve store margins through
effectively using their store labor and capital resources,cedlyeif the appropriate
incentive structure is in place to manage product-selling/ibes (DeHoratius and
Raman, 2007), and store labor staffing requirements are met (Fisher et al., 2006).
Responsive firms may also be better at adapting quickly to chamgearket
demand conditions, resulting in higher profits (Randall, Morgan, and Morton, .2003)
Retail firms, in particular, may need responsive store desigmtectures to facilitate
quick changes because of the competitive nature of the industrguchs we want to
make clear that our concept of design responsiveness is a preagsura for the
operational alignment of product line margin and retail store desigategy co-
movements over time, not a direct measure of agility or tlaesic intent. Therefore,
we make several assumptions in developing our research model. o&irsissumption
that gross margins and design strategies are linked is groumdled understanding of
the retail investment analyst community that product line mapgiaks often indicate
strategic design shifts in retailing (Gag®erbes 2007), and in the research streams listed
above, which examine customer contact and service delivery autometoss aervice
industries. Second, we acknowledge that little retail induseyature examines retalil
store system design strategy, or develops much empiricalineeaant related to service

strategy at all (Menor et al., 2001). Finally, we recognlz the systematic and

® Gaur, Fisher, and Raman (1999) do not examinedhmovement of gross margin and design strategy.
Rather, they examine a measure of GMROI to shovpdisiive association of product line gross margins
on retail stock returns.
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dynamic relationships between service operations strategy, prdidector service

context, and performance measurement are not well developed (S@edoZenios,

1999; Menor et al.,, 2001). This paper contributes to a greater understahdivese

relationships by analyzing the dynamic and competitive chaimgése retail industry
landscape (Boyd and Bresser, 2008) by using dynamic panel aalaligams and

techniques. While we must rely on secondary databases and poomeagure strategic
design shifts, we take safeguards to stay theoretically amtigaiy grounded in the
actual product offering and systems design strategy issues thatineisilece.

The next section presents the conceptual model and discussesagurengnt of
design responsiveness. Our measurement approach comes from invemagement
literature examining inventory and sales co-movements acrosspleuibhdustries,
including retailing (Rumyantsev and Netessine, 2005; 2007a,b; Gaur22@8; Chen et
al., 2007). While this foundational work examines the alignment e$ seth responsive
inventory management policies, we believe that similar measuraeantiques offer
interesting insights to examine store design strategy and prdidectmargin co-
movements. As the misalignment of operating strategy and enviraaneenditions is
characterized by negative performance impacts (VenkatranwP@escott, 1990), it is
important to have an empirical means to examine the co-movemeetadf design
strategic decisions and product line margin management to discovernretdu firms
should do. Next, we link our discussion of service design strattaygtlre to the

research model.
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4.3 Model Development and Hypotheses Formulation

Retail design responsiveness is the simultaneous managemenstarésystem
design strategy with product line margins over time (Figure /¥ posit that design
responsive firms outperform unresponsive firms, after controlling fardirm-specific,

segment-specific, and macroeconomic effects (McGahan and Porter, 2002, p.835).

Figure 4.1:
Conceptual Model — Factors Affecting Operational Performance in StordirReta

Design

Responsiveness; Retail
-Store Delivery System Mgt + Operatlonal

*  Labor intensity _’ Performance;;
O Capital intensity

-Product Line Margin Mgt

Firmi Segmentg; Economic;
*Execution *Cycles, cost *Shocks (9/11)
(e.g. Inv. Mgt) trends

*Competition

Other Factors
(Controls)

Our model assumes that retail firms behave rationally in gtetegic design
decisions to maximize profits. Therefore, we assume that fieta strategic design

planning and decision-making can be seen in year to year relaisnamong key
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operational variables such as sales, gross margin, and in esouwestment decisions
about store system employee labor and store capital. Thene®rdentify and evaluate
strategic design shifts across all retailers by examining tmeos@ment of gross margins
with the amount of 1) store labor intensity, and 2) store capitahsity required to
deliver upon the intended service concept, while still maintaining parekng firm
profits. Retailing firms determine to what degree they wisprovide customer contact
in their store systems and what form this contact will tékeage, 1978). We argue that
the degree to which retailers simultaneously manage these tedesagn choices with
their product line gross margins will be a key indicator of firenpgerformance, after

controlling for other firm-specific, segment, and timing effects.

4.3.1 Measuring Design Responsiveness

Our proxy measures of store design responsiveness are grounded inrberth ¢
and classical inventory management research methodologies sarméiae elasticity of
inventory supply and sales demand (Rumyantsev and Netessine, 2005; 2@BIoveO’
1987). However, we apply this logic to analyze annual changes inigbrtide gross
margin versus annual changes to store system designs bystmiagabor and capital
intensity as proxy variables to understand those relationships. b&3e equation for
measuring design responsiveness is stated as follows forotieelabor intensity design

responsiveness variable:
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(Eq.4.1) SLt= Ltl: Lt—l_ GM(-\;K/IGM t-1

whereL; stands for periodl store labor intensity, an@M;, stands for periotl product line
gross margins. A positive result (> 0) indicates store syktbor intensity is increasing
at a faster rate than gross margins, while a negative (< O) ireichtes that store system
labor intensity is declining relative to gross margins. A safreero would indicate
complete design responsiveness, as changes in gross margin vienedmaith store
system labor intensity shifts in the given year.

The degree of human contact (or conversely self-service leset) in the store
delivery system strategy is measured witlstare labor intensity(L) ratio, which is
simply the number of employees per selling square foot. Switeestore design
strategies requiring less human contact will typically reguower labor intensity to
deliver the service and maintain profitability. Alternativelymk increasing human
contact levels in store systems will increase the labor intensibyimatheir store systems.
Because more complex product offerings are associated with hggbes margins
(Randall and Ulrich, 2001), we posit that higher levels of store lalbemsity will need
to correspond with higher gross margins to stay in alignmenterndtively, failure of
these store system designs to provide adequate human labor colhtathvately result
in negative performance impacts (Menor et al., 2001). Thereforstanethe following
Chapter 4 hypotheses for both positive and negative responsivenessesidas store

labor intensity:
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H1l: When SL is positivea higher measure of design responsiveness in store labor
intensity will be associated with worse operational performance.

H2a: When SL is negative lower measure of design responsiveness in store labor
intensity will be associated with worse operational performance.

While some operations research has advocated that retail firms shouldgmifsue
service design strategies only when selling simple, lowegimasroducts (Buzacott,
2000); other research challenges this notion by indicating thaterstdiave achieved
disproportionate financial benefits through self-service designgtease economies of
scale and cost-efficiencies (Boyd and Bresser, 2008; Chen 20@F). Therefore, we
also wish to examine the following alternative Chapter 4 hypahiesi a negative

responsiveness measure for store labor intensity.

H2b: When SL is negatiyex lower measure of design responsiveness in store labor
intensity will be associated with better operational performance.

Similarly, substitutingK for L provides the baseline equation for calculating
design responsiveness for store capital intensity vis-a-vis prdohéctgross margin

changes:

t Kt—l_GMt_GMt—l
Kua GM..

(Eq.4.2) SK= K
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whereK; stands for period store capital intensity, an@M; stands for period product

line gross margins. Store design strategies that levéeabeology, store fixtures, or
location investment are represented by the varistiolee capital intensityK) — which is

the ratio of store-invested capital per selling square foot. Opesamanagement
research states that a retail firm may wish to use technology capitainage complexity
or product variety (Gaur et al., 1999), or may wish to invest in new kioations that
are more convenient for customers to access (Xue et al., 2007¢adimgy store capital
intensity may have two additional strategic purposes by eithtestituting for higher

human contact, or by providing greater economies of scale and acosirefficient

selling system for lower-margin, high-turnover products. Rétails either purchase or
enter into lease agreements for buildings, technology, or stongrextto achieve
customer contact objectives. A positive responsiveness measurstofer capital

intensity (> 0) indicates that a retail firm may be owetesting in store capital.
Conversely, a negative capital intensity responsiveness measesfuggests that a
retail firm was under-investing in store capital, possibly legviself vulnerable to more
adaptive retailers with more robust selling systems or bstibee locations. Therefore,
we state the following Chapter 4 hypotheses for both positive antiveegaeasures for

store capital intensity responsiveness:

H3: When SK is positiy@ higher responsiveness measure in store capital intensity
will be associated with worse operational performance.

H4: When SK is negativa lower responsiveness measure in store capital intensity
will be associated with worse operational performance.
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4.4 Database Sample Description

Financial data was collected for the time-period 1994-2006 for tligee
population of “bricks and mortar” U.S. public retailers listed on tleksexchanges
NYSE, NASDAQ, and AMEX, from the Standard and Poor's COMPUSB&hual
Fundamentals database wusing Wharton Research Data ServicesDS(WR
http://wrds.wharton.upenn.edu). The year 1994 was chosen as the startiod clate
analysis because it is the first full retail fiscal yeadata after the end of the last retail
recession. We identified product-selling retailers and thedumt line category based
on the four digit Standard Industry Classification (SIC) samplecsen criteria for
“retail trade” outlined in Gaur et al. (2005), excluding wholesalercommerce retailers,
retail holding companies, bankruptcy years, and American deposit@ypie(ADRS).
There were 487 retailers that report at least one year of financidbdataSecurities and
Exchange Commission (SEC) during the study time period.

To follow established practices in dynamic ratio analysisefBen and Fabozzi,
2006; Kremer, Rizzuto, and Case, 2000), we selected only firms iwattoff more years
of complete financial data during the period, which reduced the indietotysample to
320 retailers. We then manually collected data on the numbeoressind the gross
selling space (square feet) for each retailer in each fy@ar multiple secondary data
sources. We primarily used 10-K (annual report) statementssattéhrough the SEC
Edgar database (http://www.sec.gov/edgar). However, we suppleireamievalidated
this 10-K data using retail statistics purchased from the RuSiness Reporter Database

(http://www.usbrn.com), and data from Standard and Poor's Retail IgdRgports
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(Also available in WRDS, http://wrds.wharton.upenn.edu). While thd revastment
community encourages retailers to report store-level operatifiogmation it is not
mandated by Generally Accepted Accounting Principles (GAAP), randy retailer
annual statements do not report information on selling square feettrenwf stores.
Yet, we found that most retailers do report aggregate store-dpezhting data their
annual statements. As Table 4.1 shows, only 88 retailers (out of thel@20t report
store-level information during the study time period. Thisueftwith our final industry

field sample of 232 retail firms and 2,039 observations.

Table 4.1:

Frequency table showing number of years of reported store level data (1994 — 2006)
Number years of complete store- | Number of Number of
level information retailers observations
Retailers 5+ yrs Financial Data 320

0 (dropped) 88 | -
1-3 21 48
4-6 58 287
7-9 38 301
10-12 44 480
13 71 923
Final Industry Field Sample 232 2,039

The U.S. Department of Commerce assigns a four digit pyiREE code to each
retail firm according to its primary industry or product segm®&etail firms may also
span several segments and have other assigned secondary SIC ctussn@ay move
from one four digit primary SIC code to another because of produdblpmthanges or

S&P reclassification. To avoid small sample bias presentgmeet-level data in these
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cases, we followed the guidelines of Gaur et al. (1999; 2005) to iddtifelatively

distinct operating segments in the retail trade industry bygupimmary SIC code

groupings. Table 4.2 lists the segments, groupings, and correspondimgjefians for

each segment.

Table 4.2:
Retailers reporting store-level information for square feet and # of $i®84 — 2006)
- # of
SIC (4 digit) [Segment Group Name Retailers Examples
5211 Lumber and building materials storgs 6 Home Depot, Lowes, Nationa
Home Centers
5311 Department stores 17 Sears, Macy's, Dillards,
J.C. Penny
5331, 5399 | Variety stores 25 \(’:\13‘:;2/'5‘”’ Target, Warehouse
5400 — 11 Grocery stores 35 Albertsons, Krogeresay
5600 — 99 Apparel and accessory stores 64 Ann Taylor, Gap, Limited
- . ) Bed, Bath, and Beyond, Liner|
5700 — 11 Home furnishings and equip store$ 14 N-Things
. . Best Buy, Circuit City,
5731 Radio, TV, and appliance stores 14 RadioShack
5734, 5735 Computer and computer software 9 Babbages, CompUSA,
stores, Records and tapes Gamestop
5912 Drug and proprietary stores 7 CVS, Rite Aidyl§eens
. Staples, Barnes and Noble,
5940 Misc. stores- other 24 Sports Authority, etc
5944 Jewelry stores 7 Tiffany, Zale
Toy’'s R Us, Zany Brainy,
5945 Hobby, toy, and game 10 Michaels. etc.
Sample Total 232

4.5 Variable Definitions

We use the following notation for our model variables. From the Contpusta

Annual Fundamentals data, for firmin yeart, let S; be the total sales for the firm

(Compustat Fundamentals field ‘SALEGOGS be the cost of goods sold (COG&J;

12
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ending total assets for the period (AL)EO;; be the LIFO reserve (LIFR)NVT; be the
ending total inventory for the period (INVTRIBD; be the operating income before
depreciation (OIBDP); PPE; be the ending net property, plant, and equipment for the
period (PPENT); an&EMP; be the average number of employees for firralculated by
averaging the ending number of employees (EMP) for tygéand yeat for each yeat.
From our 10-K and S&P collected data, 8DFT; be the average gross selling square
feet for firmi calculated by averaging SQFT for yédrand yeat.

Several adjustments must also be made to make firm-level parioe variables
and ratios comparable. Retail firms often use different invemanation methods (e.g.
FIFO versus LIFO methods) and this practice produces differancésm to firm
reporting of period-ending inventory (INVT) and cost of goods sold (80GWe
accounted for inventory valuation method differences by adding the L#s@rve
(Compustat field ‘LIFR’) into the ending inventory calculation foraafiven fiscal year.
In addition, the change in LIFO reserve from year to yearsuagracted out of period-
ending COGS (e.g., Kesavan, Gaur, and Raman, 2008). This practice dhsiires

resulting ratios calculated from these variables for the sample fiexcomparable.

4.5.1 Dependent Variables

We use the retail firm's return on asseBO@ as the primary measure of
operational performance for this study (Barber and Lyon, 1996; Rusexa and
Netessine, 2005; 2007a,b; Gaur et al, 1999). We operationalize RMA apdrating

income generated per dollar of total investment. Because parioexmeasures using
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operating income ratios can vary based on firm scale or accourgatgnents (Barber
and Lyon, 1996, p.397), we control for any potential performance nezasaot bias by
using return on sale®R(Q9 as an alternative measure of operating performance. We are
also interested in the carryover associations of stratlegign decisions on forward firm
operational performance, so we also examine forwarded R2AD for t+1 year

period. The basic formula for ROA in yeds calculated as follovis

OIBD .
AT vt AT i)/2

(Eq. 43) ROA: = (

4.5.2 Independent Variables

The joint movement of gross margins and store delivery systemgndsisategies
for labor and capital is measured using the design responsivéassstg measureSLis
and SK;s introduced in section 4.3.1. Table 4.3 shows the components and each design
responsiveness measuréM;s is simply Sales minus COGS, adjusted for the inventory
valuation method. Our measurelgf is stated as the ratio of the number of employees
(EMP) to total gross selling square fe&QFT) for all stores during the period. Our
measure oKjs is the sum total oPPE;s and the net present value of five-year lease

contracts (capitalized leases) using the notatiop;L@®RC1), ..... , LG5 (MRC5) in

® Return on Sales (ROS) and Forwarded ROA (ROAF}aleulated in a similar fashion as regular ROA
using OIBD in the numerator and sales and forwastage assets respectively in the denominator.
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Compustdt To simplify the capitalized lease analysis, we used a discatart= 9.3%
based on the average weighted average cost of capital (WAGRR odtailing industry
reported from Value Line (A. Damodaran, Damodaran Online,

http://pages.stern.nyu.edu/~adamodar, 9/3/2008).

Table 4.3:
Definition of Component Measures and Independent Variables

Component Measures

Product Line Margin GM..= S.~COGS
(Gross Margin) its S
Store Labor Intensity L= SE(g/lFP_F
. 5 LCis
Store Capital Intensity PPE s+ TE 1 (1+ r )T
K " ) SQFT its

Store Design Responsiveness Measures
(Co-Movements of Design Strategy Variables and Product Line N&rgi

Design Responsiveness — S L B Lits - Li(t—l)s ~ GM its GM i(t-1)s
its

Labor Intensity Li(t_l)s G M i(t-1)s

Desi_gn Requnsiveness— S K _ Kits_ Ki(t—l)s B G Mits_G Mi(t—l)s
Capital Intensity S |<i(H)S G Mi(t—l)s

* Note that COGS is adjusted for the LIFO resersestated above

A positive (or negative) result any of our store design responsseneasures
would indicate that a firm was trying to increase (decrelad®)y or capital intensity in
their store systems at a faster rate than changes to pfisg#ugtoss margins. Since our

hypotheses predict negative relationships between these varisolesua operating

" Both GageForbes(2007) and Kesavan, Gaur, and Raman (2008) diskasmportance of adjusting for
capitalized leases when conducting capital analgseeng different store retailers
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performance measures, we follow the standard inventory co-movemsthbdology
(Rumyantsev and Netessine, 2007b) by further defining variablesagture both
directional positive (increasing) and negative (decreasing) co-nemtsifor each design

responsiveness variable listed in Table 4.3 above as foflows:

For StoreDesign Responsiveness — Labor Intensity

SLin( its SL its Xl(SLzO) ; SLde' its SL its _1(SL§0)

For StoreDesign Responsiveness — Capital Intengity

SKinc ts SK its Xl(SKzO) ’SKde' ts SK its < _]-(SKSO)

4.5.3 Control Variables

We use the following additional notation to operationalize our contridblas.
From our 10-K and S&P collected data, Ngtbe the total number of stores open for firm
i at the end of yedr In addition, to calculate average inventdry) for our inventory
management ratio, we take the previous annual petidjl iGventory ending balance
(INVT i1y adjusted for the LIFO reserve) from Compustat Annual Fundameatisin
the current period balance (INY&adjusted for the LIFO reserve), and take the average of
the two numbers. So, our final measurdmf; for a given year is a calculated adjusted

average of the prior (INV{f1)) and current year (INVi{]) ending balances.

8 The notation used here assumes the variable istt@rwise. So, for “labor intensity” responsiveste
SLinc= SL*1 if SL >= 0;SLinc= 0 if SL <= 0;SLdec*-1 if SL < =0;SLdec= 0 if SL >= 0, etc.
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From this data, we define the following additional independent variables in Table

4.4:.

Table 4.4:

Definition of Control Measurement Variables

Control Variables | Calculations | Related References
Firm-specific
Barber and Lyon (1996); Gaur,
Eirm size log S; Fisher, and Raman (2005, 1999);
Its Rumyantsev and Netessine
(2005; 2007a,b)
= 1
Sales (revenue) growth rate RG. - Sis f;;éif;uhrﬁ;a?‘?gesaamg n (2003
(firm sales growth) 1 Sits Netessine (2007a,b)
. 4
Store growth rate NG = Nits (fgagg) Fisher, and Raman (200
(firm store growth) ts Nit-1s

O
~

4

4

Inventory management*
(relative inventory)

| Invits/
its COGSts

Gaur, Fisher, and Raman (2005

1999); Rumyantsev and
Netessine (2005; 2007a,b),
Fisher, Ramdas, and Zheng,
(2001); Jayanthi, Roth, Kristal,
and Venu (2009)

4

Industry Segment

Segment margin*

[Ss -COGS ]
SM - S[ S 'A(t—l),s

Rumyantsev and Netessine
(2005; 2007b); Cheng (2005)

Segment sales growth rate

ts
_ S&%
SG = Sit-1.s

Rumyantsev and Netessine
(2007b); Cheng (2005)

Competitive intensity
(segment diversification or
entropy)

S
E_= - In }/ j
ts ;plst ( Diet

Jayanthi, Roth, Kristal, and
Venu (2009), Palepu (1985)

Economic (shocks)

Fiscal Year

fyear= yearly dummy

Roodman (2006); McGahan an
Porter (2002)

o

STATA-xi: ...DV IV i.fyear,

* Note that here both COGS and Inv are adjusted for LIFO reserve as stated above
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Firm-specific control variables

We initially control for firm size(log of firm Sale} sales growth ratestore
growth rate andinventory managementlnventory managemeit;;) is operationalized
by using the ratio of average inventotgy) to cost of goods soldCOGS. Along with
inventory turnover ratio (its inverse), this relative inventory rodtas been widely used
as a standard measure of inventory management effectivertesspply chain execution
in the OM literature (e.g. Gaur et al., 2005; 1999; Rumyantsev atesdine, 2005;
2007a; Fisher, Ramdas, and Zheng, 2001; Jayanthi, Roth, Kristal, and2@6ay, We
control for inventory management in order to account any associattaredse retail
inventory position and ROA in our model, an association that has beedyalre
established in the OM literature. Furthermore, inventory ratiegeoven measures of
retail inventory management effectiveness on an annual basis (aw..eGal., 1999;

Rumyantsev and Netessine, 2005).

Industry control variables

We control for averageegment gross margiggMs) to make sure that a firm’s
product line gross margins are measured relative to the averag®e margins of its
industry (Rumyantsev and Netessine, 2005, 2007b). Furthermore, weegment sales
growth (SGy) ratio, to control for sales trends within product line industrynmsents
(Rumyantsev and Netessine, 2005; Cheng, 2005). Lastly, we control fmortipetitive
intensityin the industry by using a measure of segment diversidicair entropy E;)

which is stated as simply the transformed ratio of total sales forahHestrshare leader in

132



a given industry segment for a given year (Jayanthi et al., 2009igh&r score foEs

would indicate a more diverse and competitive segment.

Time control variables
We use yearly dummie$ygar) to control for possible trends in profitability over
time due to one-time economic shocks or industry cycles (Roodman, 2006hiktc@nd

Porter, 2002). This is done using the “xi:. fyear’ procedure in STATA.

4.5.4 Empirical Model Specification

We use the following base empirical model (Eq. 4.4.) to initialpn@re a retail
firm’s financial operating performance with store design respensss measures, while
simultaneously controlling for other firm-specific, industry segtmand timing variables

that may be present:

(Eq. 4.4) ROA; = pit + & + b ROA 11 + b'SLing + b’SLdeg + b*SKing + b*'SKdeg +
b’ly + NG, + b'RG; + PlogS + b’SMs + b'°SGs + b"Et+
d'fyear

wherey; indicates the firm-specific errog; is the remaining random model errbt is
the coefficient for the temporal lag of the “ROA” dependentadei, B, b , b* and 1§
are the directional coefficients for our firm-specific desigaponsiveness variables for
store labor $L) and capital intensitySK) changes, H b° , b” and B are the coefficients

for other firm-specific control variables? b'°, and B'are the coefficients for segment-
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specific control variables, and® drepresents our time control dummy variables
(Rumyantsev and Netessine, 2007b; Roodman, 2006; McGahan and Porter, 2002). So,
our hypotheses are confirmed if we see negative and stalyssaalificant coefficients

for b' to b* for our initial model. We also estimate the same model (Eq.fdr4a
forwarded ROA dependent variabRQAR for thet+1 forward time period, as well as

for current period return on sald?3@3S.

We take special care to analyze our results for sensi{ikeagpnedy, 2003) to the
different assumptions and variables included in the model. Whilstatistical power in
excess of 98%, many of the underlying statistical assumptrerseasitive to the number
of variables entered into the model and the number of instrumentsvasgss the
number of variables. Therefore, we used multiple statisticdysagmto “test up” and
“test down” the model (see Appendix 7.3.2) by adding some variablesearaing
those that are redundant or may not be necessary (Plummer, 2007; K&t0@2)y In
addition, we examined alternative model specifications to deterihithe number of
instruments used in the model is necessary or appropriate (Roodman, BZ&) that
our base model specification had initially 11 variables to be estimated; itnpartant to
examine if the number of parameters was necessary or appzofmtiadynamic panel

data model.

4.6 Research Design: Analytical and Methodological Approach

Our longitudinal research design uses dynamic panel data isn@gisniques in

STATA v10 to test our hypotheses. The use of dynamic panel models is “partadrbroa
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historical trend in econometric practice toward estimatorsritzdte fewer assumptions
about the underlying data-generating process and use more cdegbiriques to isolate
useful information” (Roodman, 2006, p.13) from large longitudinal panel étta A
dynamic panel data model is “one containing a (temporal) lagged dependentvamabl
possibly other regressors), particularly in the ‘small T, largeddtext” (Baum, p.232).
The lagged dependent variable term is assumed to be correlatddengtior term in the
overall model, and this persistence bias becomes more acute asurtieer of
observations in each time-period sample increases. This is @ufartoncern with our
study dependent variables, as profit-derived ratios have been founiilia bigh levels
of persistence in prior literature (Plummer, 2007; Oei, Ramsay, Mather, 2008;
Roberts, 2001; Waring, 1996). Therefore, it is both important and necésssrcount
for the persistent effects of the dependent variable using ssiathlgeneralized method
of moments (GMM) estimation techniques (Hansen, 1982). We estathate dynamic
models using the “xtabond2” command in STATA v10 (Roodman, 2006).
One method to account for persistence of the dependent variable tagyét)

in our model (Eq. 3.4) is to use Arellano and Bond’s (1991) techhighieh takes the
first difference of the base levels equation (Eq. 4.4) and creasgstem of equations
(one per period) that allows for applicable instruments to eachieguarm (Baum,
2006, p.233). The first differencing of the original levels equatioectiely removes
the individual (fixed) effects for each model variable, and the thgtiference term

instruments for additional correlation with the overall model resiéuor. A key

° This Difference GMM estimator is executed using tholeveleq” postestimation command procedure in
STATA v10.
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assumption of Difference GMM is “that there is no-second orelgalscorrelation for the
disturbances of the first differences equation” and they “folloar@om walk” (Baltagi,

2005, p.136). However, a potential weakness of Difference GMM is thdagdged
difference term created as an instrument in the A-B procedasealso be endogenous
(serially correlated) with past, present and future errbrg is highly persistent
(Plummer, 2007). In addition, there may be unbalanced panels withbfrvations in

each time period that may “magnify” error variance in the md@zum, 2006;
Roodman, 2006, p.19). Either of these conditions would make the lagged difference
terms less valid instruments for the variables of interest.

System GMM gives more “reasonable and precise estiméBzdtagi, 2001,
pp.143-144) versus Difference GMM when instruments are weak, by comli@vielg
terms with differences terms to create new system oftieqsausing all available
instruments. This procedure allows System GMM to instrumentatigetl dependent
variable term and “any other endogenous variables with varigidesght uncorrelated
(orthogonal) with the fixed effects” (Roodman, 2006, p.16). Because itak@ more
full advantage of all future moment conditions (Arellano and Bover, 1989%tem
GMM is more efficient with degrees of freedom versus DifieeeGMM. However, the
results may not strictly eliminate the firm fixed effebecause variation from the levels
equation is now introduced into the model instruments. Like Differ&idM, the
System GMM estimator is sensitive to the number of instrumesrsus the number of
parameters estimated in the model, and is subject to misintgipmnetof results

(Roodman, 2006; 2008). Unfortunately, the extant literature providiesdittdance on
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how many instruments is “too many” (Roodman, 2006, p.13; 2008), but it does provide
some guidance on how to test if assumptions embedded in these technegbesm@

violated (Plummer, 2007; Roodman, 2006).

4.6.1 Examining Assumptions in Dynamic Panel Data Models

We follow the guidelines from the related literature (Roodman, 2064,
Plummer, 2007; Baum, 2006; Baltagi, 2001) to examine the assumptions emhbedded i
both the Difference and System GMM estimators that we usasistudy (see Appendix
7.3.1 for a full reporting of these tests). First, Roodman (2006, p.athssthat
researchers should examine if the use of GMM is appropriaggdoyining if 1) “current
realizations of the dependent variable (are) influenced byopest’ (i.e., the dependent
variable is serially dependent and autocorrelated), and 2) theréixa@ individual
effects in the dynamic” (i.e., variation within firms over tintkeat argue against the use
of cross-sectional analysis and in-favor of panel data anal@isce ROA, ROS, and
ROAF are all profit-derived (and established to be highly pergistiependent variables
(Plummer, 2007, p.79), the use of dynamic panel models is deemed &iprapiour
study. Nevertheless, we take special care to test for rtiporiant assumptions

underlying the appropriate use of these models.

Serial Dependence

In longitudinal studies, serial dependence (or autocorrelationmfterms) in the

dependent variable (DV) is often present. This is because ‘tmterdependence is
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often assumed in panel data to be part of a business cycle or éecdresrding towards
changes in the dependent variable result (e.g. ROA changes lmoudresult of a
regional macroeconomic shock or effect). Since our model includs ibdividual
(firm) and time-specific error terms, serial dependencthefdependent variable would
cause the lagged time error term to be correlated with thalbwewdel error term. This
means that any error-derived estimates in the model (e.@tst-8&r coefficient
significance) would consist of both firm-specific and time rediguars. Since we are
trying to isolate only firm-specific fixed-effects redat to design responsiveness, not
accounting for the serial dependence in this model would lead esadbinterpretation
of the coefficients. Our tests for serial dependence are lbas@dooldridge’s (2002)
test procedures and are discussed in detail in Appendix 7.3.1 - AeXfindlVevidence of

serial dependence in all our dependent variables.

Endogeneity

Next, Roodman (2006, p.14) suggests that researchers should examine the
assumption that “some regressors may be endogenous,” and therefdi@, ikva test
and report a series of diagnostic tests for endogeneity amdnnestt validity (Plummer,
2007, p.81): the Sargan/Hansen test, the difference-in-Sargan/Haserand the
Arellano-Bond statistics (AR1 and ARZ2), which are all giverthwihe STATA

“xtabond2” commantf. First, the Sargan/Hansen test statistic (Sargan, 1958; Hanse

9 These diagnostic statistics are reported aftergusie ‘twostep’ procedure in STATA.
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1982)! tests the null hypotheses that the variables used in the model
instrumentation/specification are strictly exogenous (uncorrelatitalXhe overall model
error term. A rejection of the null hypothesis would indicate tiratmodel specification
was invalid, and even a statistically weak rejection (p=.10) wouldnta question the
model specification (Roodman, 2008, p. 11). On the other hand, too strongtiarrejec
(p=1.0) might indicate that the model was overspecified with “tooymiastruments”
(Roodman, 2008, p.1), suggesting that reducing the number of instrumémsnmodel

is warranted. Second, the difference-in-Sargan/Hansen test srejbert difference
between the reported model Sargan/Hansen test statistic (exogewnded and an
alternative specification of a completely endogenous model. Boaube it uses the
Sargan/Hansen test statistic “a high instrument count also wetksrdifference test”
(Roodman, 2008, p.11). Therefore, we also use the Arellano Bond statikids
examine the autocorrelation of errors in both the level one (AR(D))Jevel two (AR(2))
differences equations. The model specification would be rejectddere was a

statistically significant AR(2) statistic.

Collinearity and Heteroscedasticity Issues
Examining collinearity and heteroscedasticity among model-spetigervations
is also a critical assumption when using GMM estimation, #s aviy regression model.

First, we examine collinearity of model variables using tialif¢ command in STATA

1 Both the Sargan and Hansen test statistics hasledffs (Roodman, 2008, p.11) with respect to
instrument proliferation (e.g. the Sargan (1958) statistic is not sensitive to the number ofrinsients,
but assumes normally distributed data). Specificale report the Hansen (1982) test statisticabse of
the heteroscedastic error data structure and umtedgpanel design makes it the most appropriatéaes
our study (Roodman, 2008).
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v10 (Plummer, 2007). With collinearity concerns, small changes iddteematrix may
cause large changes in parameter estimates (Baum, 2006, p.85)is quatticularly
important to interpret the variance inflation factor (VIF) anddbedition number as part
of the diagnostic testing (Plummer, 2007). A general “rule of thuatessthat there is
evidence of collinearity” (Baum, 2006, p.85; Plummer, 2007) if the laNj€sts greater
than 10 or a condition number is greater than 30 (Plummer, 2007). Qalrgraup of
variables had a condition number greater than 30 indicating thataflidearity could
be a concern for the full model (Appendix 7.3.1 - A.2). As part of smmsitivity
analysis, we discovered that we could limit the effect of nmallinearity by removing
any of the segment control variables (SM, SG, or E). We fiatithe decision to retain
or remove any of these variables has no bearing on any of aurspecific
responsiveness estimates of primary interest, and we repuolits regh and without the
most problematic segment control variables (SM and SG) asopastir sensitivity
analysis (see Appendix 7.3.2).

To examine if heteroscedasticity is a concern in our model, wek aiseodified
Wald test statistic using the “xttest3” postestimation commau8TATA (Greene, 2000;
Baum, 2006, p.222). Residual variances in panel survey data “often displagd
heteroscedasticity” (Greene, 2000, p.15) even if other sourcesoofdesturbance are
controlled for in the model. In particular, accounting-derived ratios oftebiexhrying
precision which causes unintended heterogeneity in the sample (Ker2@8&3). For
example, retailers may use different accounting treatne¢mtspreciation so that the true

dollar value of an asset may not be directly comparable to other retadersnoe.
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Greene (2000, pp.230-232) reports several methods to test for norohayrs
in panel data including the Wald Test statistic; Baum’s (2006) meddiVald test
statistic has the advantage of adjusting for unbalanced panghslgg.222), so it is
particularly useful and easy procedure to run as a postestintatiomand in STATA.
Like the standardized Wald test (Greene, 2000), this modified proceshigetihe null
hypothesis of homoscedasticity of errors. As is typical of pdat models of our type
(Roodman, 2008, p.11), we find evidence of heteroscedasticity (p<.01), whetbwer f
fixed-effects or generalized least squared estimators fgependix 7.3.1 - A.3).
Therefore, we use robust estimation of errors in our models (atddaest statistics) to

adjust for these scalar differences.

Stationarity

Finally, a key assumption of System GMM is that of the dependariable is
stationary (Plummer, 2007, p.82; Baltagi, 2001, p.143). The dependenlevaga
assumed to be stationary if the mean, distribution, and variance dbamgiecover time
periods (Plummer, 2007, p.82). Following Plummer’'s (2007, pp.82-83) and iBaltag
(2001, pp.235,240) guidelines, we report Fisher's test, which was furtheopesady
Maddala and Wu (1999, p.636), to test for stationarity of each dependéstlear
Fisher's test procedure examines summed log of individual panel aotittests (p-
values) and combines them into a common test statistic usingsier Fest command
“xtfisher” in STATA. This statistic tests the null hypotie®f non-stationarity, and

works well with unbalanced panel designs (Maddala and Wu, 1999, pp.636-637). We
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run this procedure for each of the dependent variables used in our modehand f
evidence (see Appendix 7.3.1 - A.4) that they are all stationapssadime periods

(p<.01).

4.7 Analysis
4.7.1 Descriptive Analysis

After validating the methodological assumptions, we used mulséstical
analyses to examine our results and to test our hypothesed, wdrused descriptive
statistics to analyze our dependent variable and gross margin toerals retail trade
industry sample (Figure 4.2). While gross margin and return agtsasssults vary
among retail industry segments, is it interesting to note that despgasecd spending on
technology and supply chain management capital during the period,taiie@maustry
sample in aggregate did not see any real increase in ROA. vidgwegure 4.3 shows
that retailers have been active and quite volatile in their aniabar and capital
investment decisions vis-a-vis gross margin changes during tloel pewhile Figure 4.3
shows that the tendency for retailers was to decreaselabmeintensity and increase
store capital intensity at a faster rate than gross mehginges, there is no discernable or
directional trend in either area. Finally, Figure 4.4a-b shbesibrmal distribution and
spread of the dependent variable observations. It also shows tieaistiaegreat deal of

heterogeneity among retail firms’ financial operating performance
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Figure 4.2: Plot of Industry Gross Margin and Return on Assets by Fiscal Year

Plot of Retail Sample Gross Margin % and Return on Assets %
by fyear
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Figure 4.3: Plot of Design Responsiveness by Fiscal Year
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Figure 4a-b: Sample Distribution of Observations (Dependent Variables)

a)

Histogram of ROA
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Histogram of ROS
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Next, we examined the descriptive data — mean, standard deviatromum and
maximum value - for all of our model variables and their various components (Table 4.5).

This was done to check for any outliers in the data and to validdterapirically ground
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our variable calculations. We analyze observations at eitheoft#lile distribution to
verify if the result was “real” or that it is not the resolitmeasurement error. As a result
of this review, we did not drop any observations or additionally toamstheir values.
The average firm in the sample reported a mean ROA of 16% andO&noR 7%.
Annual firm sales averaged $5 billion dollars. Revenue and store gavethged 11%
and 10% per year respectively. In examining store system é&adubcapital intensity,
number of stores, and selling square feet, we see additional evafdaheeheterogeneity

of the firms within the retail trade industry.
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Table 4.5: Descriptive Statistics

Model Descriptive Variables Mean S.D. Min Max  Obs.
Dependent Variables
Return on Assets (ROA) 16 A1 -82 075 2039
Return on Sales (ROS) .07 .05 -23 0.26 2039
Firm-Specific Controls
Sales® (S) $5,830 $19,171 $12 $345,977 2039
Firm Revenue Growth ratio (RG) 1.11 .18 .34 2.92 2039
Firm Store Growth ratio (NG) 1.10 .32 .28 4.81 2039
Relative Inventory (Inventory/COGS) ratio (1) .29 .18 .04 1.37 2037
Segment Controls
Segment GM% (SM) .34 .05 .25 0.56 2039
Segment Revenue Growth ratio (SG) 1.07 .09 .55 1.57 2039
Competitive Intensity (E) 1.52 .59 .08 28 2039
Component Measures
Gross Margin% (GM) .34 20 -.05 .70 2039
Operating Income before Depreciation® (OIBD) $443 1388 -728 $23,283 2039
Number of Employees® (EMP) 380 1109 1 39 2023
Number of Stores (N) 730 1177 7 8,079 2039
Labor Intensity3 (L —adj.) 3.2 3.1 A 39 2023
Capital Intensity* (K) $130.21 $153.05 $2.72 $3,489.95 2038
Gross Selling Square Feet’ (SQFT) 18,242 50,817 27 782,287 2039
ACSI Satisfaction Score (ACSI) — for forward testing  74.5 3.5 66 84 188

1$ millions
Zstated in 000's

% Labor intensity multiplied by 1000 in table to aiderpretation (e.g. 3.2 employees/ thousand scfeatel=.0032emp/sqft)

“Interpreted as $ of capital investment per sekiggare foot

The correlations of the model variables are listed in Table 4.6S Righly

correlated with ROA in our sample (r=0.85). As part of ourrigstip and testing-down

procedures and diagnostics (discussed earlier), we found that #rey ségment control

variables Segment GM% (SM), Segment growth (SG), or Compaititieesity (E) could

be removed to reduce collinearity issues, without having any majpacimon the
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coefficient results of interest (see Appendix 7.3.1 - A.1). Aleotdescriptive statistics

for the focal firm variables in Table 4.6 appear to be within the expected ranges.

Table 4.6: Correlations of Model Variables

Variable 1 2 3 4 5 6 7 8 9 10 11 12
1 Return on Assets (ROA) 1
2 Return on Sales (ROS) 85 1
3 SLinc -02 -02 1
4 Sldec -10 -.08 -12 1
5 SKinc .00 -.00 .28 .04 1
6 SKdec -19 -15 -06 .48 -13 1
7 Size (logS) 16 .16 -.01 -11 -01 -16 1
8 Firm Revenue Growth ratio (RG) 42 34 29 .00 .32 -16 .00 1
9 Firm Store Growth ratio (NG) 23 21 05 .17 .16 -05 .00 54 1
10 Relative Inventory ratio (1) -20 .01 .00 .03 .03 .07 -30 -.08 -05 1
11 Segment GM% (SM) 04 24 00 .02 .04 .06 -33 .04 .05 56 1
12 Segment Revenue Growth ratio (SG) .00 -.05 .02 .01 .05 .01 -05 .14 .06 .05 .04 1
13 Competitive Intensity (E) 14 .11 -03 -08 .00 -.01 -10 .00 -.03 -.18 .06 -.05

4.7.2 Model Estimation using Difference GMM

We next tested our model using Difference GMM estimation procedure
(Arellano and Bond, 1991) to control for endogeneity in our ROA dependent variable
and autoregressive correlations in our model. For our initial diferenodels, we treat
all independent variables as exogenous. We report the Differendé @dtlel results
excluding the constant teffn because simulation research has shown that including the

term causes transformation issues in interpreting the model results (Roodman, 2006).

12 pifference estimation removes the constant terrinduthe first difference transformation (Baum, 8RO
While including a constant term tends to have aomaiffect on results in practice (Roodman, 20087).
we exclude it in our analysis to aid in interprgtthe results.
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Table 4.7 shows our four model estimations using ROA as the dependent variable.
All four models in the table validate the use of Difference GMbIthe lagged term and
the first-order AR(1) statistics show evidence of significaist-brder serial correlation
(p<.05). In contrast, the AR(2) test suggests no significantl sexelation among the
second-order variable instruments. In column 1, we include all vesigblecified in the
original model, including time-dummies. Column 2 shows the same ragrdieiding the
time-dummies. Columns 3 (with time-dummies) and 4 show the impravaldmodel
excluding the problematic segment control variables. Across ma@ekee no initial
evidence to support H1 or H2a, as increasBigri{g or decreasing store labor intensity
responsivenessS{deg¢ has no negative effect on annlRDA performance (p>.10).
However, the models provide strong evidence to support the alterrmgpeeheses
(H2b), as decreasing store labor intens@y.de¢ is positively associated (p<.05) with
ROA indicating that retail firms reducing labor intensity aastér rate than gross margin
changes achieve better operating performance. On the otherwead, see evidence
across models supporting H3 and H4, stating that increaSKind or decreasing
(SKdeg store capital intensity responsiveness is negatively assoaigth ROA (p<.05).
Decreasing store capital intensi§Kdeg also has about a 50% stronger negative effect
on performance as increasing store capital intensity respoeswebKing. We also
analyze the firm and segment control measure effects on ourtiopargerformance
variable. The positive effect of revenue growRy{ and the negative effect of inventory
managementl) on ROA is consistent with the literature. However, the other control

variables show no significant direct associations VR®OA in our empirical model.
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These results were consistent when examining return on (@3 { see Appendix
7.3.1 - Table A.5, column 1.

Our difference-in-Hansen tests show no evidence of endogeneity ameng t
independent variables. While our Hansen and AR(2) test stat{gtic0) provide
sufficient evidence of no serial autocorrelation of residuals,lation research suggests
that these tests can produce misleading results when maaplgarare included in the
model (Roodman, 2006; 2008). W.ith this in mind, we use alternative &stima
techniques to test the different model assumptions and the robustrmss eshpirical

findings.
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Table 4.7: Model Estimation Using the Difference GMM estimator, DV=ROA

ROA 1 2 3 4

time lag t-1 0.35** 0.39 ** 0.37 ** 0.41 **
[3.53] [3.74] [3.74] [3.91]

Firm

SLinc - Increasing store labor responsiveness 0.09 0.16 0.13 0.10
[0.43] [0.86] [0.60] [0.56]

SLdec - Decreasing store labor responsiveness 0.58* 0.86 ** 0.66 ** 0.89 **
[1.86] [3.12] [2.20] [3.11]

SKinc - Increasing store capital responsiveness -0.27*  -0.26*  -0.27*  -0.29*
[2.10] [2.16] [2.05] [2.20]

SKdec - Decreasing store capital responsiveness -0.32 -0.46*  -0.43**  -0.44*
[1.43] [2.64] [1.97] [2.59]

Size (logS) 0.07 0.10 0.07 0.08
[0.44] [1.45] [0.45] [1.45]

Revenue Growth (RG) 0.52 ** 0.52 ** 0.55 ** 0.52 **
[3.58] [4.55] [4.16] [4.69]

Store Growth (NG) -0.03 -0.08 -0.06 -0.05
[0.41] [0.79] [0.62] [0.47]

Relative Inventory (I) -0.69 -0.65* -0.43 -0.52*
[1.48] [1.88] [1.24] [1.80]

Segment

GM% (SM) 1.54* -0.75
[1.85] [1.14]

Revenue Growth (SG) 0.13 0.10
[0.68] [0.66]

Competitive Intensity (E) 0.00 0.06 0.00 0.05
[0.02] [1.02] [0.01] [0.85]

Time

Time dummies (included) Yes No Yes No

Observations 1555 1555 1555 1555

Number of Firms 218 218 218 218

Hansen Test (p-value) 724 .500 191 .500

Arellano-Bond AR(1) -3.1** -3.3** -2.9** -3.3**

Arellano-Bond AR(2) 0.6 0.3 0.9 0.0

F Test 5.8 ** 7.6** 7.0** 9.3*

Difference GMM estimates (Stata, xtabond2..nolevelseq); the lag of dependent variable is
endogenous; all the independent variables entered as exogenous; absolute value of t statistics
are in brackets;

robust standard errors

One-tailed tests: * Significant at 10%; ** Significant at 5%
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4.7.3 Model Estimation using System GMM

Next, we used System GMM estimates to examine our modedordiag to our
tests for serial dependence (Appendix 7.3.1 - A.1), the ROA pagfitdrm is strongly
associated with the dependent variable error term. As suclenS¥aMM estimation
provides some advantages over Difference GMM, particularly asoféicient term of
the lagged dependent variable becomes more persibteat). Our panel data also
has several characteristics that make the use of systelt @bte attractive. First, we
are generalizing to the universe of retailers using N=232 tedleetail firms with
sufficient data, so system GMM causes us to lose fewer degrdemedom. Second,
Difference GMM may over-fit models by using more instrumehnés is necessary if the
number of variables is high (as in our case). Finally, the dependeables in our
model have been shown to exhibit highly persistent properties in gg@mromics and
operations management research (e.g. ROA).

Table 4.8 reports six alternative models using System GMM aistim Column
1 and 2 show the same model that was used in Difference GMM mdtlvighout time-
dummies respectively. Each model treats the lagged dependeatileaas endogenous
and the rest of the independent variables as exogenous. The difierétaesen,
Hansen, and Arellano Bond test statistics all support the modelnmesitation. The
coefficient estimation results are very similar to the maaghg Difference GMM
estimation. H2b, H3, and H4 are all statistically supported, whdeother hypotheses
were not supported. We also find similar results with respetttetdirm and segment

specific control variables relationships as seen in the fatstos models. Next, we
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repeated our analysis for thOSdependent variable and found that the results were
consistent (see Appendix 7.3.1 - Table A.6, column 1). Therefore, therapsical
evidence in Model 1 and 2 that decreasing store labor responsiverRes®ciated with
better operational performance, and that either increasing oradexgestore capital

responsiveness is associated with worse operational performance.
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Table 4.8: Model Estimation Using the System GMM estimator, DV=ROA

ROA 1 2 3 4 5 6
time lag t-1 0.37 ** 0.43 ** 0.60** 0.60** | 0.49*  0.50*
[3.21] [4.01] [7.43] [7.40] [4.28] [4.38]
Firm
SLinc 0.09 0.06 -0.05 ** -0.10**
[0.45] [0.33] [2.04] [2.92]
SLdec 0.38 0.64 ** 0.08 0.09
[1.57] [2.70] [1.21] [0.93]
SL (non-directional) -0.06™* -0.11*
[2.39] [3.17]
SKinc -0.27*  -0.30* | -0.04* -0.04* |-0.01 -0.02
[2.18] [2.30] [2.04] [1.74] [0.21] [0.22]
SKdec -0.43*  -0.49** | -0.13* -0.13** |-0.24** -0.25*
[3.00] [3.48] [2.45] [2.67] [2.51] [2.72]
Size (logS) 0.02 0.04 0.00 0.00 0.00 0.00
[0.64] [1.17] [0.46] [0.44] [0.08] [0.11]
Revenue Growth (RG) 0.62 ** 0.58 ** 0.18* 0.18* | 0.25** 0.25*
[5.39] [5.89] [5.13] [5.15] [3.80] [3.82]
Store Growth (NG) -0.11 -0.10 -0.03** -0.03** |-0.04 -0.05
[1.00] [1.05] [2.40] [2.51] [1.42] [1.44]
Relative Inventory (1) -0.29* -0.33* | -0.09* -0.08™ |-0.17** -0.17*
[1.79] [1.97] [2.18] [2.18] [2.23] [2.24]
Segment
Competitive Intensity (E) 0.00 0.00 0.03** 0.03* | 0.02 0.02
[0.12] [0.21] [2.41] [2.41] [0.71] [0.73]
Time
Time dummies (included) Yes No Yes Yes Yes Yes
Constant -0.46 * -0.46** | -0.13** -0.14™ |-0.12 -0.12
Observations 1784 1784 1784 1784 1784 1784
Number of Firms 226 226 226 226 226 226
Hansen Test (p-value) .359 411 1.00 1.00 .698 .710
Arellano-Bond AR(1) -3.1** -3.5** -4.6% 45" | 42"  -42*
Arellano-Bond AR(2) 1.6 0.8 -0.4 -0.4 0.5 0.5
F Test 13.2** 19.8 ** 26.7* 28.0* | 22.0" 22.9*

System GMM estimates (Stata, xtabond?2); the lag of dependent variable is endogenous;
absolute value of t statistics are in brackets; robust standard errors;
Model 1 — 2 treat IVs as exogenous;
Model 3 — 4 treat IVs as follows: (I, logS - endogenous; NG, RG — predetermined);

Model 5 - 6 treat IVs as follows: (I, logS — endogenous);

One-tailed tests: * Significant at 10%; ** Significant at 5%
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Column 3 and 4 models also use system GMM. However, we additionally
instrument for independent variables that may be either highly endogemous
predetermined. We do this to test the robustness of our findingsetoative model
specifications. Some economics and operations management enmpsézich suggests
that both inventoryl] and salesldgS variables may be highly persistent (Ramey and
West, 1999; Rumyantsev and Netessine, 2005; 2007b). In addition, our grosvth rat
variables (store growth and sales growth) are specified @etprenined variable's.
Although there is limited research using these techniques in @reratianagement, it
appears appropriate to instrument for these conditions by trekigt and | as
endogenous andG andRG as predetermined variables.

Column 3 and 4 report the results of the analysis using instrumenthefor
specified endogenous and predetermined variables. Column 3 resulthahaile H1
is supported in the respecified model, and H2b is not supported. Stoed cHpiisity
responsiveness hypotheses (H3 and H4) continue to be supported. The model fis statistic
also show improvement, as the AR(2) statistics have a serralatmn closer to 0, and
the Hansen and difference-in-Hansen results both indicate duleeptatrumentation.
Because we found the change in the store labor intensity responsiversests
interesting, we further re-specified the model (column 4)Ubsstuting our directional
variables for store labor intensit§l(inc, SLdecfor the base non-directional store labor

intensity elasticity variableSD). This produced a statistically significant and negative

3 There is debate in the econometrics literaturb@m to instrument growth rates. Generally, grovetfes
are instrumented as predetermined variables, bdibwed no specific instances where retail revenue
growth and store growth were used as proxy vargabléowever, this treatment appears reasonablel base
on GDP studies, etc.
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coefficient (p<.05), suggesting that increases in the varabldted in negative financial
operating performance. The control variable relationships to thald/change in these
models, as all coefficients except that flmgS are statistically significant and
directionally consistent with what is found in the literature.nc8iour Hansen test
statistic was equal to 1.0 (Roodman, 2068ye examined the sensitivity of our findings
using only the specified endogenous variables (Column 5 and 6). Theds oordiem
the results for the store labor intensity responsiveness varigdilesupported) and the
decreasing store capital intensity responsiveness variables\fpidorted), but do not
statistically support H3, which suggests that increasing stapital responsiveness
worsens firm operational performance. This is surprisiagrgthat H3 was supported in
all other model specifications. Collectively, our evidence shdves many of the
findings in base model, where we instrument only for the lagged BWaeay sensitive
once we instrument for the other firm-specific control variatitas may be endogenous.
Therefore, our findings should be viewed with caution and within theexbif how

aggressively one specifies the firm-specific model control variables.

4.7.4 Forward Impact of Design Strategy Shifts
The final step of our analysis was to examine if any of thegdessponsiveness
measures have carryover effects to the following period (ppemdix 7.3.1) for either

profits (ROAR or for forward customer satisfactioacSiF2. We find no evidence that

4 Roodman (2008) states while Hansen statisticsdf(pindicate acceptable instrumentation, thesaltes
should be viewed with caution and checked for sty as they may indicate that the model is ever
specified.
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any of our responsiveness measures have particularly stroggweareffects on forward
ROA (ROAR - see Table A.7. This finding indicates that the financial fiiered being
design responsive are generally realized over the short-teneframe, and that
managing design responsiveness is an ongoing, year-to-year procéssefostailers.
Because the negative impact of being unresponsive may be feltsbhymers in
forward periods (Menor et al., 2001; Fornell, 2007), we additionally ¢etleforward
American Customer Satisfaction Index (ACSIpata for 24 sample retailers (141
observations) where it was available during the study period.auBecof the small
portion of firms with available ACSI data in our sample, we bagefindings on this
much smaller subsample of data (see Appendix 7.3.1 - Table A.8).oMud that both
decreasing labor intensity responsivene§i de¢ and increasing labor intensity
responsivenessS(ing had significantly (p<.05) negative associations with forward year
ACSI scores dcsiF2 for retailers. These results suggest that retail fitmas reduce or
increase labor intensity in their store systems at a fest®ethan gross margins may see a
negative impact on forward service delivery satisfaction scoRerhaps this is because
retailers sacrifice customer satisfaction for the benelfit short-term financial
performance gains by reducing store labor intensity. On the cdhnel; both decreasing
and increasing store capital intensity responsiveri&sd€g had small albeit significant
effects (p<.05) on forward ACSI scores. This finding may indi¢h&e retail store
customers are more satisfied with a personalized store emperthat is not dependent

on capital attempting to substitute for personal contact, or for staraking the extra

15 ACSI data is reported in calendar years, so paitedull fiscal year COMPUSTAT results with thesfi
full 12 months of forward data after the retaildiscal year ended.
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effort to use this capital to improve prices or improve custoneevice through
convenience. However, we note that ACSI scores are skewed towged iaell-known
retail firms and certain retail segments, and we accountingrftyr a subset of firms
where these scores were available. Therefore, these reholiéd be viewed with
caution. Nevertheless, our results indicate that future nedsé&aneeded to examine the

forward impact of design responsiveness on retail customer satisfaction.

4.8 Discussion of Chapter 4 Results

This study contributes to retail store research and practieenumber of ways.
First, we develop a statistical proxy for measuring storeesyslesign responses to gross
margin changes in the retail trade industry for both labor apitlatantensity. We then
constructed an empirical model to analyze the impact of stcatsggign shifts on
operational performance while simultaneously controlling for othem-$pecific,
segment, and temporal effects. A major benefit of our empimcalel and analytical
approach over other studies is that our model controls for the patsestects of the
dependent variable (e.g. ROA). Furthermore, our findings corthieh controlling for
the persistence dROAIis both useful and necessary to fully understand the impact that
relevant model variables are having on retail firm profits.

Our first research question asked if it was possible to devatogmpirical
method to measure strategic store design shifts in the mgtaildustry. Drawing upon
the inventory management studies of Rumyantsev and Netessine (2005;, 2007b)

constructed four elasticity measures to examine the directtoraovements of strategic
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design changes with gross margins for store retailers. e@wirical model then used
firm-specific, segment, and time control variables culled fromipus empirical studies
to account for any non-design responsive effects that may benprebhe results of our
analysis validate findings from earlier studies on the impaat shme these control
variables may have on retail firm operating performanceticpéarly the impact of

inventory management practices and revenue growth rates on operpedoamance.

Our measures of store design responsiveness complement this prewdusbyw

demonstrating the importance of store labor and capital intensityagement to
operational performance, in addition to managing sales growth anttonye Using our

measurements of design responsiveness, we provide an empiricaltmewaalsiate retail

store design strategy shifts across different segments.n @eeheterogeneity of retail
store systems and the dynamics of retail markets, this is an impantanbation.

Our second research question asked if retailers actually pregspensive store
design strategies. The results of our descriptive analysialeeVvthat retail firms do not
manage the co-movements of design strategy and margins ma®fteight be expected.
While we find that the mean responsiveness score for both store dadocapital
intensity measures was centered on zero for all observationswasra wide standard
deviation and range of design responsiveness scores across thesdineple (see
Appendix A.9). Directionally, the tendency for retailers was éduce store labor
intensity at a faster rate than gross margins and to imci#ase capital intensity at a

faster rate than gross margins. This finding provides some insitghtthe internal
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motivations of reported retail design strategic shifts towardatgr cost-efficiency and
economies of scale in store selling systems (Boyd and Bresser, 2008).

Our final research question asked how our measures of design respessi
were related to retail firm financial operating performange. answer this question, we
made four hypotheses about the impact each of our measureshagaldn operational
performance. Our first series of hypotheses (H1, H2a, H2b)dstla&t increasing or
decreasing store labor responsiveness measures would have negdivmapee
impacts. Our evidence suggests that in fact decreasing labasiipteesponsiveness in
the store system may improve short-term operating performa&gap¢rt H2b). In
addition, we find that when we instrument for possible endogenous and predeter
variables, increasing store labor intensity responsiveness has/eesjrt-term effects
on retail operating performance (Support H1). This finding is camisvith literature
arguing that retailers are becoming more like Wal-Mart in thay are increasingly
relying on low-contact/self-selection store environments, more atimm and supply
chain management to deliver products to customers, regardlessgih idanges (or in
recognition that margins will continue to decrease). These @adatso confirm the
general importance of actively managing labor intensity in reta#g stgstems.

We find generally strong support for our hypotheses statingotitatincreasing
and decreasing store capital responsiveness measures aratedsoith worse financial
operating performance in retail firms (H3 and H4 supported). fifdéng suggests that

retail store systems need to be deliberate in managimgpifogierty in conjunction with
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gross margin changes. This finding may also indicate tleit fietns need to coordinate
gross margin shifts with capital planning and forecasting efforts.

Finally, we examined whether increasing or decreasingonssveness had any
carryover effect on future financial operating performance wstotner satisfaction
scores. Here the results were mixed. We find that none okspomsiveness measures
has any association with forward RORQ@AB, so it appears that the financial operating
benefits we describe are only realized in the short-term. WHawthe dynamic analysis
of our retailer subsample found that either increasing or deageasore labor
responsiveness is negatively associated (p<.05) with forwartbneoess satisfaction
scores. In particular, our evidence indicates that if resaikxtuce store labor intensity
to achieve short-term profits, they may also see negative carrgtfeets on customer
satisfaction scores. Therefore, failing to be responsive uatte $abor intensity may
affect the long-term sustainability of the firm’s service @pic Getting to the root cause
of these relationships is important for future research.

It is also important to point out the limitations of this stullyhile our results are
fairly robust to different panel data analysis techniques tbatra for the lagged
dependent variable terlrRQAor ROS, they are very sensitive to excluding or changing
the assumptions about the endogeneity of different firm-speoifical variables. While
we found no evidence of endogeneity in the model diagnostic testqassible that the
large number of independent variables in this study could bias thstse téevertheless,
each control variable was chosen because of its documented effeetsil operational

performance, labor, and capital is grounded in the extant literatVe also analyzed the

160



differences that changing the assumptions about endogeneitgnhtse model results
and reported them. Nevertheless, more work needs to be done tskdtabldegree of
endogeneity among retail sales growth, inventory management, arginiredated
variables.

Our findings are also limited becausiehow certain model proxy variables were
formulated. Our store capital intensity responsiveness varialdesxample, may
include investments in technology, store locations, fixtures, warefjoasether items.
It is difficult to determine if these components collectively influencedbkalts, or if only
certain components of capital intensity should be managed responsivébyvever, it
might be possible to separate each of these capital itemsaptrate responsiveness
variables in future work if one could get access to more detadpdal data than is

typically reported in company financial statements.

4.9 Chapter 4 Conclusions and Future Applications
Both the academic and investment analyst community suggeftiar®y in the

area of retail store system design strategy measurandrtheory. In this research, we
create a statistical means for practitioners, industryyatsaland academics to evaluate
the effectiveness of strategic store design shifts iailirg on financial accounting
returns. We have hypothesized that retail firms should endeakaefw their product
line margins and store system design strategies aligned iover tWe find strong
support that increasing/decreasing store capital intensipomes/eness measures are

associated with worse operational performance in most c&s@sincreasing/decreasing
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store labor intensity responsiveness measures, we find thatasiagrestore labor
intensity responsiveness year to year may have positive fihavemefits, and that
increasing labor intensity responsiveness may have negativaatissisc with ROA.
However, these results are sensitive to the assumptions one atakésother model
variables. We find that none of these measures have statyssaalificant carryover
effects on ROAROAR. However, we do find that our decreasing/increasing shta |
responsiveness measures may have strong negative associations, tandurtha
decreasing/increasing store capital responsiveness measurdgaweaglightly positive
associations, with forward customer satisfaction scores.

Through our dynamic measures of store system design responsjweadsdieve
that we provide a superior means to evaluate the performanderefsystem design
strategy choices year to year using publicly available datacontrast, more traditional
measures used to evaluate retail design performance, suchmesteae sales, sales or
gross margin per square foot, and profit per store, do not indi@ieportant strategic
shifts, incorporate customer contact implications, or evaluateatap#ource investment
decisions that are critical to firm financial performance dgnamic retailing
environments (Gagé&orbes 2007).

Finally, this study provides a significant opportunity for futureeagsh
examining design responsiveness and operational performance ireser¥¢hile our
research model examines only the retail trade industry, fatudees could examine the
strategic profiles of firms pursuing specific design stnategtions in different service

industries. For example, service firms may be equally suctestspursuing different
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design strategies to stay in operational alignment, or diffecedign strategy
combinations may be more effective in other service settinggs résearch effort may
provide a superior design classification scheme than is currently seen xtathieservice
management literature. While we examine store systeraggregate, future research
could use portfolio theory in combination with design responsivenessumes to
examine how chains manage multiple designs under common ownershiplly, Fina
research could use our responsiveness measures to evaluate Viual.slor example,
design responsiveness measures combined with traditional finateimlity measures
(Altman’s Z, Fixed Asset Turnover, etc.) may help to explain andigiréhe long-term
survival rates of retail firms.

In conclusion, this chapter improves both practitioner and academic
understanding of the dynamics of retail design strategy shifts their effects on
operational performance. By focusing on the retail trade indus&yconcentrate our
performance measurement efforts on retail responsivenesscanttat are of direct
relevance to retail design strategy. In developing an empmeans to show how
customer contact can be managed through design decisions regardengagital and
labor intensity management, we provide a direct link to evaluate retail design
strategy responses affect financial operating performaree @ver important industry in

the U.S. economy.
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CHAPTER 5

Study Conclusions

“Looming on the horizon for every retailer is the long shadow of Wal-Mart”
(Suzanne KapneFortune April 27, 2009)

5.1 Study Implications and Contributions

Collectively, these essays argue for the importance of atjgetore design
strategy decisions with operational complexity to promote the temg-sustainability
and survival of retail service firms. At the beginning of #tisdy, we broadly asked if
retailers must manage store design tradeoffs in aligtiegservice concept’ with the
‘design strategy?’ This question was investigated by mewsthre different elements of
design strategy in retail services, and by examining howl retaies link specific
customer encounter strategies to customer information procesgjungements. Our
evidence shows that retail stores must eventually align both informptocessing
capabilities with a cost structure that is supportive of prodoetrhargins. The paradox
for retail store managers and designers is that improving custwngact in the store
often comes at a high price. Store retailers, then, must décide added cost of
providing more customer contact is worth it. Our essays provide swsight into
answering that question, as well as provide retail managdrawiteans to evaluate store
design strategies for their specific operating environments.

First, we empirically investigated if the use of specifitcstomer encounter

strategies had any impact on customer delivery satisfactiasures. In Chapter 3, we
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found that customer service encounter information requirements aigndicant
motivator customer encounter design strategy choice — whether tor estpower store
employees or to design for self-selection. In general, warowed that stores actually
choose customer encounter strategies based on the customer tioforraquirements
they perceive. Our evidence reveals that model conformance var&dreysize in that
small stores were possibly more successful at using custmeunter design strategies
to manage task uncertainty and enhance customer deliverac@isf While employee
task empowerment was positively associated with customer debatisfaction, large
stores did not widely use employee task empowerment as a megaserate additional
information processing capacity. However, large stores reliadlizeon design for self-
selection strategies and employees were not judged to hawdistiretion to satisfy
customers even when customer information requirements were aedsidié might be
that for large stores to effectively deploy design for seléction strategies, they need to
leverage the integrative abilities of technology to improve th&adre environment for
employees or provide a quality control capability surrounding spemistomer-driven
performance measures. Therefore, in addition to providing an simsteyment that can
be used by store managers to weigh the tradeoffs of store deisajrgies, we
demonstrate the nomological network of store design strategyonslaips using our
structural equation model and empirically validated measures d¢bnoes delivery
satisfaction.

In Chapter 4, we examined the dynamic nature of retail stesggn strategy

choices over a 13 year period (1994-2006) by studying the strategecsystem design
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responses of retail firms to product line gross margin changés.provide empirical
evidence that retail firms are better off from a finahcoperating performance
perspective when they align store capital intensity changéspraduct margins year to
year. Furthermore, we found that failure to invest in store cafui&reasing capital
responsiveness) has a far worse negative impact on operating @erderrhat does
overinvesting in store capital vis-a-vis gross margins (incrgaspital responsiveness).
In addition, we find empirical evidence that providing more stdverlantensity (a proxy
for human contact) in declining product margin environments had negatpacts on
firm operating performance. Taken together, these findings dutfggsstores should
maintain consistent investment in store capital and that they shaudga store labor
costs with a great deal of care. However, we did not find amyoseer effects of any of
our design responsiveness measures on forward financial operafognaerce. So the
financial benefits to retail firms of reducing store labor intgrfaster than margins are
short-term, and these firms should be highly flexible when deplogtoge capital.
However, we did find evidence that both decreasing and increasingatoreintensity
at a faster rate than product offering gross margins didtteadrse forward satisfaction
stores, with decreasing store labor intensity having the strongeriaffeost cases. This
may indicate that the failure to maintain adequate store labensity in the design
system may lead to a service concept that is not supportable or unsustainable.
Our research findings further support the proposition of Boyd and Br@Ss8)

and other retail strategy scholars who suggest that whieyénerally assumed that retail

firms will and should use fast responses when threatened ley fpaduct line margins,
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the term fast should not be confused with “fastest possible responeeier to avoid
being “too fast” or “too late” (p.1083). Rather, our evidence suggedtéiring should
be intentional in designing their store systems to be in synctmatinformation content
of their product/service offering (Huete and Roth, 1988) so thatateypoth deliberate
and flexible in managing product line margins along with the rapgtopriate store
operating design strategy. Our evidence suggests that bothstane§ and firms with
more flexible store design architectures can claim certeategic design advantages if
they can be responsive to environmental conditions and changes. Neverihslessar
from our research that there is a short-term financiahingeto operating a leaner store
system that can actively manage capital investment yearear. This would be
particularly true if customer encounter information requiremengs lew, or if the
customer value proposition relies heavily on price or cost-efficierigysuch cases, the
retail firm behaves much more like a product delivery systamtd store value
proposition for customers. However, it is unclear if such stegegan be sustained
unless capital can effectively substitute for human contact ailerst can maintain or
improve their gross margin merchandising positions.

Much as Sampson and Froehle (2006) have proposed a Unified Servioeg The
in an effort to distinguish service from manufacturing productioresyst there is value
in distinguishing retail service from manufacturing production desigategies. Within
the context of the retail trade industry, and focusing specificaillythe store design
channel, this study offers strategic insights that can be usestdilyresearchers to build

toward a comprehensive theory of retail store design strate@as.focus has been on
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how supporting design structures help facilitate and enhance theren-sérvice
encounter experience, and determining what tradeoffs may be amgcessnanaging
store design strategies to stay in alignment. We have provid&dtideal rigor,
validated measurement, and performance evaluation methods in anambhp®tvice
industry setting by incorporating both marketing and service opesasitrategy theory to
construct our models. For practitioners, we offer analytical thallscan be used to help
explain and evaluate existing store design strategies anmslaps. As store retailing
is widely documented to be a highly competitive, risky, and dynabsiness
environment (McGurr and DeVaney, 1998; Ghosh, 1990), it can be assumestaibers
operate near their operating asset frontier. Therefore, fratas may be more likely to
suffer economic tradeoffs (Lapre and Scudder, 2004) as they pattemmaintain
alignment between their intended service concept and their stogn ddsategy and
execution.  As they face more competition from mass mercltamdsother retail
channels, retail stores may be very sensitive to even subtig ishthese areas. In this
research, we hope to initiate a discussion on how retailers ffestiveely respond
(versus react) to changes in their market segments througk atinning and ongoing
evaluation of their operating design strategies, thus ensurinigriggerm viability of

‘bricks and mortar’ retail stores that are not like Wal-Mart or other masshants.

5.2 Areas for Further Retail Design Research

The rise of mass merchants (e.g., Wal-Mart) and interneil gggts (e.g.,
Amazon.com) pose a grave threat to retailers that rely toolyeavibeing a solely a

product merchandise delivery system. Therefore, it would be too tauelad into our
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findings that all retailers should conform to a “one size fltsstore operating strategy.
Increasingly, evidence suggests that mass-merchants andeintetailers provide a
competing channel for selling more complex product-service bundlehandustomers
come into stores to make product purchases with increasingly praslact knowledge
than they have had in the past (Boyer et al., 2002). Therefore, titye @ftsitore retailers
to differentiate from these other service delivery channels lwasrtgea more challenging
endeavor. Nevertheless, this fact provides an important opportunftytdioe research to
investigate how retailers can differentiate themselves freams-merchant and internet
competitors. In other words, are all retailers becoming Wat/Mamazon.com, or is
there another alternative?

While we have argued that product offering and service productonegses are
difficult to change once established, other research challengessgusnption. For
example, retail marketing research has suggested thatetaiters can differentiate their
product offering and offer more private label merchandise in ordendxpaduct line
margins. This potential strategy offers the opportunity for retailersp@anel product line
margins; however, it is unclear if the resulting store capial labor intensity changes
required offset this strategy. Given the large amount of magkéterature studying
retail merchandising with private labels (e.g. see Dawson et al, 2008eigiea I0f much
of this literature), a study examining the impact of privakels on operating complexity
and store design choices is warranted.

In addition, more interdisciplinary research is needed to understanddtaiv

design systems can differentiate and create the in-stpexiences that cause customers
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to feel a sense of buyer loyalty to the store brand (Vosd.,eR@08), rather than
experience a ‘generic’ shopping environment in which differentiatedeved simply
determined by relative price. While marketing researcheRamined the role of retail
atmospherics at evoking customer emotions and creating a sela#ty layshoppers
(Karande and Kumar, 2000; Babin and Attaway, 2000; Babin and Darden, 1996), more
work is needed to understand how retail atmospherics can be brougtdleoin retail
systems or how emotions can be used to evoke product sales gethe tost of
providing atmospherics worth it?). For example, while Voss, Roth, andeQRa08)
have examined the design architecture choices of service destinaiogshe analogy
of stagecraft; there is ample opportunity in this area to exaimahain retailers also can
create a sense of service experience and cost-effectieplicate the “experience
architecture” across their store network without it becoming ‘gendating’.

While in this study we have explored the role of information pracgss design
choice and customer satisfaction, there are research opporttmitiether examine the
relative stickiness (generally defined as the cost to traasimit of information from a
locus to a receiver) and scale of information processing in dewmglop@w retail store
design channels (von Hippel, 1998, p.629). Service operations literatusxgiased
how service firms might be organized to accelerate new setesign development and
innovation (Johne and Storey (1998) provide a comprehensive review). Homestr,
of this research is primarily exploratory with limited emgatisupporting evidence (Xue
and Field, 2008). Understanding the difficulty and cost of a new senfimenation

transfer is critical to managing the dynamics of storegdestrategy, and it should be
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considered when firms evaluate strategically 1) how to develop a@rice concept or
offering and 2) how operational knowledge and information related to theservice
offering will be transferred throughout the larger organizational desigmsyste

Given that some of our evidence suggests that small retail gtares perform
somewhat better on customer delivery satisfaction scores, anigaties of formalized
processes for replicating and imitating service deliveryesystacross a larger chain
system is warranted. For example, retail chain store ssriace challenges to internal
integration because high labor turnover and outlet distance inhibits thelekigew
creation process (e.g. typically annual employee turnover satgge industries in the
1990s were about 300%, with managerial turnover approaching about 50% Ddrom
Argote, and Epple, 1995). In addition, many retail stores have onlgredaseeds for
workers. Therefore, retail store chains often manage workers with limpediexce and
knowledge of business operations; a fact that may cause confusiodinggab duties
and responsibilities (Ramaseshan, 1997; Zeytinoglu et al., 2004). These gquanticoan
resource dynamics suggest that internal integration, process rdiaatlan, and rapid
learning may critically important to create economic soaleetail chain store settings
(Darr et al., 1995). Similarly, given the evidence that empowerimant critical effect
at satisfying store employees and therefore customers,ouidwbe interesting to
empirically examine how successful empowerment programs calefieyed over a
chain-wide store network.

Our collective research findings also build a platform for futuoek examining

the long-term sustainability and survival of retail store serfirens. At the time of this
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dissertation, the U.S. (and world) is experiencing the largestoeasc downturn since
the Great Depression. It would be interesting to study thegrdesiaracteristics of
surviving (versus failing) retail firms during this period. Thers baen much work
examining firm failure from the perspective of examining fieasdet productivity (Gaur
et al.,, 1999), debt-leverage ratios, and related bankruptcy measudefo usaticipate
firm failure. However, there is relatively little work eraning the evolution of store
design strategy and its effects on creating a ‘deathalsfor retail firms. Given that the
commercial real estate landscape is now littered with ersfaiefronts, it would be
interesting and valuable for research to examine the impact ofb&iog design
responsive has on firm failure, and how firms can break out of thesiiocns to grow

and prosper.
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v
APPENDICES
7.1 Chapter 2 and 3 Additional Analysis

Initial Pool of Items Associated with Each Constructhis Study

-Measured as degree of agreement with item on ant-pecale (1-strongly disagree, 4-niether agreedisagree, 7-strongly agree)
-ltem numbers after codes indicate the order irctwkiie scale item appeared in the survey section

Store Operating Complexity Factors (3 Scales)

Product Difficulty of Use (DU)

The products that we sell in our store....

DUL1.....are easy to use.

DUG.....are easy for the average customer to underStand.

DUT7.....have features that are well understood by customers before they esterehe

DUS....are easy for the average customer to select without salé$ help.

DUA4....have many components. a

DUS....need other products or services (like delivery or installation) to be used
correctly?

DU3....have many features’

Product Turnover (PT)

The products that we sell in our store....
PT9...lose value the longer they stay on the shelf.
PT11...lose their appeal over time

PT2...have a short shelf life

PT10...have little salvage value

PT12...become outdated quicKly.

Service Production Complexity (SC) — (from Skaggs and Huffman, 2003)

The way our store produces its overall service offering for customers.....

SC1.....requires a large number of different processes to be performed by cleoks and/
sales people during the service.

SC2.....results in high levels of dependency among processes.

SC3.....requires coordination across our entire organization.

SC4....requires multiple steps to complete the transation.

SCS5.....requires multiple servers (people) to complete one trans3ction.
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Service Context (1 Scale)

Customer Service Encounter Information Requirements (IR)

IR2 - To satisfy customers, we must obtain information from them during the service.

IR9 - Our customers ask many questions before they make a producbgelecti

IR10 - Our customers need a lot of help in selecting products.

IR1 - We require a lot of information from each customer to execute our stereises

IR3 - We spend a lot of time diagnosing customer nkeds.

IR4 - We spend a lot of time matching customer needs to the appropriate service or
product offerind’

IR5 - Our customers often have non-standard reqbiests.

IR6 - Our customers expect us to handle inquiries about products.

IR7 - Our customers expect high levels of customized setvice.

IR8 - Our customers shop the store to gather information about products and Services.

IR11 - Our customers expect to be treated as individuals.

IR12 - Our customers often have unpredictable reqfiests.

Customer Encounter Design Choices (2 Scales)

Design for Self-Selection (SS)

SS3 - Our store’s use of layout and fixtures make it easy for customersdasel
transport products for themselves

SS9 - Our store allows customers to pick products from the shelves themselves.

SS10 - Our stores design is mostly a “self-select” environment.

SS1 - Our store design assumes that customers control most aspects of plectiortse

SS2 - Our store’s overall design assumes that customers already know a ldtebout t

products that they are purchashng.

SS4 - Our store’s overall design helps minimize the amount of time that cusgpaeds
selecting and purchasing produés.

SS5 - Our store infrastructure facilitates an easy shopping envirohment.

SS6 - Our store uses signs to give information about products/services toezg&tom

SS7 - Our store uses directional signage effectively.

SS8 - Our store displays both products and available inventory in the same IBcation.
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(Front-line) Employee Task Empowerment (TE) - (from Hayes, 1994)

Our front line store employees.....

TEZ2...have the authority to correct problems as they occur.

TE3 ...are allowed to be creative when they deal with problems at work.

TE4 ...do not have to go through a lot of red tape to change things.

TES ...have a lot of control over how they do their job

TEG6 ...do not have to get management’s approval before they handle problems.
TE1 ...employees are allowed to do almost anything to do a high quality job.
TE7 ...are encouraged to handle problems by themselves.

TES8 ...can make changes on the job whenever they3want.

a.
b.

removed in prescreening item refinement process

removed after pilot exploratory analysis

“  removed after sample CFA analysis (Lagrange multiplier (LM) test modifications
for cross loadings and correlated errors)

reverse coded item

-
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Appendix Table 7.1.1- Stage 2 Item Statistics
Final itemcorrelations(lower half triangle)yvariances(diagonal), andcovariancequpper half triangle) matrix

Marker DU1 DU6 DU7 PT9 PT11 SCi1 SC: SC3 IR2 IR9 IR10 SSi SS9 SS1(  TE2 TE3 TE4 TES TE6

Markel 4.04 -.23 -.02 -.07 -.16 -.07 -.38 -.36 -.27 =17 .28 .16 .01 -.35 -.54 .15 .20 -.03 .21 -.14
DU1 -.08 1.86 .62 97 .10 .24 .03 .03 -.00 .45 .34 44 -13 -.12 -.05 -.25 -41 -.39 -.14 -43
DUG -.01 .35%* 1.71 .93 .03 .19 17 13 .15 41 42 .45 -.35 -.18 -.40 .01 -.06 =17 -.28 .05
DU7 -.02 AT A7 2.30 -.30 .07 A1 17 .09 .86 .79 .92 -.61 -.59 -.70 A1 .06 -.03 .26 15
PT9 -.04 .03 .01 -.09 4.85 2.25 .02 A1 .10 .10 -.54 -.70 .48 .62 .16 -.42 -.25 -.08 -.75 -.40
PT11 -.02 .07 .08 .03 54** 3.61 .08 .10 .01 .04 =11 -.04 14 .26 .26 =11 -.14 -.24 -.58 15
SC1 -.09 .08 .48* .34* .10 .33* 4.70 3.09 2.69 .94 .69 .75 .38 .32 .01 .30 .38 -.15 .27 .05
ISC2 -.09 .08 .33* 52** 48** 37* 71+ 4.06 2.63 71 .54 .61 31 .23 .22 .01 .32 -.13 .21 -.05
ISC3 -.07 -.01 37* .26* 41 .04 .66** .69** 3.58 .61 51 .45 .28 17 -.04 -.16 12 =31 -.10 -.23
IR2 -.04 A7 .16* 29%* .02 .01 22* .18* .16* 3.83 1.76 1.57 -.76 -.69 -1.12 31 .26 A7 .66 -.35
IR9 .08 .15* .19* .32%* -.15 -.04 .19* .16* .16* 54** 2.72 2.13 -.63 -.76 -1.33 41 .54 44 .59 .40
IR1C .05 .19* .20%* .36** -.19* -.01 .20** .18* .14 AT 76%* 2.81 -.75 -.86 -1.44 .39 .26 .24 .45 .28
SS! .00 -.06 -16* -.24** .13 .04 .10 .09 .09 S23 L 23% - 26%* 2.86 1.98 1.95 -.05 -.19 -.09 -.10 -.15
[SS¢ -.09 -.04 -.07 -.19* .14 .07 .07 .06 .05 -.18* -.23% - 25%* .58** 4.02 3.34 -.35 -.55 -41 -.61 -41
ISS1( =12 -.02 -.14 -.21* .03 .06 .00 .05 -.01 -.26*  -36**  -.38** 51 .75** 4.99 -.50 -.56 -.59 -.49 -75
[TE2 .05 =12 .01 .05 =12 -.04 .09 .00 -.05 .10 .16* 14 -.02 =11 -.10 2.56 1.61 1.46 1.38 1.70
[TE3 .07 -.21%* -.03 .03 -.08 -.05 A1 A1 .04 .09 23** 11 -.08 -.19* -.13 76** 2.08 1.47 155 1.64
[TE4 -.01 -.16* -.07 -.01 -.02 -.07 -.04 -.04 -.09 .05 14 .08 -.03 =11 -.14 52** .58** 3.42 1.80 147
[TES .06 -.06 =12 .10 -.20*  -18* .06 .06 -.03 .20** 21%* .16 -.03 -.18* -.09 .56** .68** 57 291 145
[TEE -.04 -.16* .02 .05 -.10 .04 -.01 -.02 -.06 -.00 12 .09 -.05 -.10 -.15 53** .56** 44 45 377
* p<0.05

** p< 0.01

& The marker variable is a measure of ‘seasondidrafhich should not be theoretically related toyaof the model constructs.
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7.2Procedures for Item Development and Field Survey
7.2.1 Calling Script

Note to callers: It is important to try and get the names of at igastantacts (manager,
assistant manager, sales manager, owner). We will still send the Swwubyane
agrees to participate.

Hi. My name is , a college student at Clemson University. | am working
with Researchers on a survey project of store managers (in the Upstategalling

store managers across the Southeast (Upstate) asking them to paiticapataefidential
survey, neither your name nor the store name will be on the survey. May | mail you a
copy of this short survey?

[What is survey about?]
General questions about service delivery and customer satisfaction ingetail
[Where did you get this number?]

Your business was selected at random from the phone book for the sample. All results
will be held confidential.So, there is no risk to you or your business in participating.

[Store policy?]
Do you have a number | could call to get permission?
GET NUMBER OF CORPORATE CONTACT.

[YES] Could you give me the name of a Manager, Asst. Manager, Supervisor at your
business so | could mail them the survey? (Try to get at least 2 contacts)

GET NECESSARY INFORMATION.
THANK THEM FOR PARTICIPATING.
[NO]

THANK THEM FOR THEIR TIME.
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7.2.3 Procedures Used to Generate and Confirm ltem Scales

(thank you to Dwayne Moore, Professor of Psychology, Clemson University, faelpis h
on developing these procedures)

Pilot Data Sample(n=42) ------ Factor Analysis Packet

Step 1- Conducted Factor Analysis with Maximum Likelihood (not Principal
components) Extraction with no rotation for each construct*

Step 2— Removed bad items one at a time based on factor loading component matrix.
Simultaneously analyzed each factor structure for unidimensionality parallel Scree
test (Fabrigar et al., 1998)*

Step 3—No LM test on the pilot study to check for cross-loadings.

(*Stage 1 Analysis completed with SPSS V13.0 statistical software cesoode can be
provided upon request)

Field Sample(n=175) ----- 5 CFA Model packetgshockleymodelrunl -
shockleymodelrun5)

Step 4 —-Used the results from steps (1-3) to generate CFA measurement model
“shockleymodell” — to confirm the item to constructs in the initial model

Step 5 -Used a Lagrange Multiplier test to examine for cross-loadings and
unidimensionality of each construct (end of EQS output)

Step 6— Made modifications based on chi-square differences in LM test one item at a
time

-“shockleymodell is the initial model with item to factor loadings from Stage 1
(X?-372,CFI-.91,RMSEA-.06)

-“shockleymodel3 is the resulting model after 5 LM modifications
(X2-174,CFI-.97,RMSEA-.04)

*EQS code, output, and diagrams are available for each model run.
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7.2.4 Clemson University Retail Store Manager Survey
(Adapted from cover letter booklet form to shrink-fit in space allotted)

COVER LETTER

LNV

April, 2006

Dear Business Manager Namg

Thank you for agreeing to participate in this syrw&e are studying how retailers design service
systems to improve customer satisfaction. Theathje of this project is to increase our
understanding of the drivers of customer satisdactso that retailers can more effectively design
store selling systems. The research findings wvelubed in classes here at Clemson University.

Attached is a questionnaire that we would like y@aomplete. It asks a variety of questions
concerning your store’s design and policies. Weehihat you will take the time to complete this
important questionnaire (10 to 20 minutes). Yoantipipation will help us to better understand
what factors enable store service delivery systenssicceed, as well as what factors hinder
success. A similar survey is being completed bgiotetailers in your area.

We emphasize that this is a research project. Yesponses are confidential and we guarantee
that your choice to participate and your respomgitsiot be identified with you personally. In
fact, we ask that you do not write your name ondiestionnaire. We do not need to know who
you are. Your participation is completely voluytand you may withdraw at anytime without
penalty or prejudice. There is no risk to you ourycompany in participating.

If you have any questions or concerns about thidysor if any problems arise, please contact
Larry Fredendall at Clemson University at 864.68&&. If you have any questions or concerns
about your rights as a research participant, pleastact the Clemson University Office of
Research Compliance at 864.656.6460.

Thank you for your participation,

Larry Fredendall Jeff Shockley
Clemson University Clemson University
(864) 656-2016 (864) 986-9232

flawren@clemson.edu  tshockl@clemson.edu
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BOOKLET COVER (Shrink to fit in space allotted)

(BN

Clemson University
Survey of Retailers

Please return your completedstjosnaire
in the enclosed&ope to:

Retail Survey, Department of Margement
Clemson University, Clemson SC 2963805

I. Pleas

PART 1

T

1. ow

«  OOOodd

Q

(Check al

I

e supply general information about yourséband your employer.

: Manager Information Your Title

long have you worked at this store? 2. How long have you been a Manager at this 3tore
Less than 2 years. [] Lessthan 1 year

2-5 years. [ 1-2years

5-10 years [] 3-5years

10-20 years [] 5-10years

More than 20 years [J Longer than 10 years

Which of the following best describes your storeil business

| that apply):

Motor Vehicle and Parts

Furniture and Home Furnishings
Electronics and Appliances

Building Materials, Garden Equipment, and Supplies
Food and Beverage

Health and Personal Care

Gasoline Station

Clothing and Accessories

Sporting Goods, Hobby, Book, and Music
General Merchandise
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Strongly Neither Strongly
. . Disagree Agree nor Agree
PART 2: Circle the degree to which you ¢ Dgisagree g
Agree or Disagree with the following
statements about timature of products and {} {} {}
servicesat your store.
The way our store produces its overall service SlD 3 4 N - " 8'3‘
offering for customers . . . - - -
..requires a large number of different processéto
1*  performed by clerks and/or sales people during the 1 2 3 4 5 6 7
service.
2*  .results in high levels of dependency amongesses. 1 2 3 4 6 7
3* ..requires coordination across our entire orgaitnat 1 2 3 4 5 6 7
4*  .requires multiple steps to complete transagio 1 2 3 4 6 7
« --requires multiple servers (people) to complete on
B transaction. 1 2 € 4 2 5 !
The products that we sell in our store.... SD N SA
1 3 4 5 6 7
1* .are easy to use. 1 2 3 4 5 6 7
2*  _have a short shelf life 1 2 3 4 6 7
3*  _have many features. 1 2 3 4 5 6 7
4 have many components. 1 2 3 4 6 7
5* ..need other products or services (like delivery or
installation) to be used correctly. 1 2 € 4 2 2 !
6* ..are easy for the average customer to undetstan 1 2 3 4 6 7
7* ..have features that are well understood by custome 5 3 4 5 6 7
before they enter the store.
8* ..are easy for the average customer to select witales
help. 1 2 3 4 6 7
9* ..lose value the longer they stay on the shelf . 1 2 3 4 5 6 7
10* ..have little salvage value. 1 2 3 4 6 7
11* ..lose their appeal over time. 1 2 3 4 5 6 7
12* ..become outdated quickly. 1 2 3 4 6 7

*ltems used in Chapter 2-3 construct development
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Strongly Neither Strongly
Disagree Agree nor Agree
Disagree
Part 3: Circle the degree to which you
Agree or Disagree with the following
Statements aboweustomer traffic S,iD a 4 N - ~ Sé
at your store. = = -
At our store, customer traffic is.....
1 ...evenly spread out over the day. 1 2 3 4 5 6 7
2 ....evenly spread throughout the week. 1 2 3 4 5 6
3 ....highly seasonal. 1 2 3 4 5 6 7
4  ....easy to predict/forecast. 1 2 3 4 5 6
5 ...highly dependent on the time of day. 1 2 3 4 5 6 7
6 ....hard to anticipate. 1 2 3 4 5 6
7 ...anticipated using reliable store forecasts. 1 2 3 4 5 6 7
Strongly Neither Strongly
PART 4: Circle the degree to which you Disagree Agree nor Agree
Agree or Disagree with the following Disagree
statements aboutteractions with customers {} {} {}
at your store.
SD N SA
1 3 4 5 6 7
1% We require a lot of mforr_natlon from each custorteer 1 2 3 4 5 6 7
execute our store’s service.
To satisfy customers, we must obtain informatiamr
2 them during the service. 1 2 3 4 5 6
3*  We spend a lot of time diagnosing customer needs. 1 2 3 4 5 6 7
We spend a lot of time matching customer needsdo t
4* . . ; 1 2 3 4 5 6
appropriate service or product offering.
Our Customers...
5*  _often have “non-standard” requests. 1 2 3 4 5 6 7
6*  ..expect us to be able to handle inquiries alpootiucts. 1 2 3 4 5 6
7*  ..expect high levels of customized service. 1 2 3 4 5 6 7
g+ ..shop the store to gather information about prtsloc 1 5 3 4 5 6
services.
9+ ..ask many questions before they make a product 1 2 3 4 5 6 7
selection.
10* ..need a lot help in selecting products. 1 2 3 4 5 6
11* ..expect to be treated as individuals. 1 2 3 4 5 6 7
12* _.often have unpredictable requests 1 2 3 4 5 6

*ltems used in Chapter 2-3 construct development
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PART 5: Descriptive Information

1. What are your store’s approximate annuassal 2. How many employees (FTESs), on average,
($ millions)? are employed by your store?
[] 1-5 million [] <10
[] 5-10 million [] 10-15
[] 10 - 20 million [] 15-20
[] More than 20 million [] 20-25
[] 25+
PART 6: Circle the degree to which you Strongly Neither Strongly
Agree or Disagree with the following Disagree Agree nor Agree
statements about yostore’s use of fixtures, Disagree
layout, and information systemg(store infrastructure).
SD N SA
1 2 4 5 6 7
1*  Our store design assumes that customers contrdl mos
aspects of product selection. 2 4 6 7
o Our store’s overall design assumes that custonherady 1 5 4 6
know a lot about the products that they are puiicgas
3+ Our store’s use of layout and fixtures make it asy 1 5 4 5 6 7
customers to select and transport products for $eéras.
4*  Our store’s overall design helps minimize theoamt of
time that customers spend selecting and purchasing 1 2 4 6
products.
5*  Our store infrastructure facilitates an easy shogpi
environment. . 2 N 2 8 [
6*  Our store uses signs to give information about 1 5 4 6
products/services to customers.
7*  Our store uses directional signage effectively. 1 2 4 5 6 7
8*  Our store displays both products and availaiwemntory 5 4 6
in the same location.
9*  Our store allows customers to pick products froen th
1 2 4 5 6 7
shelves themselves.
10* Our store’s design is mostly a “self-selectVieganment. 1 2 4 6
*ltems used in Chapter 2-3 construct development
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Strongly Neither Strongly
Disagree Agree nor Agree
Disagree
Part 7: Circle the degree to which you Agree sD N SA
or Disagree with the following statements about 1 a 4 ~ 7
store employee job desigitsyour store e e
1*  Our employees are allowed to do almost anythirdpta 1 5 3 4 6 7
high quality job.
« Our employees have the authority to correct problam
2 they occur. 1 2 3 4 6 7
3*  Our employees are allowed to be creative when desy 1 5 3 4 6 7
with problems at work.
4*  Our employees do not have to go through a lotdftape 1 5 3 4 6 7
to change things.
5* Our employees have a lot of control over how they d 1 5 3 4 6 7
their job.
6*  Our employees do not have to get management’s 1 5 3 4 6 7
approval before they handle problems.
7*  Our employees are encouraged to handle problems b
themselves. . 2 g & s 7
8*  Our employees can make changes on the job wieenev 1 5 3 4 6 7
they want.
9 Our employees are allowed to deviate from standard
. 1 2 3 4 6 7
warranty and return policies.
10  Our employees are allowed to deviate from stahda
; o 1 2 3 4 6 7
shelf-stocking/merchandising procedures
11  Our employees can do anything to improve customer 1 5 3 4 6 7
service.
12 Our employees have high task discretion. 1 2 3 4 6 7
13  Our employees set own targets and goals for thbir j 1 2 3 4 6 7

*ltems used in Chapter 2-3 construct development
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Strongly Neither Strongly
Disagree Agree nor Agree
Disagree
PART 8: Circle the degree to which you Agree
or Disagree with the following statements about SD N SA
service performancat this store. 1 3 4 5 6 7
1*  Customer satisfaction with our service offerindpigher 1 5 3 4 5 6
that with our competitors.
2*  Employee job satisfaction is high. 1 2 3 4 5 6
3*  Employee turnover is lower than competitors. 1 2 3 4 5 6
4 Our service delivery system is the most costcéffe 1 5 3 4 5 6
way of providing this service.
5*  Our service delivery system is the most customendily
1 2 3 4 5 6
for the products that we sell.
" - — -
6 Our customers are highly satisfied with our ster 1 2 3 4 5 6
service level.
7 For the products we sell, our service deliveryesysis
: 1 2 3 4 5 6
the best possible system.
8 Our service delivery system is more cost effecthan 1 5 3 4 5 6
our competitors.
9 Our sales per employee are higher than our corpetit 1 2 3 4 5 6

*ltems used in Chapter 2-3 construct development
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Strongly Neither Strongly
Disagree Agree nor Agree
Disagree
PART 9: Circle the degree to which you Agree
or Disagree with the following statemeiatsout SD N SA
your store. 1 3 4 5 6 7
1 Our store uses automated or self-checkout. 1 2 3 4 5 6
2 Our store uses central checkout. 1 2 3 4 5 6
3 Our store uses multiple lines at central checkout. 1 2 3 4 5 6
4 Th_e income level of our customers is higher tinen 1 2 3 4 5 6
national average.
5 Our store has one or more “stores within a store.” 1 2 3 4 5 6
6 Customers must go to different areas of our stwore
X . ) 1 2 3 4 5 6
receive different services.
7 We use our store warehouse space to store excess 1 5 3 4 5 6
inventory.
8 Once products are unloaded from the truck, tleey g
. X 1 2 3 4 5 6
immediately to our sales floor.
9 We offer packages of products or services in ouest 1 2 3 4 5 6
10  Our workers are highly trained. 1 2 3 4 5 6
11  Our worker pay is above the industry average. 1 2 3 4 5 6
12  Performance incentives are a significant chudrduo 1 2 3 4 5 6
worker’s compensation.
13  Our employees are trained to use scripts whenaatieg 1 5 3 4 5 6
with customers.
14  Workers in our store are responsible for quiagy 1 5 3 4 5 6
customers to higher levels of service.
15 Our store relies on in-store signs and point otpase 1 2 3 4 5 6
materials to communicate product information.
16  Our store uses standard pricing to simplifyseations. 1 2 3 4 5 6
17 We use a lot of information technology in our store 1 2 3 4 5 6
18  Our workers are highly satisfied with their jobs 1 2 3 4 5 6

Comments / Suggestions

Thank You for Help !
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7.3 Chapter 3 Additional Analysis

Table 7.3.1

Diagram of the Mediation (Control) Model (n=175) — Model 2
— For Analyzing Total (T.E.), Direct (D.E.), and Indirect (I.E.) Effects
(Standardized Maximum Likelihood Parameter Estimates for multi{éigent constructs)

Store Operating
Complexity Factors

Customer Encounter
Design Choices

SATISFACTION

Product

Difficulty of Use Design for Self- 13 Customer
(DU) Selection Delivery Sat.
-TTZ2 (CDS)

Customer ‘\ /,
Product Service - N
Turnover (PT) Encounter R v 79
------ Informatlon S« —01 /\‘ .
Requirements ~<U —04 S

(IR)

Task
Empowerment
(TE)

Employee Sat.
(EMP)

Service
Production
Complexity (SC)

"p<0.10, 7 p<0.05
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7.4 Chapter 4 Additional Analysis
7.4.1 Panel Data Analysis Diagnostics and Alternative Model Testing

A.1 Tests for Serial Dependence (Autocorrelation of Errors) in the Dependaabk

Serial dependence of the dependent variable can be tested bpmgioa wide
range of tests (e.g. Baltagi, 2003, (pp.81-102) discusses many etesesincluding the
popular Lagrange multiplier (LM) and Likelihood ratio (LR) test¥ye use an easy (and
robust) test for serial correlation recommended by Drukker (2003), didmusses
Wooldridge’s (2002) method for testing serial autocorrelation bynfushe residuals
from a regression in first differences” of the specified m@pgl69). Drukker’s (2003)
simulation analysis finds that/ooldridge’s (2002) test for serial correlation removes
individual effects by taking the first differences of the mopdeld then it compares the
correlation of the differenced error term to the lagged diffex@nerror term.
Wooldridge’s reports that, if the error terms of the dependentblarfare not serially
correlated,” then the “coefficient on the lagged residuals” shoeldetual to -.5
(Drukker, 2003, p.169). Like the Durbin-Watson test statistic an®teesch-Godfrey
LM test statistic, this method tests for autocorrelation i@ mmodel under the null
hypothesis of no autocorrelation. The f-test is executed in STATA as follows:

. xtserial variablename

Wooldridge test for autocorrelation in panel data
HO: no first order autocorrelation

Dependent Variable F (df) = Prob > F =
ROA 309.13 (df=219) .000
ROS 244.59 (df=219) .000
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A.2 Collinearity Diagnostics

Collinearity is assessed using the “collin” procedure in STAdlkwing the procedures
discussed in Plummer (2007, p.83) and Baum (2006, p.85). The table statistics a
explained as follows: R-squar€rtsq)is the independent variable regressed on the other
independent variables, the “tolerance” value equals one minus théetepsguared, the
variance inflation factor (VIF) equals the reciprocal of th&erance, and the model
condition index is the square root of the ratio of the largest tdeshaigenvalue in the

model matrix. A condition index >30 or a VIF > 10 are often used as cutoffs.

STATA: ‘collin independent variables’

Variable VIF SQRT Tolerance | R-Sq| Order Condition
VIF Index
SLinc 1.20 1.09 0.83 .16 1 2.5
SLdec 1.43 1.20 0.69 .30 2 2.9
SKinc 1.21 1.10 0.82 A7 3 3.4
SKdec 141 1.19 0.70 .29 4 4.7
Log'S” 1.22 1.10 0.82 A7 5 5.4
RG 1.77 1.33 0.56 43 6 8.4
NG 1.52 1.23 0.65 .34 7 13.4
I 1.69 1.30 0.59 40 8 19.1
SM 1.63 1.28 0.61 .39 9 25.8
SG 1.05 1.02 0.95 .04 10 28.6
E 1.12 1.06 0.89 10 11 58.6

. . 1
*****Einal [teration

Variable VIF SQRT Tolerance | R-Sq| Order Condition
VIF Index

SLinc 1.19 1.09 0.84 16 1 2.1
SLdec 1.43 1.20 0.69 .30 2 2.6
SKinc 1.21 1.10 0.82 A7 3 3.0
SKdec 141 1.19 0.71 .29 4 4.1
Log'S’ 1.17 1.08 0.85 15 5 4.7
RG 1.72 1.31 0.58 41 6 7.5
NG 1.52 1.23 0.65 .34 7 11.7

I 1.18 1.09 0.84 15 8 20.1

E 1.08 1.04 0.92 .07 9 29.4

'Removal of IVs for SM and SG were shown to exhibitinearity, so we respecified the model without
these most problematic variables and it showedptgbke properties. The sensitivity analysis resgdhat
including any of industry segment variable hadmpact on the design responsiveness coefficients of
interest.
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A.3 Panel-level Heteroscedasticity Diagnostics

Greene (2003, pp.230-232) reports several methods to test for normality sfiepanel
data, including the Likelihood ratio (LR), Lagrange multiplier (L.Mhd the Wald test
(p.230). The Wald test is a particularly easy and robust procedune o STATA. The
standardized Wald test statistic (Greene, 2003) tests the nulbthegis of
homoscedasticity of errors by comparing the maximum likelihomllte of two
covariance matrices of data (e.g. homoscedastic versusdwdastic error structures
would be compared). A rejection of the null hypothesis of homoscetigstioggests
that the data is heteroscedastic and that robust estimatiorodf @and related Hansen
test statistics) is needed to adjust for scalar differemcése data structure. We run a
series of linear models in STATA, followed by the ‘xttest3’ postestonati

Modified Wald Statistic
STATA postestimation command: ‘xttest3’

Cross-sectional time-series generalized least squares regression:
xi: xtgls ROA SLinc SLdec SKinc SKdec logS XxRG NGxk i.fyear

Modified Wald test for groupwise heteroscedasticity
in cross-sectional time-series FGLS regression inode

HO: sigma(i)*2 = sigma”2 for all i

chi2 (226) = 1.6e+05
Prob>chi2 = 0.0000

Fixed-effects (within) regression
xtreg ROA Slinc Sldec Skinc Skdec 2070gs xRG NGE|fe

Modified Wald test for groupwise heteroscedasticity
in fixed effect regression model

HO: sigma(i)*2 = sigma”2 for all i

chi2 (226) = 4.0e+32
Prob>chi2 = 0.0000

! Both models show strong evidence of heterosceaiigsticross panels as p<.01 (Baum, 2006, p.222)
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A.4 Dependent Variable Stationarity* Diagnostics

STATA: xtfisherdependentvariabledrift lags(1)

Fisher Test for panel unit root using an augmented Dickey-Fuller tegts)1 la
Ho: unit root is non-stationaty

Dependent Variable X Prob >x°
ROA 905.92df=344) .000
ROS 881.96df=344) .000

INull (Ho) of non-stationarity is rejected in allszs
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Table A.5:
Alternative Model Specification Using Difference GMM estimatoy/FROS & ROAF

Dependent Variable ROS ROAF
Model (column) 1 2
time lag t-1 0.33** 0.12
[2.45] [1.55]
Firm
SLinc - Increasing store labor responsiveness -0.01 0.14
[0.16] [1.07]
SLdec - Decreasing store labor responsiveness 0.27 ** 0.36
[1.99] [1.47]
SKinc - Increasing store capital responsiveness -0.07* -0.16*
[1.65] [1.66]
SKdec - Decreasing store capital responsiveness -0.14* -0.11
[1.74] [0.69]
Sales (logS) 0.08 -0.08
[1.45] [0.69]
Revenue Growth (RG) 0.15** 0.34 **
[2.91] [2.26]
Store Growth (NG) 0.00 -0.21*
[0.20] [1.86]
Relative Inventory (1) -0.14 -0.93*
[0.94] [1.86]
Segment
Competitive Intensity (E) -0.00 0.10
[0.20] [0.06]
Time
Time dummies (included) Yes Yes
Constant
Observations 1555 1340
Number of Firms 218 207
Hansen Test (p-value) .308 .308
Arellano-Bond AR(1) -2.7** -3.3**
Arellano-Bond AR(2) 0.5 11
F Test 4.1** 5.7 **

Difference GMM estimates (Stata, xtabond2..nolevelseq); the lag of dependent variable is
endogenous; all the independent variables entered as exogenous; absolute value of t statistics
are in brackets; robust standard errors
One-tailed tests: * Significant at 10%; ** Significant at 5%
!Sensitivity analysis revealed for the ROS DV ttemtorted coefficient patterns were similar (albeit
weaker) to those observed for an ROA DV.
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Table A.6:
Alternative Model Specification Using System GMM estimator, DV=RQKROAF

Dependent Variable ROS ROAF
Model (column) 1 2
time lag t-1 0.60 ** 0.64 **
[4.90] [4.47]
Firm
SLinc - Increasing store labor responsiveness 0.01 0.14
[0.25] [1.08]
SLdec - Decreasing store labor responsiveness 0.23 ** 0.38
[1.96] [1.52]
SKinc - Increasing store capital responsiveness -0.11 ** -0.12
[1.97] [1.51]
SKdec - Decreasing store capital responsiveness -0.14 ** 0.15
[2.41] [0.80]
Sales (logS) 0.00 0.02
[0.35] [0.96]
Revenue Growth (RG) 0.15** 0.32**
[4.50] [2.24]
Store Growth (NG) 0.01 -0.22 **
[0.41] [2.37]
Relative Inventory (1) -0.06 -0.11
[1.51] [1.06]
Segment
Competitive Intensity (E) -0.03 0.02
[0.02] [0.49]
Time
Time dummies (included) Yes Yes
Constant
Observations 1784 1562
Number of Firms 226 220
Sargan / Hansen Test (p-value) .334 .838
Arellano-Bond AR(1) -4.5** -4.,3 **
Arellano-Bond AR(2) 0.67 11
F Test 19.6 ** 21.1*

System GMM estimates (Stata, xtabond2); the lag of dependent variable is endogenous; all
the independent variables entered as exogenous; absolute value of t statistics are in brackets;
robust standard errors;
One-tailed tests: * Significant at 10%; ** Significant at 5%
!Sensitivity analysis for the ROS DV revealed thetarted coefficient patterns were similar to those
observed for an ROA DV.
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Table A.7: Alternative Model Specification Using System GMMreator for ROAF

Dependent Variable ROAF ROAF
Model (column) 1 2
time lag t-1 0.82 ** 0.64 **
[4.90] [4.47]
Firm
SLinc - Increasing store labor responsiveness 0.00 0.14
[0.03] [1.08]
SLdec - Decreasing store labor responsiveness 0.01 0.38
[0.17] [1.52]
SKinc - Increasing store capital responsiveness -0.00 -0.12
[1.18] [1.51]
SKdec - Decreasing store capital responsiveness 0.08 0.15
[1.33] [0.80]
Sales (logS) -0.00 0.02
[0.18] [0.96]
Revenue Growth (RG) 0.02 0.32**
[4.50] [2.24]
Store Growth (NG) -0.01 -0.22 **
[0.93] [2.37]
Relative Inventory (1) -0.07 ** -0.11
[2.21] [1.06]
Segment
Competitive Intensity (E) 0.00 0.02
[0.63] [0.49]
Time
Time dummies (included) Yes Yes
Constant .01 -.18
Observations 1562 1562
Number of Firms 220 220
Hansen Test (p-value) 1.00 .838
Arellano-Bond AR(1) -4.6 ** -4.3%*
Arellano-Bond AR(2) -0.46 11
F Test 93.1** 21.1*

System GMM estimates (Stata, xtabond2); the lag of dependent variable is
endogenous; model treats 1Vs as follows: Column 1 = (I, logS - endogenous;
NG, RG — predetermined); Column 2 = (all IVs exogenous); absolute value of t
statistics are in brackets; robust standard errors;
One-tailed tests: * Significant at 10%; ** Significant at 5%

!Sensitivity analysis for the ROS DV revealed thetarted coefficient patterns were similar to those
observed for an ROA DV.
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Table A.8: Forward ACSI Scores Analysis using System GMM Estimation

Dependent Variable ACSIF2
Model (column) 1
time lag t-1 0.76 **
[12.15]
Firm
SLinc - Increasing store labor responsiveness -15.8 **
[2.05]
SLdec - Decreasing store labor responsiveness -15.1 **
[2.81]
SKinc - Increasing store capital responsiveness 3.08 **
[3.10]
SKdec - Decreasing store capital responsiveness 10.6 **
[2.37]
Sales (logS) -0.83
[1.09]
Revenue Growth (RG) 2.0
[1.48]
Store Growth (NG) -0.51
[1.46]
Relative Inventory (1) -1.8
[0.55]
Segment
Competitive Intensity (E) -0.1
[0.21]
Constant 21.2 #*
[2.41]
Time
Time dummies (included) Yes
Constant
Observations 141
Number of Firms 24
F-test 179 **

System GMM estimates (Stata, xtabond?2); the lag of dependent variable is endogenous;

absolute value of t statistics are in brackets; robust standard errors;

model treats Vs as follows: (I, logS - endogenous; NG, RG — predetermined);

One-tailed tests: * Significant at 10%; ** Significant at 5%
The acsiF2 (1-year forward customer satisfactimmegcdependent variable was calculated using only a
subset of firms. Furthermore, our analysis of acere data (See Appendix 7.3.3) revealed that any
specification of the System model yielded simiksults for the responsiveness coefficients.
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Table A.9: Distribution Statistics for Baseline Design ResponsivenessNés

Variable Mean Std. Dev. Obs| 5% 25% 50% 75% | 95%
(4t)

SL (labor) -0.01 0.17 1793 -0.16 -0.06 -0.02 0.02 .110

SK (capital) | 0.03 0.27 1803 -0.17 -0.06 0.001 O0.0>.11

! The number of reported observations representssadbone degree of freedom to calculate the elggsti
variable
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7.4.2 Sensitivity Analysis

Summary of Sensitivity Analysis

While there are no established rules for conducting sensitivitysagakith panel data
models, it is important to acknowledge how the findings react to inguttifferent
variables or making certain assumptions when modeling the &d&tarher, 2007;
Kennedy, 2003). We constructed a STATA “Do-file” and examinederes of
alternative model specifications (A ‘.pdf’ of the Log-file asailable upon request) for
each analytical approach and dependent varid&®@A( ROAF, ROSused in the paper
tables. First we examined a series of liner (non-dynamigled and fixed-effect
regression models. We find that these models generally coofimfindings on the
negative performance impact of increasing store labor interesponsivenessS{ing
and also for both store capital intensity responsiveness meaSiiies & Skded. We
also find that the firm-specific results are robust when comigpBegment membership —
e.g. the results hold up when segment effects are included (heirdummy variable
codei.Segand the xi: command in STATA).

In general, our findings related to the elasticity measure tofe slabor
responsivenessSQ are robust to different model specifications provided that firm-
specific control variables for sizéogS, sales growth RG), store growth NG) and
inventory management)(and store capital intensity responsiven&isiic& SKdeg are
all included. As discussed in the text of the paper, the decisimeltmle any or all of
the segment control variables really has no bearing on any diytfanic model results

where ROA is the DV. This may be because the lagged dependatie/aised in each
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equation term is incorporating much of the random error in thedisagment. This
finding was useful because it allowed us to remove any @f #iese three variables to
reduce model multicollinearity issues without affecting the model.

However, we do find that the results (particularly for incregstore labor and
capital intensity responsiveness) become quite sensitive oncenvenstrumenting for
any endogeneity and persistence bias in several firm-speoificrol variables,
particularly those related to Size (logS) — for store lab@nsity responsiveness - and
revenue RG) and store growthNG) rates — for store capital intensity responsiveness.
This is not particularly surprising given the role that each blmiplays in firm staffing
and capital planning models for populating stores in new locationsy providing
specific revenue support for revenue planning and capital manageffeetg. It is also
clear that being overly responsive with capital inten$StgiQqg is not as robust, and does
not have nearly the same negative performance effect as doesinuagting in store
capital SKdeg year to year. This finding may speak to both the importampedfits of
a retail firm’s ongoing investment in good store locations haedshort-term significance
of in-store capital investment in internal store systems.

Finally, we examined the alternative dependent varialit€33(and ROAR to
see if using different performance measures made a difkeli@ninterpreting the model
findings and to find out if there were carryover affects on fodvpaofits. The results for
the ROSmodels largely mirror the findings usiiOA except that the findings for both

store labor and capital responsivenéisirfc, SLdec, SKinc, SKdere weaker (p<.10 or
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greater) in the ROS models. As reported in the paper texgrieard ROA ROAR, we

see no significant (p<.05) results for any of our design responsiveness measures
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7.4.3 ACSI Analysis Sensitivity

Summary Forward ACSI Analysis (STATA “Log-file” available upon redues

Since the University of Michigan ACSI data uses a differenalise (as well as a
calendar versus fiscal year reporting schedule), and is lleaftar a much smaller sub-
sample of firms in our study, we conducted a separate senséndtiysis to understand
the impact that our specified model variables was having on fdrwastomer
satisfaction. Across all linear and difference models negadisigonsiveness variables
(SLdec, SKdgchad negative and positive coefficients respectively, with thativeg
effect of SLdecon forward customer satisfaction scorass{F2 being about four times
that of the positive affect @Kdec

It is also interesting to note from our analysis while ttg dependent variable is
highly persistent, particularly after controlling for othemfispecific characteristics in
the dynamic model. Given this fact and that the store subsangolesusomewhat small,
we primarily relied on system GMM for our findings. When using our fully imsanted
model in the last series of tests, we discovered that our both owasimg and
decreasing store labor intensity responsiveness measuresegeterely associated with
forward customer satisfaction scores. However, given that the nwhiariables used
is large relative to the number of observations (Hansen test He6g results should be

viewed with caution.
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