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ABSTRACT

Microgrid is a recent novel concept in part of the development oft syridr A
microgrid is a low voltage and small scale network containing datributed energy
resources (DERs) and load demands. Clean energy is encouragedutedbén a
microgrid for economic and sustainable reasons. A microgrid can havepevational
modes, the stand-alone mode and grid-connected mode. In this researgiaheath
optimal energy management for a microgrid under both operational modes is sthdied. T
objective of the optimization model is to minimize fuel cost, imprenergy utilization
efficiency and reduce gas emissions by scheduling generati@iSRs in each hour on
the next day. Considering the dynamic performance of battdepagyy Storage System
(ESS), the model is featured as a multi-objectives and multivgdria programming
constrained by dynamic programming, which is proposed to be solved hy thsin
Advanced Dynamic Programming (ADP) method. Then, factors influentbimdpattery
life are studied and included in the model in order to obtain an optisagle pattern of
battery and reduce the correlated cost. Moreover, since wind andgsaknation is a
stochastic process affected by weather changes, the proposed apimminodel is
performed hourly to track the weather changes. Simulation reseltoarpared with the
day-ahead energy management model. At last, conclusions aretgdese future

research in microgrid energy management is discussed.
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CHAPTER ONE

INTRODUCTION

1.1Background of microgrid

With the increased use of renewable energy resources, substdiotitd have
been invested in the installation of distributed energy resoubte’y) for establishing a
green and smart distribution system. Generally, DERs includesdivechnologies, such
as diesel generator, fuel cell, microturbine, and energy steyasgem (ESS) belonging to
controllable energy resources, as well as wind energy and photovakainon-
controllable renewable energy resources. According to the US tDegdrof Energy [1],
relying on the advanced communication tools and power electronic cdetriaes, the
utilization of DERs is potentially in favor of increasing theergy utilization efficiency,
mitigating the power flow congestion in distribution system, improving system
stability and reliability, providing more benefits in both economic andtainability
reasons, and strengthening the centralized control for grid operation.

Even if DERs have many advantages, they also bring problems to thex pow
network. A single and small DER is treated as a non-regutsied)y resource compared
to the large power grid. The integration of DERs into power grid esaw®ltage
fluctuations and affects power quality. Moreover, DERs need to be discedmestantly
if severe faults occur in the main grid. It may limit the perfance of DERs to a large
extent. To obtain a better and stable use of DERs and releasenttiets between a
single DER and large power network, a new concept called “Micfodnas been

developed in recent years.



Microgrid is an important and necessary part of the development of gnh
and found to possess much practicability in a smart grid [2]. Aogpiict is a low-voltage
and small network connected to a distribution grid through the point of oarooupling
(PCC), and contains both distributed generations and loads. Severabftypsisibuted
energy resources (DERS) are used in a microgrid, such as umitnet (MT), fuel cell
(FC) and energy storage system (ESS) as controllable uniiewldble energy, such as
wind energy and photovoltaic, are also included in a microgrid as non-controllable units.

Normally, a microgrid has two modes of operation: the stand-almu® and the
grid-connected mode. If a microgrid operates in a stand-alone modepother
generation produced within the microgrid is required to satisfyoital load demand.
While the microgrid works in a grid-connected mode, it can eiteed gower to the
main grid or receive power from the main grid. The operational modenaitrogrid is
related to the local power generation production, the local load demaadsha
electricity price in the main grid. For a single renewablergy unit (wind or solar
energy) without much reactive power compensation connected to audistrinetwork,
it is normally forced to be disconnected from the distribution odkvif a severe fault
occurs in the main grid, in order to avoid any further damage. Ircésat a microgrid
can be disconnected from the main grid and operates in a stand-aldeeThe DERs in
the microgrid can operate in normal conditions without any damagas. thrs point of
view, it is easy to see a more flexible operation featurmiofogrids than the DERs

connected directly to the main grid. Fig.1.1 shows a microgrid ctesheto the



distribution network through a PCC, and several types of DERs ared@ttlin this

microgrid.

: CID : HVTL =®_%Q

Infinite
Svstem

Microgrid

. Controllable Unit

Renewable Units

l_ ] Energy Storage System

Fig. 1.1 A typical microgrid interconnected with the main grid.

In conclusion, the following benefits can be seen by building a mickogri

e Sustainability -- Utilize renewable energy, reduce fuel cost andngigsiens;

e Flexibility -- Two operational modes, grid-connected and stand-alone mode;
¢ Reliability -- When a severe fault occurs in the main grichierogrid is able

to isolate itself from the main grid.



1.2 Research Objectives

An Energy Management System (EMS) is a computer-aided todlhysgower
system operators to monitor, control, and carry out the optimajyenenagement. The
purpose of EMS is to produce demanded power with least cost aneéneasnmental
effect.

In this research, the optimization model of EMS in a microgridoiplan a
generation schedule for each unit in each hour on the next day withjdatives shown
below:

e Minimize the fuel cost.

e Minimize harmful gas emissions.

e Improve energy utilization efficiency.

e Maximize microgrid operation profits under different operational conditions.

These goals are subjected to the constraints that the total popmy should be
equal to the load demands in each time interval and each DEBhounit operate within
its minimum and maximum limits. A time interval is normadigt to 15 minutes, 30
minutes or 1 hour. Some information should be known in advance for a day-akegyl e
management, such as the DER parameters, the forecasted windangeseration in
each hour on the next day, the forecasted market elecpiay on the next day and also
the load demand forecasting. Then, the prepared data are sentEil $heptimization
engine as inputs. Finally, the outputs from the optimization endnosv ghe best
generation schedule for the next day. The generation scheaaledble to guide power

companies operating the power network inexpensively and efficiently.
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Renewable Energy Generation
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Units Cost Functions & /

Market Electricity Price

Fig. 1.2 EMS optimization in a microgrid

The major difference between the energy management in a convenponeat
grid and a microgrid is the algorithms used within the optinanagngine. The following
paragraphs describe the algorithm differences.

a) Conventional Energy Management

In a traditional day-ahead energy scheduling problem, one has thsifgjibasic
information in advance, which includes the generators operationdsk,lithe cost
function of each generator, the forecasted loads on the following ddgydicasted wind
generation and solar generation on the following day. The formuldoriee optimal

energy management can be simplified in equation (1.1):



Objective function

'=I(xu,d (1.1)
Subjected to

Ce(xu d=0

C|(Xlu/ O)SOI

where x is the state variables representing the active power outputl of al
generatorsy is the control variables such as the excitation current of aaenevhich
can adjust the power output;is the disturbance variables, such as the load changes or
wind speed changes affecting wind turbin@sjs the goal function minimizing the fuel
cost, and the cost value is a function of state variables, coatiables and disturbance
variables;c. is the equality constraint angl is the inequality constraint. The set of
formulations is a multi-variables nonlinear programming. This proldambe resolved
by some typical nonlinear programming methods, such as the Lagrangelienul
method, the interior-point method, the gradient projection method and so oe. Som
heuristic methods can also be applied to this problem, such as e gégorithm (GA)
and particle swarm optimization (PSO).

b) Energy Management in a Microgrid

As clean energy is promoted in distribution grid and microgridbigitding a

green and sustainable environment, ESS gains more and more corae tiiati before

due to its coordination with DERs, which can improve the energyaitdiz efficiency



and stabilize the system voltage and frequency. Among sevped ¢f ESS such as the
flywheel, super capacitor, battery and so on, battery is the medtame due to its low
cost and its convenience of installation and maintenance. A facgesnan microgrid
energy management model that the battery state of charge (SOC) in eadegends on
the SOC in the previous hour. Hence, the battery SOCs in eacadfacent hours are
correlated and the optimization model is constrained by a dynamgramming. The
simplified expression of the model is shown as follows.
Objective function
'=I(xu,d (1.2)
Subjected to
Ce(xu d=0

¢ (xud<o0

%1 =90% 4, d),

where the last constraint indicates that the current staterve@ function of the
state variables, control variables and disturbance variablé® iprévious interval. The
system states in time intervaland i+1 are correlated. In this case, the model is
determined as a multi-parametric nonlinear programming constraiyedlynamic
programming, which is hard to solve.
Various algorithms for the optimization of microgrid energy agament were
proposed [3-7]. In reference [3], the author clearly stated the naodetost function of

each type of DER. GA-based algorithms and game theory adetobtain the optimal



solution. An MRC-GA optimization module was proposed for search aptyeneration
schedule in reference [4] and particle swarm optimization (P&Ohnique was
implemented in references [5-6]. However, the heuristic methed®wgly approach, but
not guarantee, the global optimal solution. Some of these methodsralitial guesses
to reach the best result and are time-consuming and inefficiemodified dynamic
programming method was considered in reference [7], but the author mthght

model by replacing some important stochastic variables with fixed values.

1.3 Contributions

Since the development of microgrid is still in an initial stagehnologies related
to the optimal energy management in microgrid are not matured an@rowsn
researchers have contributed diverse and valuable ideas. Tlaschepeesents several
contributions and it will be summarized as follows:

1) The dynamic performance of the battery is considered in tbdehand the
advanced dynamic programming (ADP) method is used to solve the featlaled as
multi-parametric nonlinear programming constrained by dynamiogramming.
Previously, the model is simplified by limiting the performanéethe battery, some
researchers used heuristic algorithms to search the optinsdilbosolvhich is slow and
cannot guarantee the accuracy, while other references did not itledulattery in their
model. The ADP method was first proposed in 1999 by C. R. Dohrmann and R. D
Robinett [8], and later in 2005. This method was discussed in [9], angriived to have

great results in the optimization of complex dynamic systems.



2) The consideration of battery life is included in the model in ordevtid an
overuse of battery, extend the battery service life and thuseetthe cost spent on
batteries. Previous research only included the capital cost dbattery, while other
research optimized the performance of battery for the purposzlofing fuel cost and
satisfying the load demand but the battery life was negletietthis research, both the
objectives reducing cost and keeping an optimal usage patterneobatery are
considered in a model with assigned weighting factors.

3) The hourly energy management model is also implemented in $eiarod by
using ADP algorithm and considering the dynamic performafdeattery. In previous
research, the majority of the models work for day-ahead eneagygement and few
discussed the hourly or real-time energy management in microgridndlibsion of wind
generation or solar generation brings stochastic events intoddel,nso a day-ahead
model may lose accuracy due to the external weather changesaw/la@ hourly model
could track the actual circumstances and reduce the erroredretthe scheduled

generations and actual generations of DERs.



1.4 Thesis Outline

This thesis consists of six chapters. Chapter one introduces incltioéng
microgrid, the research objectives, and the contributions. Chaptes atout the models
of typical DERs in microgrid, including the wind turbine, photovoltat, enicroturbine,
fuel cell and battery. Chapter three is the basic model for apénmergy management in
microgrid, and the advanced dynamic programming method. The bafiteis/ legarded
as a factor and included into the basic model in chapter four. In clisygtean hourly
model is proposed to improve the accuracy of scheduling and track émeatxthanges.

In chapter six, the conclusion and future research are discussed.

10



CHAPTER TWO

DISTRIBUTED ENERGY RESOURCES IN MICROGRID

Before developing the model of optimal energy management irogmidr it is
necessary to get a general realization of the DERs usedciognd. In the following
sections, the fundamental models and related cost functions of [typkfas are
introduced, which includes the wind turbine, photovoltaic cells (PV),anidsine, fuel
cell and battery. These DERs is going to be used in the dptinemgy management

model in the following chapters.

2.1Wind Turbines

Due to the advanced technology of wind turbines, wind generators dedywi
used as a clean energy source in power systems. In the fajleections, three typical
types of wind turbines in power industry are introduced. It includes itigdesed
induction generator (SFIG), doubly-fed induction generator (DFIG) and goenmh
magnet synchronous generator (PMSG). Then, we discuss a campafishe three
types. Finally, the wind generation forecasting method is introduced.

1) SFIG

As shown in Figure 2.1, a SFIG consists of a wind rotor, a gear baxdaction
generator, a capacitor bank and a transformer connected moathegrid. Firstly, wind
drives the wind rotor with a low rotating speed. Then the gear haseid to increase the
rotating speed and drives the rotor of the induction generator. Tdimgomagnetic field

formed by the rotor dc excited current cuts the stator condwmorproduces electricity.

11



The capacitor bank is connected to the grid side of the generator andnsatepethe
SFIG with reactive power to keep the stator voltage stalblis & a fixed speed wind
turbine and has low generation capacity. If the wind speed is dheohted speed, the
SFIG is forced to cut off from the main grid in order wwid any mechanical damage or
poor generated power quality. The advantage of SFIG is that & has cost, small

volume and is easy to install.

- Gem- -?//;;{;%\_ Soft I.-’f.-_ ,?f §|_
\ starter oo
| P9% TN _,;7; [
Transformer

L1 |
|| || Capacitor bank

Fig. 2.1 Structure of SFIG

The P, Q generation of SFIG depends on the wind speed and cannaidiedad]
separately. Integration of a group of SFIGs into the main grid indudtegye fluctuation
and affects the power quality. Due to the low stability and rdélof SFIG, less and
less SFIGs are used as wind generator units.

2) DFIG

DFIG is the most popular wind turbine used in current power industryodiie

medium cost, high generation capacity and variable operational dgabke SFIG,

12



there are two power flow paths linking the wind turbine and the iuégl. The stator is
directly connected to the grid and the rotor is also connectdee tmain grid through a
power electronic converter. This converter is also called “batlatk converter”, which
consists of a rotor-side converter (RSC), a dc capacitor bank gnd-side converter
(GSC). The GSC is feed by the grid side ac voltage and fundtitmenaintain the
voltage of dc link as a constant value. The RSC is controlled to prthaedetor with a
desired AC excited current and keeps the stator current freqtlenegme as the system
frequency. Normally, the converter handles around 30% power flomebatthe wind
turbine and main grid.

Equation (2.1) explains the operation principle of a DFIG:

fsz%ni i (2.1)

where

f, : Stator current frequency, normally 60 Hz;

p : Pole pairs in the induction generator;

n : Rotor rotating speed, unit is r/min, the rotating speed depends avirtie
speed;

f. : Rotor current frequency; the rotor current is supplied by the RSC.

13
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Fig. 2.2 Structure of DFIG

By using space vector control scheme [10-11], the P, Q generatzoDIEIG can
be adjusted separately. Space vector control is the most popchaiqque used in AC
induction generator control. The explanation of vector control dtartsthe basic model
of an induction generator. In the a-b-c three phase coordinate systenmduction

generator can be modeled by,

usa RS O 0 0 O 0 —‘_ isa— _wsa_

usb O & 0 0 O isb (osb

usc _ 0 0 Rs 0 0 isc + P s

ura - O O 0 R O ia ¢fa '

Uy, 0 0 0 0 R Ofi (2

_urc_ _O 0 0 0 0 RJ_L:_ _(prc_ (22)
In this equation,

u,, U,, U., u,, u,, u - Stator a-b-c phases voltages and rotor a-b-c phases

voltages;

14



R, R : Stator and rotor resistances;

lsa ! lsb ! Isc !

i, i,, i, . Stator a-b-c phases voltages and rotor a-b-c phases

ra ! Irb ! Irc

currents;

Py Par Poer Par Py P - Stator a-b-c phases voltages and rotor a-b-c phases flux

linkage;

The expression of stator and rotor flux linkages is shown in equation (2.3),

Lo+ L —leS —lL ms L ,cos(0) L Wgos(¢9+£7r) L r(,‘,,’05(19—£7r)
2 2 3 3
(o] —lL L.+L —lL L .cos(@ —37[) L cos(d) L s(¢9+£7r) [
Dsa 7 s ms Is 7 s mé 3 nfs 0 3 |
Ps
’ = Lons —leS LootL cos(9+£7z) cos(6’—£7r) cos(8) :
Psc | _ 2 2 3 3 !
Pra L,scos(d) Lmscos(ﬁ—zﬂ) Lmscos(6’+£ﬂ) L .+L, —EL mr —lL mr !
O 3 3 2 2
2 2 1 1
[P | | Lccos(@+=n) L .cos(6) L .cos(@——r) ——L L .+L, ——L. L
3 3 2 2
2 2 1 1
L cos(@——x) L cos(@+—x L gos(@ —L —L L L
| ms ( 3 ) ms ( 3 ) msc ( ) 2 mr 2 mr m_l‘— Ir ]
(2.3)
where

L., L, : Stator and rotor mutual inductances;

ms !

L., L, : Stator and rotor leakage inductances;

0 : Rotor angle;

Apply Park transformation into the above equations, the inductor modei drade

coordinate can be expressed in equation (2.4):

15




uy=Riy+dp /dt-op
U, =Rig+dp /dtto g
u, =Rij, +dgp, / di-a.p, (2.4)
u, =R iq + dgorq / dt+ D0,
where
Uy, U

u,, u, . Stator and rotor d, g axis voltages;

sq? r

ier isqr I s i, - Stator and rotor d, g axis currents;

Py Poqr P O - Otator and rotor d, g axis flux linkage;

o, - Slip angle frequency;

The expressions of the stator and rotor d, g axis flux linkageshaen in
equation (2.5),

Pog=Ld gt L

Peq=Ld gt L}

¢rd = Lrird + LmI sd (25)

qu = Lrirq + Lml sq J
WhereL, is the mutual inductance between the stator and rotor.

After implementing the Park transformation, align the stator itk the stator d
axis flux and let the flux through the g axis be zero (this ikélyeof space vector control
scheme), that is

¢sd = ¢s

Pq =0 (2.6)
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The stator active and reactive power can be expressed as equation (2.7),

Psz_ius Lm iqr
2l (2.7)
3 Usz Uerrjdr

QS_Z(a)sLms Lms )

where

P, : Stator active power;
Q. : Stator reactive power;
U, : Stator voltage;

It can be observed the stator active power depends on the ptaxisurrent and
the reactive power depends on the d-axis rotor current. It is w@meo control the
active power or reactive power separately by adjusting the dagrsqgotor current and
obtain the desired power factor. The stator flux is often reqtorée aligned with the g
axis in order to decouple the power expressions with respect to d \mdraurrent.

Figure 2.3 shows the block diagram of DFIG control scheme.

Speed
Command

Line Input

Motor Flux
Command

3-Phase Power Stage|

[
p
s
lsc
AC Induction
Motor
Speed Spaed
Sensar

Fig. 2.3 Block diagram of the DFIG vector control [11]
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Some of the advantages of the DFIG are that it has reliabbd spped better
performance than SFIG. However, DFIG is more expensive due totiverter cost and
its produced heat and harmonics. Also, the gear box may cause anmaktlproblem
[12]. In addition, the DFIG has higher maintenance cost.

3) PMSG

In a PMSG shown in figure 2.4, it consists of a wind rotor, a legmous
generator and a back to back converter. The rotor inside the synchigemerstor is
made by permanent magnet materials and can be designed wgk ar@wunt of pairs of
poles, so the wind rotor can drive the synchronous generator ylired rotating speed

without increasing the speed by gear box.

= | f— .-_’ }/ F
= ! ~ —\.i ,>~ . F
Power electronic Transtormer
converter

Fig. 2.4 Structure of PMSG

The control scheme of the PMSG converter is the same as. DRE=difference
is that the stator of a PMSG is connected to the main grid thrihegconverter which
handles 100% power flow. As a result, the converter produces moredwasat and

claims a higher manufacture requirement. The price of a PkS@erter is much more
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expensive than a DFIG. Although the PMSG has larger generationityagad higher

generation efficiency than DFIG, it is still not widely used due to its higbst.

4) Comparison of the wind generators

Table 2.1 summarizes the features of the three types of wind agenser

mentioned above.

TABLE 2.1 Comparisons of Different Wind Generators

Capacity Gear box Price Efficiency
SFIG Low Yes Low Low
DFIG Medium Yes Medium Medium
PMSG High No High High

The above comparison shows that DFIG has acceptable price ardneffi In
addition, it operates at variable speed. Therefore DFIGs atelywused for wind
generation.

5) Wind generation forecasting

The generation of wind power depends on the wind speed. Accordirfgrenee
[13], the relationship between the active power generation and sgedd can be
expressed by equation (2.8).

P.=0,V, <V,

actual cut-in

2
Pwt = a'\/actual + b\/actual+ C, cht—in = Vactual < Vrated (28)
P =rated powel, V., <V, g
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where

P, : Wind turbine active generation;

V... - Actual wind speed,;

V... - Cutin wind speed;

V... - Rated wind speed;

The above variables, parametars, c andrated powercan be obtained from the
manufacture instruction of the wind turbine used.

6) Case study

A case is studied using MATLAB/PowerSystem Simulink. Three redga
DFIGs are injected into a 12.47 kv distribution network. The systéivedoad is 3.69
MW and each DFIG has a 1.5 MW generation capacity. The pamsnoétde DFIG are

shown in the following chart.

Nom. Power 1.5MVW, Nom. L-L voltage 575 v;

Nom. Rotor voltage 1975 \, Frequency 60 Hz;

Stator resistance 0.023 p.u. ; Stator inductance 0.18 p.u.;
Rotor resistance 0.016 p.u. ; Rotor inductance 0.16 p.u.;
Magnetizing inductanceLm 2.9 p.u;

Inertia constant H 0.685 Friction factor F 0.01 p.u.;

I nitial condition slip=-0.2 Nominal DC busvoltage 1150 v;
DC bus capacitor 0.000006 F; Pairsof poles3.

Fig. 2.5 DFIG parameters
The simulation duration is 2.5 seconds. In the initial period of time, the
distribution network operates without any DFIGs. Later, at 0.565 sehoeel DFIGs are

switched onto the network. Then at 1.2 sec, two unbalaced feedarerarected to the
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network. A 3-phase fault occurs at bus #50 at 1.7 sec and thel&ark at 1.7667 sec.

The following figures show stator voltage during the simulation and thersydiagram.

Stator Voltage

b

W AR

(a) Stator voltage output of the overall simulation;

(b) At t=0.565 sec, DFIGs are connected to the network,

transient occurs and lasts from 0.565 sec to 0.68 sec;
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(c) Unbalanced feeders are connected to the grid at t=1.2 sec;

(d) A 3-phase fault occurs at t=1.7 sec at Bus #50 and
the fault clears at t=1.7667 sec;

Fig. 2.6 DFIG simulation results
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Fig. 2.7 Simulation case using MATLAB
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2.2Photovoltaic Cell
Photovoltaic (PV) is another clean energy source used in powensy&hich
absorbs the solar irradiation and converts it into electric en8jit.is recommended to
install PV in an area with good solar irradiation during a year. Thega/eadiation level

(ARL, kwh/ nt) can be classified into the following grades in a year:

Perfect sunlight ARL> 17bfh/ nt

Very good sunlight 1400<ARL<17k&h/ nt
Good sunlight 1050<ARL<140/ nt
Normal sunlight ARL<10%@h/ nf

According to the composition, PV can be classified into sevepastysuch as
silicon type PV including single crystalline Si and multi-cayigte Si, non-silicon type
PV, organic type PV, compound type PV and film type PV. Compaidd wind
turbines, PV occupies less space and has lower cost and zero nhiserpdoreover,
the PV generation fits the load demand very well since the gohdiation is higher in
daytime, as well as the load demand. The utilization of PV in pey&em is able to
reduce the fuel cost and gas emissions. In this researchlj¢be srpe PV is going to be
introduced and used in microgrid study. Next sections show the operathaiplariof
silicon type PV.

In the outer sphere of silicon atom, there are four electronwhic be released
by absorbing the solar irradiation. When trivalent impurity suchoasn and aluminum
which is easy to capture electrons is mixed in silicon, it tcocis a p-type

semiconductor. When pentavalent impurity like phosphorus and arsenic widakyi to
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release electrons is mixed in silicon, it constructs an n-tygmiconductor. The
combination of p and n type semiconductors is called a p-n junction, vehazipable of
building an internal electric field through the shifting of electrersited by the solar
irradiation. The electrons flow through the external load and a close e&comstructed.

Figure 2.8 shows the operation principle of a PV cell.

_| | _

Load

Solar ]

rradiation

§: @x/@

o @

n-Side p-Side

Fig. 2.8 Operation principle of PV cell

The PV V-I curve in figure 2.9 shows the relation between the outjprent and
the external voltage under specific temperatures for soldiattons. The maximum
power point (MPPT) refers to the point with a maximum power outptitd curve under
specific external voltage and solar irradiation. Normally, a &\ig controlled by power
electronic devices to track the MPPT and get the optimal operabde. The PV circuit

in figure 2.10 can be equivalent to a constant current source itepatith a diode and a
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shunt resistor. The output currérgquals to the solar generated currgptsubtracted by

the currentl, through the diode and the curragtthrough the shunt resistor.

3.5

E=1000 W/m?
3

2
25 800 Wim

2 | 600Wim?

1.5
400'W/m?

Cell current in A

1
200 Wim?

0.5 \
0
0.1 0.2 0.3 0.4 0.5 0.6 0.7
Cell voltege in V

Fig. 2.9 V-1 curve of photovoltaic under different solar irradiation [14]

L_ph C) 10/ \/ R I_sh Vv R

Fig. 2.10 Equivalent circuit of a PV cell [15]
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Formulations related to the PV circuit:
| :Iph_lD_l sh (29)

According to [16], the shunt current can be expressed by equation (2.10):

(2.10)

where
|, - Generated current by absorbing solar energy;
I, : Current through the diode;
I, : Current through the shunt resistance;
: Cell reverse saturation current;

q : Electron charge, equals to 1.6e-19;

: Open circuit voltage;

A : Curve fitting constant;

k : Boltzmann constant, equals to 1.38e-23;

T : Temperature.

Solar generation forecasting is based on the predicted sdodaliatron and
temperature. Once the predicted solar irradiation and tempesatusstimated, the solar

generation can be obtained according to the manufacture instructions.
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2.3 Microturbine

Microturbine is a term for gas turbine which has a small @k high speed. A
microturbine normally contains a gas turbine, a recuperator (kehamges) to obtain
high energy utilization efficiency, a gas compressor to providealagas with a desired
pressure, a control system regulating the output current and tleebedrical system.
The detailed knowledge of microturbines can be reached in [17-19].

The operation principle of a microturbine includes the following steps:

Step 1. Fresh air blows into the compressor, and the compressasexrthe
pressure of the fresh air.

Step 2: The high-pressure air is mixed with the fuel and bur@t ebnstant
pressure in the combustor.

Step 3: The burnt gas with high flowing speed enters the turbinelrare$ the
turbine to rotate.

Step 4: The magnetic field within the rotor reacts with tia¢os and produces
electric energy.

Step 5: The produced current is regulated by the converter to obtainggality
current with synchronous frequency.

According to [18], the cost function of microturbine is expressed as

Cyur = Cngzi (2.11)
i 1
where

C,; : Cost of the microturbine generation;
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C, - The natural gas price to supply the microturbine;
P, : The power output during time interyal

n, - The microturbine efficiency at intervgal

Combustor
Exhaust Gas
Compressed air
Turbine Compressor

Fresh air

Fig. 2.11 Structure of a microturbine

2.4Fuel Cell
Fuel cell is one type of distributed energy resources convetti@agchemical
energy into electrical energy through an oxidation reaction fidlecell technology was
firstly proposed by the Welsh physicist William Grove in 1839 dadfirst commercial
application of fuel cell was carried out by NASA space gdmgrgower for probes,
satellites and space capsules [20-21]. Generally, a fuel argdists of an anode as the
positive side, a cathode as the negative side and electrolyteingllalae ions pass

through. The anode is usually made up of very fine platinum powder. Thedeais
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often made by nickel. The electrolyte substance defines the ¢y fuel cell, and
hydrogen is commonly used as the oxidizing fuel in the chemiaatioa. Figure 2.12

depicts the fuel cell operation principle.

H2
o
Anode
ions* Electrolyte ions* Load
Cathode
o
02 H20

Fig. 2.12 Structure of a fuel cell

At the anode, the hydrogen is supplied and oxidized, producing electrormand
moving towards to the external load. At the cathode, the ions retctthve cathode
substances and are turned into wastes like water and heat.

Anode reaction:

2H, +20;* »2H,0+4¢€
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Cathode reaction:
O, +4e —»2Q°
Overall cell reaction:
2H,+0, »2H,0

The efficiency of a fuel cell is about 40% - 60%, and may be 0% if the

waste heat is used. Based on reference [22], the cost funtfioel is shown in equation

(2.12),

P
Cec = Cfuazn—' (2.12)
J i

where
C.. : The cost of fuel cell generation;

C. - The fuel cost;
P, : The power output during time interyal

n, - The fuel cell efficiency at interval
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2.5Energy Storage System

Energy storage system (ESS) in power system is a deviaegséorergy when the
system has surplus energy and delivering energy during peak loadisp&SS is usually
coordinated with a wind farm or a group of PV cells and storeexbess energy. There
are various types of ESS with different ranges of storamacity, such as super capacitor,
battery, flywheel and so on. The super capacitor is an electlble-layer capacitor and
based on carbon technology. Super capacitor has the highest capasity ded fast
charging or discharging speed. It can work within a largege of temperature from -40
°C to +70°C. The service life of super capacitor is longer thather storage
devices [23].The flywheel utilizes the electric machine and stores the eleogigyg by
transforming it into mechanical energy. It has high efficigrong service life, zero
environment pollution and fast charging or discharging speed [24hdttery stores and
generates the electric energy by electrochemicaliosaci25]. Battery usually has a low
cost and is easy to install. Normally, the super capacitorlpntidel have larger storing
capacities than battery and the prices are expensive, so hattegommended to be
used as small size storage in microgrid.

There are many types of battery, such as lead-acid haN&é@d, Zn/Br, Na/S
and so on. In this research, the lead-acid battery is selected aiedlech A lead-acid
battery consists of a positive electrode made by lead dioxidegative electrode made
by porous lead and electrolyte made by sulfuric acid contairgungaas ions i * and

sq?). The lead-acid battery construction and chemical reactions on lectiodes are

shown in Figures 2.13-2.15.
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Load

Negative Pb PbO; Posttive
electrode: —— | H.0 electrode:
Porous lead 2 ] Lead-dioxide

H,S0,

/

Electrolyte: Sulfuric acid

Fig. 2.13 Construction of a lead-acid battery

On the negative electrode, the charged sulfate ion moves towartsathatom

and reacts with it. For each lead atom, two electrons are released dftezadion.

Sulfuric acid
electrolyte

Lead
electrode

0@@

Pb+ SQ”> > PbSQ+2 €

FEEE

Fig. 2.14 Chemical reaction on negative electrode
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On the positive electrode, the charged sulfate and hydrogerajpgmeach lead-
dioxide, as well the lead-dioxide receives the electrons fronmelative electrode, and

the reaction on the positive side produces lead sulfate and water.

Sulfuric acid
electrolyte

Lead-dioxide
electrode

SN

@@@@/@@@
5O

PbQ + SQ*+2 e—> PbSOr2 H

Fig. 2.15 Chemical reaction on positive electrode

During the discharging process, the external load allows tlutraaie to flow
from negative side to the positive side. This process reduces thgesht the electrodes
and weakens the acid electrolyte. While in the charging prottesgxternal voltage is
added to the battery and let the electrons move from the posiizg¢csinegative side.
The charging process increases the voltage between theodédésctand the acid
electrolyte becomes stronger. The equivalent circuit of adeabibattery can be shown

in Figure 2.16.



R discharge
8 VY

I battery

NV

v Soc . R charge
- - V_battery

A

Fig. 2.16 Lead-acid battery equivalent circuit

SOC stands for state of charge and is a percentage value. Tooaeoiuse or
over charge, the SOC of a battery is set between 20% and 100%. |dtnenship
between the battery resistance and the SOC can be showruie Bi§ [26]. It can be
seen, when the battery is in charging state, the resistao@ases as SOC increases;

when it is in discharging sate, the resistance decreases as SO€ascrea

R charge /
R discharge
(Ohms)

R discharge

0% SOC% 100%

Fig. 2.17 Relation between the SOC and the battery resistance
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The charging energy efficiency of a lead-acid battery fiscedd when reactions
other than reversal of sulfate occur. The variation of SO@répon the charging or
discharging power, the charging efficiency and battery garapacity. The SOC at time
t+1 equals to the SOC at time t subtracting the SOC variatiamgdilis interval. Hence,

the SOCs of each two adjacent time intervals are related.

soq( t+1)= so¢ J— mv%SS(t)

ess

sod" < so€ #1)< sot™ (2.13)
where
n. : Charging or discharging efficiency;

W,: Battery storing capacity;

P..(t) : Battery output power at tinte
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CHAPTER THREE

OPTIMIZATION MODEL FOR ENERGY MANAGEMENT IN MICROGRIDS

In this chapter, the model for energy management in microghdiis then the
formulations of the model are re-arranged in preparation for thgoped algorithm. In
the third section, the advanced dynamic programming (ADP) #igois introduced and
used to solve the model. Finally, a microgrid benchmark is testethédyproposed

algorithm and simulation results are shown and analyzed.

3.1Model Formulations
According to reference [27], some prerequisite information 4-hours energy

management should be known in advance. The information is as follows:

. Hourly load forecasting for the next day;

o Hourly wind and PV generation forecasting;

. DERSs’ cost functions, parameters and power limits;
o Initial charge condition of ESS.

Of course, the time interval can also be set to 15 min or otherititerval rather
than one hour.

In this model, two possible operation policies are defined and includedIfi28]
policy I, a microgrid is disconnected from the main grid and opelateé stand-alone
mode. While in Policy Il, a microgrid is penetrated to the ngid and has power
exchange with the main grid. In this case, it can either selfi{eeler to the main grid

or receive (buy) power from the main grid.
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a) Market Policy |
In policy |, the load demands in a microgrid is satisfied bylatal generation.
General formulations are as follows.

Objective function:

Min Zn:Zm:Fj(Pj(t))-rj M+5s(9 (3.1)

19
where,

7;(t)= 1 if thej™ unit is on at time t;

r;(t)= 1if it is off.
The cost functions are:

F,(P.())=b P()+ ¢ (Micro-turbine or fuel cell),
F.(P()=aP(9*+ b P()+ ¢ (Diesel engine),

Here a,,b, andc, are corresponded parameters for each cost function; the startup

cost function is

sj(t):{sq’ if 7; (-7 (t-1)=1

0} otherwise '
noting thatsc, is the startup cost of urjit

The objective function is subjected to the following constraints:
1) Power output of th§" unit at timet

ijin < PJ (t) < Fj)max

2) Supply balance equality of the generations and loads
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5 B0~ R0~ Pans(9- Ru(0- R 32)

3) ESS power output
PIn < P(t) < P
P..(t)>0, ESS is discharging power;
P.(1) <0, ESS is charging power;

P.(t) =0, ESS has zero generation.

4) Dynamic performance of ESS

soq t+1) = so¢ )——m\llo\f/’“(t)
ess

sod" < so€ $1)< sot (3.3)

Wheren is the total time intervals for a scheduling danindicates the number of

all types of dispatchable unitspc stands for state of chargg;is the ESS charging or

discharging efficiencyw,,denotes the ESS capacif§;,(t), Ry.q(t) and P, (t) separately

represent the forecasted loads, wind generation and photovoltaic generatiort.at time

b) Market Policy Il

Models in policy Il are similar to policy | except the objeetifunction and the

balance equality.

Case|l: Buying power from main grid

The objective function is
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Ming{cgm(o P() +z F(RO) () + (B (3.4)

wherec,, (t) is the electricity price in main grid at timgp,,(t)is the received
power from the main gridg, (1) >0.

The balance equation in this case is

ZEPJ(t) = Pload(t)_ I:)wind(t)_ PPV(D_ PeSS( D_ ngid( ) (35)

Casell: Selling power to main grid

The objective function becomes

MaX 3(-6y:(0 P8 - 2. FCRO) %) + 303 (3.6)

wherec (1) is the electricity price in main grid at timePR, (t) is the power
sent to main gridp,;, (t) <0.

The balance equation in this case is

2P0 Roas (0 Rana(D~ B0~ Ruf(0= Rua) (3.7)

Above all, during the periods receiving power from main grid, a mictdg
supposed to minimize the production cost and the expense purchasingfimowéehe
main grid; when the microgrid sells power to the main grid, them@btigoal is to

maximize the profit which is the revenue minus the fuel cost consumption.
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3.2Formulation Arrangement
In order to apply the proposed optimization technique to this resedreh, t
formulations in both policy | and Il are required to be transformexla more suitable

form.

Let x be a state vector including the power output of dispatchable uritsest
let u, be a decision vector consisting of the planning generation adjusforerich
dispatchable unit; functiog, reflects the relation between adjacent states; functios

the cost function at time To minimize the total cost, the recommended formulations are

shown in equation (3.8):
N-1
i

which is subjected to the following constraints

%41 =9 (X, y)

Ge(%,Y)=0,  Cnelxn)=0 (3.9)
G (%,4)<0,  cy(x)<0,

wherei=1, 2, ...,N-1

In this discrete-time system, it is expected to find thenmgdticontrol variables

u,, 4, ,..,u,,and the initial state variable which aim to minimize the goal function. The
functionsg , T,, c., andc, are all twice differentiable.

For policy I, the following transformation of formulations are:

x=[R() B .. R RJ) sod¢)]
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u =[AR() AR(i) ..

ARL() AR

L%, u)=X y+ X Qx+v

T

(%)= X W+ % Qu %+ W
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The dimension of state vectorrnst+2, while the dimension of the decision vector

is m+1. In the cost functiom, , the vectory,, matrix Q and constant are related to the
cost functions of the DERs used in microgrid.

For policy Il, one additional variable is needed for both state veaibrdecision
vector. The added element represents the power exchange with thgridaiThe state
vector and decision vector for policy Il are shown in (3.10).

x=[R() R() . R() Pu) P, sod)]
(3.10)

u=[AR() AR() .. AR() AR APgrid(i)]T
The minimum and maximum limits of the grid power exchange coukkbas a

large amount or the capacity of the transformer linking the main grid and thegnidcr

3.3 Optimization Technique

First of all, it is necessary to give a brief introductmnMulti-Stage Decision
Process (MSDP). MSDP represents a dynamic behavior of swecetmjes in a discrete
time system and finds an optimal path of all stages in orderatonmze the benefit or
minimize the cost in overall stages. Dynamic programmingsepdisticated approach
for studying MSDP. However, an MSDP problem can be much more eamyth hard
constraints, uncertainties and multi-parameters. Methods in resautiy complicated
MSDP problems were presented in [8]-[9], [29]-[30].

In an MSDP problem, for a specific stage, it contains sevesikrs states

determining the current stage’s cost. Then, a set of decisi@bls acts on the current
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states and generates new system states for the nextTtegyprocedure repeats till the
last stage. The overall purpose is to find a best path of dtatestions leading to a
minimal summation of costs of all stages. A chain of stages is shown in Fig. 3.1.

MSDP can be formulated with equations (3.11),

X< = £5(xK, uk) Kex, ukeuk, ke{O,l,..., N—l}

.....

N-1
VEOM) = min | @M+ > gf(X U |, (3.11)
k=0

where

k : The number of time intervals;

x¢ : The state vector at stage

u : The decision vector at stage

f¥ : The state transition functions;
g“ : The cost function of the state and decision variables at ktage
vN 1 The summation of costs of allstages.

At stagek, the objective function and constraints are shown below,

VE(xK) = rknink[g"( X, U+ VL %‘1)}
deeU (3.12)

Subjected to U <u*t <y
K o Ko ok
Xmin X< )f'nax
Xk _ fk_l(xk_l' uk—l)

where ut;! ,ut are limits for decision variables, , x¢. are limits for state
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variables,v¥ denotes the total cost when at stage

State variables 'x’ Decision variables 'u’

k k _k k
={x;,%; ,....X,}

k k kK

k
Stage K ={u; Uy o Uy }

o L

Y
>‘ StagD —{llf Af ,- ,l
) :{xf—2 ,.1’;_2 ,...,.f:_2} I
Stage K+2 1 :{uf 2 ,uf_z ,...,112_2}

%3 :{x:——a ,.1’;_3 ,...,.r.:_S}

Fig. 3.1 Multi-stage decision process

The optimal energy management model built above is actualiylitaparametric
guadratic programming constrained by dynamic programming, whiondpeto the class
of MSDP problems. In reference [9], the authors proposed a powaffuligeie to solve
the MSDP problem by combing the sequential quadratic programn3Q#)( the
interior-point method and the conventional dynamic programminghegerhis method
is also called Advanced Dynamic Programming (ADP). The ADFhoakts proved to
have a great performance for discrete-time optimal control reemsti by dynamic
programming, and widely applied into real guidance problems. In tleansds the ADP
method is selected as the tool solving the proposed model. In the fgjlpanrts, at first

the SQP and the interior-point methods will be implemented on the nawdkethen the
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modified dynamic programming method proposed in [9] is used to Hudvenodel and
obtain the optimal solutions.

1) SQP method

According to the formulations in section 3.2, the equivalent formulatansbe
expressed as follows using SQP method:

Min

I, =NZl[w+xTy+ U z+H(X Qx+2 %X Ru; L S 2]
+ T+ X0 Yy + % Qu %/ 2 (3.13)
subjected to

Xa=Ax+Bu
AeX+BeU+ =0, Ag Y+ 6=,

A, x+B 11|+AG) <0, A, R§+AQ| <0.

The purpose of SQP method is to leave the model with only linear addatjaa
terms.

2) Equivalent formulations using interior-point method

According to the above SQP formulations, by applying Lagrangiakipiers
and adding slack variables into the inequalities in constraints, a new formusasioown

below. At iteratiork, it aims to minimize

N-— ~ ~ ~ ~ ~ ~ ~ ~
ngzl[vi+xiT Y+ z+(X Qx+2 X Rut+, 0,S W/2]
+ (A ); +Beu+ @ )’ iiE-F(_A( ~}(+ B ur ) i —ﬂ;,T G /2] (3.14)

+ XN S/N+ X, Qu XNN+(_A\1E )ﬁ\l‘f‘_@lE)TiNE-f-(_All X+ _($J|)T/~1N|—/1L, _G/NiNl/Z
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It is defined that

u, . . .
~ . B IRZOT=0 R VI B =Y
z=| - |, =] . | A= ,S=| .. |. (3.15)
Uy ~ ~ ~
~ /’i’NE A’NI SNI
L %

The approach in solving,<, 4, s) in each iteration is given in the appendix B.
3) Total algorithm procedures
Givens>0, k=0 and(z°,£°,1°, <), whereA° >0 and &£°>0. The residual terms

are defined as:

(7 = S eLk sau el fau)
i=1

\
N A A
(7 =2 (A + Be Y+ ) (Ae X+ B (f+ ¢)
) A A > (3.16)
(s ZZ(AH X+B Y+g+8) (A X+ B+ oy
J

N
(Y =D _[min(4, 51 Imin(4, §91

As the solution set approaches on optimum point, the summation of dliaksi
terms should approach zero.

The following steps are carried out to achieve the optimal solutions.

Step 1:

Calculate the residual valuée

PR = JIEP + 07+ 097 16,9

If r*<s, then proceed to step 5.
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Step 2:

Let

d, =—diagiA*) diad $) ¢,
G=AXB g,
where e=[1 1 .. 1] .

The affine scaling predictor directiqéa,g:a,;la,éa) is solved by using the method

introduced in appendix B.

Then, calculate:

k
i :(zk)T%, wheren, is the dimension of‘;

a, =arg max{a €[0,1]| A* +a 1, >0,8" +a s, >0};

11, = (2% +a,{a)T%(sk ta,s)

the centering parameter is definedoas(&)3 .
Hy

Step 3:

Let d, =—diagi¥)diad &) e diatf,) diag,$ o,

G = A+ B U+ o+ diaghlow, e diag) digs ]
where e=[1 1 .. 1] .

Solve the combined predictor-centering—corrector (PCC) dire(igoﬁp,;lp,ép)

using the method in appendix.
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Calculate the scalar
Upmax =arg max{a €[0,1]| A +a 1, 20,5+« ngO} .
Step 4:

Calculate(Z*, &%, 1%, 8¢*) from equation (3.17)

(Zk+1'§k+l'/1k+1' Sk+1):( 26‘—1'5 ki-l'/l le—ll §+1)+a( Ng,é:p,jvp, Na

(3.17)

where & =min(0.995¢«,,., ,1).
Then setk « k+1and return to step 1.
Step 5:

Calculate the optimal solution

W=tfry, K =X

Calculate all state variables by using the equation (3.18)

X,=AX+BYy fori=2,...,N-1. (3.18)

End: Plot all solutions.

The flowchart of the whole procedures is as follow in Fig. 3.2:
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!
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rf<8

N

d, = —diag(A")diag(s")e
rf = AI:‘,I_:( +B, 1:.'_: +cy

e=[1 1 . 1]

v

- - s
Caloutate (2,8, Aa,5,) . H =) -

2

k

@, =arg max{e c[0,1]| A" + @ A, = 0,55 +as, =0};
ﬂ}l

e

1= rary St ra,s). o=
1

\ 4

d, =—diag (AF)diag(s*)e— a’r'ag{/{a }d:'ag[s;]e +au.e

b = 4,3 + By + ¢+ diag(A) [ou,e - diag(A, )diagls, )e

v

Calculate {Zp,i:p,j.}; ,sp]

a,, =arg max{ae[0,1]| 2" +ad, =0,s" +as, =0}

v —

(57,8570, ) = (2,8 4 5 ) 2 alz, 6 s s,

a=min(0.9%5¢,.,1) k<« k+1

v

Calculate the optimal solution

"~ ~

C=ul 4 =X+
U, =1 +u,, X, =X +%, .

X.=Ax +Bu, fori=12...n-1

Fig.3.2 Flowchart of the algorithm
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3.4Case Study
A microgrid benchmark [31] shown in Fig. 3.3 is tested in thgeaech. The
voltage rating of this microgrid is 400 V. The microgrid is cote@do a 20 kv grid
through the point of common coupling (PCC) and a transformer.
1) Test case
In this microgrid network, the DERs include the microturbine, fredl, wind

turbine, photovoltaic, battery and the loads.

7 7
I0KN @ Grid

400V
Residential 13
E&SS 14 -]
Load 1—174'
A 2
_;
3 [ T
WT Industrial
+ Load 15 16
- d Commercial
MT
IE 1 Load
PT',". [ S N -+~ » -
] 12 »—p
— PV

(Ve

Fig.3.3 Test Case
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The parameters of the distributed generation in this microgedgaen in the

following tables.

TABLE 3.1 Installed Distributed Generations

Unit Type | Min Power (kW)| Max Power (kW)
MT 6 30
FC 6 50
WT 0 15
PV 0 13
ESS -30 30

TABLE 3.2 Cost Function Parameters of DGs

Unit Type| b (Ect/kWh)| ¢ (Ect/kWh)| Startup cost
MT 4.37 85.06 9

FC 2.84 255.18 16

TABLE 3.3 Gas Emission Parameters of DGs

Emission Externality cost| Fuel Cell Emission Microturbine Emission
Type ($/1b) (Ib/MWh) (Ib/MWh)
CO2 0.014 1.078 1.596
SO2 0.99 0.006 0.008
NOx 4.2 0.03 0.44
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The forecasted wind and solar generations are shown in Fig. 3.4.

Wind and PV Generation Forecasting

(W) Jamod aAnay

Hour

Fig.3.4 Forecasted wind and solar generation

Price from ApXon Oct.8th 2003

The main grid electricity price (Ect/kWh) is shown in Fig. 3.5.
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Fig.3.5 Main grid electricity price
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2) Operating in stand-alone mode (Policy I)

The load demand for this condition is shown in Fig. 3.6. The maximum load

demand is less than the summation of the maximum generation capacity of €ach uni

(m) puewsp peo

Hours

Fig. 3.6 Load demand

The energy scheduling for the next day is shown in Fig. 3.7.

Microturbine

Fuel Cell
Battery

60

uolnelsus

Hours

a) Energy scheduling in islanded mode
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State of Charge
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0.7r
0.6
; 0.5F
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0.3F
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Hours
c) Battery SOC
Fig.3.7 a) Energy scheduling during islanded mode; b) Battery chamgihg a

discharging; c) Battery SOC.
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From the figures shown above, the ESS curve actually has tharssimipe as the
load curve. When the load is low, the ESS stores energy, masticli comes from the
renewable energy resources; while the load demand is high, theeB8S power to the
microgrid and thus reduces the fuel cost.

3) Buy power from main grid (Policy II)

In this case, the microgrid is in a grid-connected mode eceives power from
the main grid, thus the load demand is larger than the maximum tienerapacity

within the microgrid. The load demand curve is shown in Fig. 3.8.
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Fig. 3.8 Load demand

The energy scheduling for 24 hours is shown in Fig. 3.9.
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State of Charge

0.9r
0.8F
0.7r
0.6

0.5F

SOC %

0.4

0.3F

0.2r

0.1r

Hours

c) Battery SOC
Fig.3.9 a) Energy scheduling when buying power from the main grid; riatt

charging and discharging; c) Battery SOC.

From Fig. 3.9-b), it appears that the ESS stores energy boughtheomain grid
when the electricity price is low (3 am to 6 am; 1 pm; and 5p& pm), and consumes
the stored energy within the microgrid when the electricitgepin main grid is high (9
am to 12 pm; 2 pm to 3pm; and 9 pm). Hence, the ESS is able edlstocheap energy
and discharge it when the energy in main grid is expensive, thus reduces the total cost.

4) Sell power to main grid (Policy II)

The load demand for this condition is shown in Fig. 3.10. The gemenaithin

the microgrid is larger than the load demand during some period in a day.
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Fig. 3.10 Load demand

The energy scheduling for 24 hours is shown in Fig. 3.11.
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a) Energy scheduling when selling power to main grid
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Fig.3.11 a) Energy scheduling when selling power to main grid; b) Battery

charging and discharging; c) Battery SOC.
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It can be seen from the above figures that the ESS storegyy when the
electricity price in main grid is low (2 am to 9 am; 1 pmp&bpm to 8 pm), while
discharges energy and sends to the main grid when the elggirice is high (10 am to
12 pm; 2 pm to 4pm; and 9 pm). Indeed, the performance of ESS helpsctogrid

maximize the profits.
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CHAPTER FOUR

CONSIDERATION OF BATTERY LIFE IN OPTIMIZATION MODEL

In a microgrid, it is shown in Chapter Three that the coordinationbattary and
other distributed energy resources is able to improve energyatibh efficiency and
reduce fuel cost. To maximize the energy utilization efficieanygl obtain the optimal
solution, the battery may be required to frequently charge or dischavwggr with a high
current rate. However, according to [32], the over-use of a batiérgffect its lifetime
cycles and damage the battery quickly. Hence, in this chapteafeth@ddiction method
of a battery is first studied, and then the factors influencingbtteery life will be
considered in the optimal energy management model. The model ischled by the
ADP method. At last, the results are presented and comparedheitforinal results

without consideration of battery life.

4.1 Battery Life Prediction Method
According to references [33-35], corrosion is a main component affettie
battery life. Corrosion in battery occurs wirenn the negative side is oxidized intw0O
and Pbq, which leads to a lower conductivity and higher resistive lossetialhg
multiple factors contribute to the corrosion for a battery, suctheslepth of charge,
discharge current rate, temperature, battery maintenancesdpres, overcharge
frequency, current ripple and so on [34]. Among these factors, the dephiargie and

discharge current rate are directly related to the enegpatthing in a microgrid in
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order to meet the load demand or store system extra power, whde factors are
relatively not important in the energy dispatching model. Thushis Ibattery life
prediction method, the depth of charge and discharge current rate aigdemhsand
modeled as two main causes resulting in battery corrosion.

According to the battery life prediction proposed by Symons [36]e thremises
are given as follows.

Premise 1:

The rated charge life, is expressed as
I',=L:.D.Cy (4.1)
where

C. : Rated amp-hour capacity at rated discharge cutrent

D, : Depth of discharge for which rated cycle life was deterdyiriee value
equals to (1-soc%);

L, : Cycle life at rated depth of dischar@eand discharge current.

Premise 2:

The actual charge life is a function of the depth of discharge. Hattery always
discharges power in a large depth, it will decrease the chiéegef Ibattery. Thus, the
charge life of battery and the depth of discharge have an inverse relation.

Premise 3:

The actual charge life is a function of the discharge rateelbattery is always in
a high discharge rate, it will reduce the charge life of bhatt®o, the charge life of

battery and the depth also have an inverse relation.
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Based on the three premises concluded above, experiments aeel catriby
National Renewable Energy Lab (NREL) [33], and the effecitedl to the depth of
discharge and discharge rate are formulated in the following equations.

1) Influence of depth of discharge

The influence of depth of discharge is calculated in each dgeltgcle. In this
research, it is assumed that each cycle is an hour. The aotpdtour discharge in each
cycle is the measured amp-hour discharge, while the effeatiypehour discharge means
the equivalent discharge subtracted from the amp-hour capacityed Bas the
experiment, the relation between the battery cycle life anchddpdischarge can be fit

using the following equation, and the curve is shown in figure 4.1.

D
D Uy (ITR)

L=Lp(Z)ve (4.2)

The relation of the effective amp-hour discharge and the aciomgd-hour

discharge is
deff _i
T (4.3)

actual

So, the effective amp-hour discharge in each specific cgcée product of the
actual amp-hour and an effective weighting coefficient.

D
D u U (=2-1)
deff = (D_A) °e O dactual (44)

R

where
L: Actual cycle life of a battery;

L.: Rated cycle life of a battery;
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d., - Effective amp-hour discharge;
d...... Actual amp-hour discharge;
D,: Actual depth of discharge;

D, : Rated depth of discharge;

u,, u,: Curve fitting parameters.

8000

6000

4000

Cycles to Failure

2000

01 02 0.3 0.4 0.5 0.6 0.7 0.8 09 1
Depth of Discharge
B B0 Data Points
— Best Fit Curve

Fig. 4.1 Effect of depth of discharge [33]

2) Influence of discharge rate

According to premise 3, high discharge rate causes low conductivét\baftery
and fast the corrosion. Experiment results in Figure 4.2 show themeletween the
actual capacity and the discharge rate. The relation betweeaffdative amp-hour

discharge and the actual amp-hour discharge is drawn as the following equation.
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d f :%dactual (45)

A

eff

where

C.: Rated amp-hour capacity in a rated discharge current;

C,: Actual amp-hour capacity in a rated discharge current;

100
N

80
-
<
=

= 80
(1]
o
©
Q

© 40
3
©
<

20

0 100 200 300 400 500 600 700
Current (amps)

Fig. 4.2 Effect of discharge rate (Four cells with different cajesciire tested,

they are 58, 67, 85 and 93 amp-hours) [33]

3) Combined influence of both depth of discharge and discharge rate
The effects of depth of discharge and discharge rate are cahtiimaultiplying

the factors expressed above, which yields to

D
Dy bt C

deff = ( D )UO e o C_i dactual . (46)

R
During timeT containing a series of discharge cycles, the life time, of the

battery under the specified usage pattern is
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r L.D.C
ime — R = nR . RT . .
L[ (Feff /T) 2 deﬁ(i) (4 7)

From the above equation, it can be seen that variable®,, C, andT are

constant values. To maximize the battery lifetime, the suromg d.(i) should be

i=1

minimized.

4.2 Optimization Model Considering Battery Life

Based on the conclusion in Section 4.1, the summai@i;f(i) should be

minimized during a period of tim& in order to maximize the battery life. For a day-
ahead energy scheduling, the variableould be 24 and the duratiohis 24 hours.
Considering the battery life in the optimal energy managemedeinthe effective amp-
hour discharge in each interval can be multiplied by a weiglfaictgr and added into the
objective function. The value of the weighting factor assignsitireficance to each goal

in the objective function. Formulations about the objective function are shown as follows.

Objective function without consideration of battery life is

Min i(ipj(a(mJ : (4.8)

i=1\_j=1
Objective function considering battery life is
Min Zn‘,(/lgzm‘,F,-(P,-(i))+(l—/1)deﬁ(i)): (4.9)

i=1 j
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or

Min S [Zm: F (P (D) +(1/ A -1)dy (i)], (4.10)

i j=1
where
i : Time interval series;

j : DG type number;

F,(P(i)): Comprehensive costs including the fuel cost and gas emissiofocost
DG during intervalj;

d.« (i) : Effective amp-hour discharge during interijal

2. Weighting factor.

The effect amp-hour dischargk; is

Da_
DA)uU eul(DR 2 CR

d. = _R
eff (DR CA

dactual . (4 . l 1)

Arrange the expression af, and expand the exponential term using Taylor

series,
=54 € o o s
:(1—50Q“°Di;° @ elsﬂog) dachm d.. » the depth of chargp, =1-soc (4.12)
Since the ratio of the rated and actual discharge capaci%‘:is di:::t: dj:ua| , it
yields to
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(—soc) (1/DR 1+u1)dR
dy =(1-so0Q* e®
e Duﬂ

R

=k,-(1-u,-so¢-(1- so¢ D)

Uy (4 —1) _soc, sot
sot+ O sdq-[1 o " 2D: (o SOt

- (4.13)

=k, -[1-U,- soct ———

~k,-(1-k - soc+ k- soQ

d é1/DR+u1 1) u (uo 1) 1
wherek =82 - .
Ky = DF K=t k= DR D, T2

It is already known that the state variables in energy mamaxgemodel include

X =P 1% =Ry, % =Re, X, = Ry, @ndx =soc. And according to the parameters given in
reference [33] ,=0.19, u, =1.69, d;=24 andD,=0.5), the values ok,, k, andk, are
computed as constants. So the effective discharge amp-hourtgapacis only a
guadratic function about the state variakle

The objective function considering battery life is,

min Z[z ZF (P(i)+@1- A)deﬁu)J (4.14)
Both terms F,(R(i)) and d.(i) are functions about the state variables, the

objective function can be combined as equation (4.15):

min Z[ZF " |))) (4.15)

i=1\_ j=1
where F,™" is the equivalent cost function considering the battery life. The

constraints to this objective function are the same as the cotstraihout consideration

of battery life. Finally, the full model is also solved by ADP method.
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4.3 Results and Comparisons

In this simulation, the microgrid operates in a stand-alone mode.

1) Without consideration of battery life
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Fig. 4.3 a) Optimal generation dispatching; b) Battery state of charge.
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2) Considering battery life time model, set weighting factor as 0.01.
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b) Battery state of charge

Fig. 4.4 a) Optimal generation dispatching; b) Battery state of charge
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c) Comparisons and conclusions:

Figure 4.5 shows the comparison of the battery discharge rdteamdt without

the consideration of battery life.

Battery Charging and Discharging

(my) Indino 1amod

Hours

a) Without consideration of battery life

Battery Charging and Discharging

(m¥) indino Jemod

Hours

b) Considering battery life

Fig. 4.5 Comparison of battery discharge and charge rate
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Figure 4.6 shows the comparison of the battery state of clkatigand without
the consideration of battery life.
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Fig. 4.6 Comparison of battery state of charge
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From the above comparisons, it can be seen the battery will operateigher
level of SOC in average when considering the battery life inettexgy management
model. During 2:00 am to 6:00 am, the battery stores power from thegemetation;
from 7:00 am to 9:00 am when the load is gradually increasing, therybdischarge
power; from 10:00 am to 5:00 pm when the solar generation is high, trerybatt
hibernates in order to archive a longer life; during 7:00 pm to midnigkehwhe load

demand is high and the solar generation is lost, the battery discharge power.
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CHAPTER FIVE

HOURLY OPTIMAL ENERGY SCHEDULING IN MICROGRID

The optimization models shown in chapters three and four work for alesad
energy scheduling in microgrid. In previous models, the wind generatioal¢ulated
based on the day-ahead wind speed forecasting, the solar generaibmated by day-
ahead solar irradiation and temperature forecasting, and the loadicdiovecasted on
the basis of the historical load data. In recent years, denedesences [37-41] have
presented the algorithms forecasting the wind generation, sot@ragen and load
demand. However, the events of wind generation, solar generation argkeloadd are
all stochastic processes and affected by many uncertaiordastuch as the weather
change, social events, accident and so on. Thus, the actual valoesvid generation,
solar generation and load in each hour on the next day may varyheolorecasted data
due to varying reasons. In this case, an hourly optimal energy siclgedutthod is
proposed in this chapter in order to track the real circumstancesiamdize the errors
between the scheduled generations and actual generations. The tionrhgtow shows

the objective of the hourly energy management in microgrid.

m

Min Error =)D [P cheaued = P acud O (5.1)

t=1 j=1
Different from the day-ahead energy management model, the houehgye
scheduling is carried out in each hour based on the updated foreckgtingf the next

24 hours. The hourly model can be solved by the same ADP algorittime day-ahead
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model. Since the forecasted wind generation is more likely to larluksl by the
changeable wind speed while the forecasted solar generation athddémnand are
relatively more stable than the wind generation, without losgémglity, the forecasted
wind generations of the next 24 hour are updated in each hour and appligaeihburly

model.

5.1 Description of hourly energy management model

The difference between the day-ahead model and hourly model is that the next 24
hours wind generation should be forecasted repeatedly in each hoheaatimization
engine is ran in each hour. The wind generation is calculatetiebyorecasted wind
speed, and the forecasted wind speed for the next 24 hours can becdhotastly from
the website resource [42-43].

By solving the optimization problem at each hour, the unit generatiedsies
for the next 24 hours can be obtained. However, not all schedules oktt#tieurs are
useful for power operator. The power operator will be only guidethdgehedule of the
first hour. For the second hour, the power operator will update the edisgptching
schedule while he gets updated wind generation forecasting in #gteh&iur. This
procedure repeats till the last hour during a day. Figure 5.1 sh@wmdidggram of the

hourly energy management method.
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Generation scheduling for next 24 hours _
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Fig. 5.1 Hourly energy management method
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5.2 Simulation results and comparisons

The simulation is carried out on an islanded microgrid operated under policy |.

1) Day-ahead scheduling results

Fuel Cell

Microturbine
Battery
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uonelsuso
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a) Scheduled generation for DERs

(W) uonessuas puim

Hours

b) Day-ahead forecasted wind generation

Fig. 5.2 Results of day-ahead model
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2) Actual circumstance

Here, the actual circumstance means the wind generation ugedmodel is the

actual wind generation. In fact, this is an ideal case.
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Fig. 5.3 Actual energy dispatching
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3) Hourly scheduling results
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Fig. 5.4 Results of hourly model
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Fig. 5.5 Comparison of energy dispatching curves

It can be observed that the hourly scheduled curves are similéue asctual

circumstance. Calculating the error by using equation (5.1),rtbe fer the day-ahead

energy scheduling model is 705.4479 while the error for the hourly esehgpduling

model is 542.0151.
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CHAPTER SIX

CONCLUSIONS

In this thesis, the optimal energy management for a microgrddudied. The
purpose is to plan a generation schedule for each unit in each htloe oext day in
order to minimize the fuel cost, reduce gas emissions and impr@rgyeutilization
efficiency. The microgrid energy management problem is igagstd under both the
grid-connected mode and the stand-alone mode. The performance e lzaitl its
coordination with other DERs are well considered in this problem.

Three major contribution of this research are:

1) The ADP algorithm is used to solve the energy management model featured a
multi-parametric nonlinear programming constrained by dyngmegramming. This
algorithm is proved to be efficient and easy to converge.

2) The battery life is considered in the energy management nmbebresented
that the depth of discharge and discharge current rate are twdauoiars influencing the
battery life. The save usage pattern of battery is concluded.

3) Track the system variables, the hourly energy management moddois
studied using ADP algorithm and considering the dynamic performance a¥batte

Simulation results of this research are summarized as follows.

a) Day-ahead energy scheduling model without consideration of battery life

Policy I: The microgrid operates in stand-alone mode. When #temsyload is

low, the battery stores energy, most of which comes from thewadrhe energy
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resources; when the load demand is high, the battery dischzoges to the microgrid
and releases the generation burden of fuel consumed units.

Policy Il (buy power from the main grid): In this case, thenogrid is connected
to the main grid and the system load is larger than the systaximum generation
capacity. So the microgrid needs to receive power from the midinTdne battery stores
energy bought from the main grid when the electricity pscew (3 am to 6 am; 1 pm;
and 5pm to 8 pm), and consumes the stored energy within the microgeid the
electricity price in main grid is high (9 am to 12 pm; 2 pm to 3pnd 9 pm). Hence, the
battery is able to store the cheap energy and discharge it tivbeglectricity price in
main grid is high, thus reduces the total cost.

Policy Il (sell power to the main grid): In this case, therogdd is connected to
the main grid and the system load is less than the maximumatjenecapacity. So the
microgrid will have opportunities selling excess power to the maoh he battery
stores energy when the electricity price in main grid is(wam to 9 am; 1 pm; and 5pm
to 8 pm), while discharges power to the main grid when the elégtpigce is high (10
am to 12 pm; 2 pm to 4pm; and 9 pm). Indeed, the performance of B&Sthe
microgrid maximize the profits.

b) Day-ahead energy scheduling model considering battery life

From the results and comparisons, it can be seen the batteginghand
discharging frequency is reduced in order to maintain a good usdigenpand avoid
over-use. During 2:00 am to 6:00 am, the battery stores power fromrtegeneration;

from 7:00 am to 9:00 am when the load is gradually increasing arstldregeneration is
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low, the battery discharge power; from 10:00 am to 5:00 pm when theysolaration is
high, the battery hibernates; during 7:00 pm to midnight when the loadndeis high
and the solar generation is lost, the battery discharge power.

c) Hourly energy scheduling model

The hourly scheduled curves approach to the curves in actuainsii@nces. The
scheduled error of the hourly model is smaller than the day-ahead model.

In a summary, the ADP algorithm works well for the micrdgenergy
management problem. It is fast and easy to converge. Without thedeatisin of
battery life, the battery performs much and is able to improveetigegy utilization
efficiency. When consider the battery life in the model, thdopmance of battery is

limited and the save usage pattern of battery can be achieved.
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APPENDICES

Appendix A

Code for Energy Management Optimization

The following code applies to policy one that the microgrid is in a stand-alone mode.

clc;

clear;

%Algorithm Parameters
f=0;

k=1,

ef=0.8;

n=24;

nx=5;

nu=4;

% Diesel Engine
c_de=0.7323*1.03*100; %eurocent/L
a=0.4333;
b=0.2333;
c=0.0074,
plmin=1; %kW
plmax=6;

% Fuel cell

% c_fc=0.0164; %dollar/kwh
% oper_fc=3.68; %dollar/h
% effi_fc=0.4;
p2min=3;
p2max=50;

% Microturbine

% c_mt=0.0164;
% effi_mt=0.26;

% oper_mt=1.228;
p3min=6;
p3max=30;

% ESS

ef=0.85;
wmax=60;
p4min=-30;
p4max=30;

% SOC Limits
p5min=0.2;
p5max=0.95;
kl=c_de*c;
k2=2.84;

k3=4.37;
kd=c_de*b;
beta=0.05;
PvMax=13;
PwtMax=15;
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PI=[52 50 50 51 56 63 70 75 76 80 78 74 72 72 76 80
65 56];

Pv=[0 0 000 00.002 0.008 0.035 0.1 0.23 0.233 0.
0.33 0.238 0.133 0.043 0.003 0 0 O]*PvMax;
Pwt=[0.364 0.267 0.267 0.234 0.312 0.329 0.476 0.47
0.390 0.494 0.355 0.433 0.321 0.329 0.303 0.364 0.3
0.346]*PwtMax;

Ai=[1 000 0;

01000;

00100;

00010;

0 0 0 -effwmax 1];
Bi=[1 00 0;

0100;

0010;

0001,

0000}
AIE=[11110];
BiE(1,1:4)=0;
Ail=[10000;

-10000;

10000;

-10000;

01000;

0-1000;

01000;

0-1000;

00100;

00-100;

00100;

00-100;

00010;

000-10;

00010;

000-10;

00001;

0000-1;

0 0 0 -effwmax 1;

0 0 0 effwmax -1;

L
n_ieg=length(Ail(:,1));
Bil(1:n_ieq,1:4)=[0 0 0 O;

0000¢0;
1000;
-1000;
0000;
0000;
0100;
0-100;
0000;
0000;
0010;
00-10;
0000¢0;
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0000;

0001;
000-1;
0000¢0;
0000;
0000;
0000;
I
Qi=[2*k4 0 0 0 O;
00000;
00000;
00000;
00000
Ri=0;
Si=0;
yi=[k1;k2;k3;0;0];
zi=0;
e(1:(24*n_ieq),1)=1;
ei(l:n_ieq,1)=1;
n2=n_ieqg*n;
cmax=10000;
epz=0.01;

theta=0.00001;
u(1:4,1:23,k)=0;
x(1:5,1,k)=0;
lamdiE(1,1:n,k)=0.01;
foril=1:n
if i1>1
X(1:5,i1,k)=Ai*x(:,i1-1,K)+Bi*u(:,i1-1,k);
end
lamdil(1:n_ieq,il,k)=epz*ei;
cpp=[-plmax;plmin;-plmax;plmin;-p2max;p2min

p3max;p3min;-p3max;p3min;-p4max;p4min;-p4max;p4min;

p5max;p5min;
sil(1:n_ieq,il,k)=max(-cpp,epz*ei);
end
while f>-1
for loop=1:2
r1k2=0;r2k2=0;r3k2=0;r4k2=0;
fori=n:-1:1
CiE=-(PI(i)-Pv(i)-Pwt(i));
cil=[-p1lmax;plmin;-plmax;plmin;-p2max;p2min;-p2

p3max;p3min;-p3max;p3min;-p4max;p4min;-p4max;p4min;

p5max;p5miny;
ciEa(1,i)=ciE;
cila(1:n_ieq,i)=cil;
yik=yi+Qi*x(:,i,K)+AIE*lamdiE(:,i,k)+Ail*lamd
zik=zi+Bil"*lamdil(:,i,k);
CIEK=AIE*X(:,i,K)+CIE;
Sik=0;Lik=0;
for i0=1:n_ieq
Lik(i0,i0)=lamdil(i0,i,k);
Sik(i0,i0)=sil(i0,i,k);
end
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if loop==1

dik=-Lik*Sik*ei;

if i==n
cilk=Ail*x(:,i,k)+cil;

else
Cilk=Ail*x(:,i,K)+Bil*u(:,i,k)+cil;

end

cilka(:,i)=cilk;

else
dik=-Lik*Sik*ei-Lika(:,:,i)*Sika(:,:,i)*ei +zeta*miuk*ei;
if i==n
cilk=Ail*x(:,i,k)+cil+inv(Lik)*(zeta*m iuk*ei-
Lika(:,:,i)*Sika(:,:,i)*ei);
else
cilk=Ail*x(:,i,k)+Bil*u(:,i,K)+cil+inv (Lik)*dik+Sik*ei;
end
cilka(:,i)=cilk;
end
Gik=inv(Lik)*(Sik);
len=length(Gik(:,1));
[eix,eiv]=eig(Gik);
eivv(L:len,1:len)=0;
eivv=eiv;
pr=eix;
pc=eix’;
p=pr;
for ii=1:len
if (ii==1) & (eivv(ii,ii)>1 | eivv(ii,ii)== 1)
Pib=0;
Pif=p(:,1:len);
Gib=0;
Gif=eivv(1:len,1:len);
Pi_hat=Pif*inv(Gif)*Pif';
yi_hat=yik+Ail*Pi_hat*cilk;
zi_hat=zik+Bil"*Pi_hat*cilk;
Qi_hat=Qi+Ail"*Pi_hat*Ail;
Ri_hat=Ail"*Pi_hat*Bil;
Si_hat=Bil*Pi_hat*Bil;
Ai_hat=AiE;
Bi_hat=BiE;
ci_hat=ciEk;
br=0;
Gi_hat(1:AiE(;,1),1:AIE(;,1))=0;
lenG_r=1;
lenG_c=1;
lenpib(i)=0;
break;
end
if (ii==len)& (eivv(ii,ii)<1)
Pib=p(:,1:len);
Pif=0;
Gib=eivv(1:len,1:len);
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Gif=0;

Pi_hat=0;

yi_hat=yik;

Zi_hat=zik;

Qi_hat=Qi;

Ri_hat=0;

Si_hat=0;
Ai_hat=[AIE;Pib™Ail];
Bi_hat=[BiE;Pib™*Bil];
ci_hat=[ciEk;Pib™cilk];
br=len-1;
Gi_hat(1:AiE(;,1),1:AIE(;,1))=0;

Gi_hat((AiE(:,1)+1):(AIE(:,1)+length(Gib(:,1))),(Ai E(:,1)+1):(AIE(, 1)+

length(Gib(:,1))))=Gib;
lenG_r=1+len;
lenG_c=1+len;
lenpib(i)=len;
break;

end
if (ii>1) & (eivv(ii,ii)>1 | eivv(ii,ii)==1 )

br=ii-1;
Pib=p(:,1:br);
Pif=p(:,(br+1):len);
Gib=eivv(1:br,1:br);
Gif=eivv((br+1):len,(br+1):len);
Pi_hat=Pif*inv(Gif)*Pif';
yi_hat=yik+Ail*Pi_hat*cilk;
zi_hat=zik+Bil"*Pi_hat*cilk;
Qi_hat=Qi+Ail"*Pi_hat*Ail;
Ri_hat=Ail"*Pi_hat*Bil;
Si_hat=Bil*Pi_hat*Bil;
Ai_hat=[AIE;Pib™Ail];
Bi_hat=[BiE;Pib™*Bil];
ci_hat=[ciEk;Pib™cilk];
Gi_hat(1:AiE(;,1),1:AIE(;,1))=0;

Gi_hat((AiE(:,1)+1):(AIE(:,1)+length(Gib(:,1))),(Ai E(:,1)+1):(AIE(,1)+
length(Gib(:,1))))=Gib;
lenG_r=1+br;
lenG_c=1+br;
lenpib(i)=br;
break;
end
end
if Gif==0
mm2=0;
lenmm2_r(i)=0;
lenmm2_c(i)=0;
cof2(1,1,)=0;
else
mm2=Pif*inv(Gif)*Pif’;
lenmm2_r(i)=length(mm2(:,1));
lenmm2_c(i)=length(mm2(1,:));
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cof2(L:lenmm2_r(i),1:lenmm2_c(i),i)=mm2;

end

if Pib==0

mm1=Pib;

lenmm1_r(i)=0;

lenmm1_c(i)=0;

cofl(1,1,i)=mm1;

else

mm21=Pib;

lenmm1_r(i)=length(mm1(:,1));

lenmm1_c(i)=length(mm1(1,));

cofl(1l:lenmml_r(i),l:lenmm2_c(i),i)=mm1;

end

if i==n
lenAi_c=length(Ai_hat(1,:));
lenAi_r=length(Ai_hat(;,1));
lenBi_c=lenG_c;
lenBi_r=lenG _r;
lenCn=length(ci_hat(:,1));
A(1:length(Ai_hat(;,1)),1:length(Ai_hat(1,:
B(1:lenBi_r,1:lenBi_c,i)=-Gi_hat(1:lenG _r,1
cn(l:lenCn,i)=ci_hat;
v(1:nx,i)=yi_hat;
W(1:length(Qi_hat(:,1)),1:length(Qi_hat(1,:
c(1:length(yi_hat),i)=yi_hat;
r2k2=r2k2+(AIE*X(:,i,k)+CIiE)*(AIE*X(:,i,k)

r3k2=r3k2+(Ail*x(:,i,k)+cil+sil(:,i,k)) *(Ail*x(:,i
rdk2=rdk2+min(lamdil(:,i,k),sil(:,i,k)) *min(lamdil
continue;
end
H1i=Qi_hat+Ai*W(:,:,i+1)*Ai;
H2i=Ri_hat+Ai*W(:,:,i+1)*Bi;
H3i=Si_hat+Bi*W(:,:,i+1)*Bi;
hdi=yi_hat+Ai*v(1:nx,i+1);
h5i=zi_hat+Bi*v(1:nx,i+1);
zerol(1:length(Bi_hat(;,1)),1:lenBi_c)=0;
zero2(1:lenBi_r,1:lenG_c)=0;
F1i=[H3i Bi_hat' Bi"*A(1:lenAi_r,1:lenAi_c,i+1)
Bi_hat -Gi_hat(1:lenG_r,1:lenG_c)
zerol(1:length(Bi_hat(;,1)),1:lenBi_c);
A(1:lenAi_r,1:lenAi_c,i+1)*Bi zero2(1:lenB
B(1:lenBi_r,1:lenBi_c,i+1)];
F2i=[H2i";Ai_hat;A(1:lenAi_r,1:lenAi_c,i+1)*Ai]
f3i=[h5i;ci_hat;cn(1:lenCn,i+1)];
lenl=length(F1i(;,1));
[u_F,s_F,v_F]=svd(F1i);
for jj=2:lenl
if s_F(jj,jj)/s_F(1,1)<1/cmax
maxj=jj-1;
break;
end
end
nir=max(maxj,len1-n);
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nin=len1-nir;
ipzi(1:lenl,1:lenl)=u_F*F1i*u_F;
ipzir=0;ipzin=0;
ipzir=ipzi(1:nir,1:nir);
ipzin=ipzi((nir+1):lenl,(nir+1):lenl);
phir=u_F(:,1:nir);
phin=u_F(:,(nir+1):lenl);
phi=u_F;
ccl=phin™*F2i;
cc2=ipzin;
cc3=phin"*f3i;
lenAi_c=length(ccl(1,)));
lenAi_r=length(ccl(:,1));
lenBi_c=length(cc2(1,}));
lenBi_r=length(cc2(;,1));
lenCn=length(cc3(:;,1));
A(1:lenAi_r,1:lenAi_c,i)=phin*F2i;
B(1:lenBi_r,1:lenBi_c,i)=ipzin;
cn(1:lenCn,i)=phin"f3i;
ccd=inv(ipzir)*phir*F2i;
cch=inv(ipzir)*phir*f3i;
lenEli_r(i)=length(cc4(;,1));
lenE1i_c(i)=length(cc4(1,));
lene2i_r(i)=length(cc5(:,1));
lene2i_c(i)=length(cc5(1,:));
Eli(L:lenEli_r(i),1:lenE1i_c(i),i)=inv(ipzir)*p
e2i(1l:lene2i_r(i),1:lene2i_c(i),i)=inv(ipzir)*p
W(:,:,i)=H1i-F2i*phir*E1i(1:lenE1i_r(i),1:lenE
v(:,))=h4i-F2i*phir*e2i(1:lene2i_r(i),1:lene2i
lenphi_r(i)=length(phi(:,1));
phistore(1:lenphi_r(i),1:lenphi_r(i),i)=phi;
c(;,i)=yi_hat+Ai*c(;,i+1);
rik2=r1k2+(zi_hat+Bi'*c(:,i))"*(zi_hat+Bi*c(:,
r2k2=r2k2+(AIiE*x(:,i,k)+CiE)*(AIE*X(:,i,K)+CIE
r3k2=r3k2+(Ail*x(:,i,k)+Bil*u(:,i,k)+cil+sil(:,i,K)
*u(:,i,K)+cil+sil(:,i,k));
rak2=r4k2+min(lamdil(:,i,k),sil(;,i,k))*min(lamdi
end
solvx=-inv(JW(:,:,1)
A(1:1:lenAi_r,1:1:lenAi_c,1);A(1:1:lenAi_r,1:1:len
B(1:lenBi_r,1:lenBi_c,1)])*[v(;,1);cn(1:lenCn,1)];
xa(:,1)=solvx(1:nx);
lenain(1)=length(solvx)-nx;
ain(1:lenain(1),1)=solvx((nx+1):length(solvx));
foril=1:(n-1)
air=-
(ELi(2:lenELi_r(i1),L:lenEli_c(il),il)*xa(;,il)+e2i
ne2i_c(il),i1));
ait=phistore(1:lenphi_r(il),1:lenphi_r(i1),i
ain(1:lenain(il),i1);
ait’;
ua(;,il)=ait(1:nu);
lenain(i1+1)=length(ait(:,1))-(hu+1+lenpib(i
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ain(l:lenain(il1+1),il1+1)=ait((nu+1+lenpib(il)+1):le
lenlamd(il)=1+lenpib(il);
lamd(2:lenlamd(il),i1)=ait((nu+21):(nu+lenlam
xa(;,il+1)=Ai*xa(;,il)+Bi*ua(;,il);
lamdiEa(;,il)=lamd(1,i1);
lamdiba(1:lenpib(il),il)=lamd(2:lenlamd(il),
end
lamd(21:lenain(n),n)=ain(1:lenain(n),n);
lenlamd(n)=1+lenpib(n);
lamdiEa(:,n)=lamd(1,n);
lamdiba(1:lenpib(n),n)=lamd(2:lenlamd(n),n);
lamdiEa(:,:);
lamdiba(:,:);
rk=sqrt(rlk2+r2k2+r3k2+r4k2);
if rk<theta
f=-2;
break;
end
fori0=1:n
if i0==n
sila(:,i0)=-(Ail*(x(:,i0,k)+xa(:,i0))+cila(:
if lenmm2_r(i0)==0

lamdila(:,i0)=cofl(1:lenmm31_r(i0),1:lenmm1_c(i0),i0
0),i0);
else
if lenmm31_r(i0)==0

lamdila(:,i0)=cof2(1:lenmm2_r(i0),1:lenmm2_c(i0),i0
1:lenmm2_r(i0),1:lenmm2_c(i0),i0)*cilka(:,i0);
else

lamdila(:,i0)=cofl(1:lenmm31_r(i0),1:lenmm1_c(i0),i0
0),i0)+cof2(1:lenmm2_r(i0),1:lenmmz2_c(i0),i0)*Ail*x
2_r(i0),1:lenmm2_c(i0),i0)*cilka(:,i0);
end
end
else

sila(;,i0)=-
(Ail*(x(:,i0,k)+xa(:,i0))+Bil*(u(:,i0,k)+ua(:,i0))+
K);

if lenmm2_r(i0)==0

lamdila(:,i0)=cofl(1:lenmm3l_r(i0),1:lenmm1_c(i0),i0
0),i0);
else
if lenmm31_r(i0)==0

lamdila(:,i0)=cof2(1:lenmm2_r(i0),1:lenmm2_c(i0),i0
1:lenmm2_r(i0),1:lenmm2_c(i0),i0)*cilka(:,i0)+cof2(
mm2_c(i0),i0)*Bil*ua(:,i0);

else
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lamdila(:,i0)=cofl(1:lenmm31_r(i0),1:lenmm1_c(i0),i0 )*lamdiba(1:lenpib(i
0),i0)+cof2(1:lenmm2_r(i0),1:lenmm2_c(i0),i0)*Ail*x a(:,i0)+cof2(1:lenmm
2_r(i0),1:lenmm2_c(i0),i0)*cilka(:,i0)+cof2(1:lenmm 2_r(i0),1:lenmm2_c(i
0),i0)*Bil*ua(:,i0);
end
end
end
end

if loop==1
for j0=1:n
Ik((jO-1)*n_ieg+1:n_ieq*j0,1)=lamdil(:,jO K);
sk((j0-1)*n_ieq+1:n_ieqg*j0,1)=sil(:,jO,k) ;
la((jO-1)*n_ieg+1:n_ieq*j0,1)=lamdila(:,j 0);
sa((jo-1)*n_ieg+1:n_ieq*j0,1)=sila(:,jo);
end
aamax=1000000;
for It=1:(24*n_ieq)
if la(It,1)<0
aal=-lk(It,2)/la(lt,1);
end
if sa(lt,1)<0
aa2=-sk(It,1)/sa(lt,1);
end
aa3=min(aal,aa?);
if aa3<aamax
aamax=min(1,aa3);
end
end
aa=aamax;

for jjO=1:n
for j0=1:n_ieq
Lika(jo,j0,jjo)=lamdila(jo0,jj0);
Sika(j0,j0,jj0)=sila(jo,jj0);
end
end
miuk=0;
miua=0;
for k0O=1:n
miuk=miuk+lamdil(;,k00,k)"*sil(:,k00,k)/n2;

miua=miua+(lamdil(:,k00,k)+aa*lamdila(:,k00))"*(sil (:,k00,k)+aa*sila(:,
k00))/n2;
end
zeta=(miua/miuk)”3;
else
for j0=1:n
Ik((jO-1)*n_ieg+1:n_ieq*j0,1)=lamdil(:,jO K);
sk((j0-1)*n_ieq+1:n_ieq*j0,1)=sil(:,jO,k) ;
Ip((jO-1)*n_ieg+1:n_ieq*j0,1)=lamdila(:,j 0);
sp((jO-1)*n_ieg+1:n_ieq*j0,1)=sila(:,j0);

93



end
aamax=1000000;
for It=1:(24*n_ieq)
if Ip(It,1)<0
aal=-Ik(It,1)/Ip(It,1);
end
if sp(It,1)<0
aa2=-sk(It,1)/sp(lt,1);
end
aa3=min(aal,aa2);

if aa3<aamax
aamax=min(1,aa3);
end
end
amax=aamax;
k=k+1,;
a_mul=min(0.995*amax,1);
x(:,1,K)=x(:,1,k-1)+a_mul*xa(;,1);
for i0=1:n
if i0==n
lamdil(:,i0,k)=lamdil(:,i0,k-1)+a_mul*l
sil(:,i0,k)=sil(;,i0,k-1)+a_mul*sila(;,
lamdiE(:,i0,k)=lamdiE(:,i0,k-1)+a_mul*|
else
u(:,io,k)=u(:,i0,k-1)+a_mul*ua(:,io);
X(:,i0+1,K)=Ai* x(:,i0,k)+Bi*u(:,i0,k)
lamdil(:,i0,k)=lamdil(:,i0,k-1)+a_mul*|
sil(:,i0,k)=sil(;,i0,k-1)+a_mul*sila(;,
lamdiE(:,i0,k)=lamdiE(:,i0,k-1)+a_mul*|
end
end
end
end
f=f+1;
disp('lteration Number"),k,
disp('Convergence’)
Convergence_Parameter=rk/100000
cog(k)=Convergence_Parameter;
if >100
break;
end
end

% %%%%%%%%% PLOT %%%%%%%%%

% subplot(2,2,1)

% hold on;

% grid on;

% axis([1 24 -30 60));

% stairs(1:n,x(1,1:n,k),'y")
% stairs (1:n,x(2,1:n,k),'b")
% stairs (1:n,x(3,1:n,k),'g")
% stairs (1:n,x(4,1:n,k),'r")

amdila(:,i0);
i0);
amdiEa(:,i0);

amdila(:,i0);
i0);
amdiEa(:,i0);
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% plot(1:n,Pwt,"™")

% plot(1:n,Pv,'0")

% legend('Fuel Cell','Microturbine','ESS’)
% subplot(2,2,2)

% hold on;

% grid on;

% title('Battery Charging and Discharging")
% stairs (1:n,x(4,1:n,k),'r")

% subplot(2,2,3)

% hold on;

% title('State of Charge")

% bar(1:n,x(5,1:n,k))

% subplot(2,2,4)

% hold on;

% grid on;

% plot(1:k,cog(1:k),'b")

% title('Convergence Curve')
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Appendix B

Modified Dynamic Programming

This part is used to calculate the &eﬁrzs :
In this procedure,

yo= %+ QX+ R+ A4+ A4S

=7+ R ¥+ S+ B+ B

G- At + B g,

= A X+ B+t &+ diaghh,d,

GF = diag(4/) " diad §)

The matrixG* can be expressed as

G, of®
Gik:[ib if]{ob Qf:| Pi?}’

where the diagonal elements in the second matrix on the right-side is sorted in

ascending order. The number of columng$jequals to the number of diagonal elements

that less than one.
);i:yik—i_AifTED#(’ ii:#<+ E%TFiﬁf, é:aq_ll?v’

Q=Q+A PA,R=R+APB,S=5+8B PP
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Ay =R, /{ib+ RG'F(A i;(+ B ;U+i|&)’

s, =—A(X+ 0+ ﬁ(iﬁ+;u)+i|1:+i g.

Then,
Hy =Q+ AW, A, H, =R+ AW, B,
H, =S+ B W, B,

hy=y+ AV, h=2+By,,

H, B BA,

Fi= B -G 0
A..B 0 By,

H; h,
Fi = A , fy= (:1
A A Cutn

The matrix F, is factored as

oM

F1i =0
where ®, is an orthogonal matrix of eigenvectors and

T, =diag(o,,....,0 ),

o, | > |0'j+l

, =10, -1

Define
n, =max(max{jl|o; / o;|>1/¢c,, 0 - N,

n,=n -n,c, ISapositive scalar,

and
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x, =diag(o,,...,0,

) f Zin = diag(o-niHl seeer Ot )

q)i Z[(D (Din ] , ®ir c Rnifxnir , q)in c Rnifxnin .

ir /

The algorithm consists of four steps:

1) Calculate

An=Av) By=-Gy, Gy =Cys

=Y W =Q,.
2) Calculate
A, :(D;in » Ba=Z,, G, :cDiTn fis

n

W:Hl'_inT(D'rEi’Vi:hzu_inTcDir%l

Where

E,=%,®/F , g =20 f,, fori=N-1,...

3) Solve the linear equation

wo Al x| v
Av Bulla | L)
4) Calculate

a:r =—(g ;,(+§), aﬁt:q)i[qr"’?ﬂ} )

Ax+By,

[uiT rﬁiTr e}zm 1= ‘%T ’ ){A

fori=1,...,N-1 and set/fN =a:un :
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Appendix C

Hourly forecasted wind generation

Day-ahead forecasted wind generation (kw),

Hour | 0:00 | 1:00 | 2:00 | 3:00 | 4:00 | 5:00 | 6:00 | 7:00 | 8:00 | 9:00 | 10:00| 11:00
kw 5.46 4.01 4.01 3.51 4.68 4.94 7.14 7.16 6,36 5.72 6.89 5.85
Hour | 12:00 | 13:00 | 14:00| 15:00| 16:00 | 17:00 | 18:00 | 19:00 | 20:00 | 21:00 | 22:00 | 23:00
kw 7.41 5.33 6.50 4.82 494  4.5b 5.46 5.60 3/90 5.07 4.68 5.19
Actual wind generation (kw),
Hour | 0:00 | 1:00 | 2:00 | 3:00 | 4:00 | 5:00 | 6:00 | 7:00 | 8:00 | 9:00 | 10:00| 11:00
kw 6.14 | 4.36| 4.15| 3.90 454 511 745 7.09 664 546 6.58 6.17
Hour | 12:00| 13:00| 14:00| 15:00| 16:00| 17:00| 18:00| 19:00| 20:00| 21:00| 22:00| 23:00
kw 8.10 | 5.64| 6.45 4.85 53y 468 6.13 52 409 489 513 5.34
Wind generation forecasting (kw) for the next 24 hours at each hour.
hr 1 2 3 4 5 6 7 8 9 10 11 12
Tim
0:00 486 | 491 3.84 550 572 734 7.30 6.96 687 129 655 7.68
1:00 | 408| 380 580 533 7.38 746 7.10 6p28 7|31 6.85 811 5.8
2:00 419 | 524, 495 754 73 731 6.09 752 605 813 5b.64 7.28
3001 481 6.00| 7.15 808 7.3% 676 699 683 7,72 629 7.0l 5091
4:00 542 | 7.23| 7.44 651 594 7.17 635 747 6/41 71.63 540 5.52
500 | 783| 723 664 614 7.87 587 7.46 553 727 569 571 5.09
6:00 7.74| 6.88| 6.25 7.2%5 646 802 6.81 745 559 539 552 6.10
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700 | 663| 502| 716 637 778 643 701 504 602 572 599
800 | 58| 720 681 745 644 7.37 540 563 483 601 6.75
900 | ;00| 6.16| 7.8 614 666 568 506 533 605 653 4£.76
10:00 A

6.82| 810| 554 6.78 588 497 513 566 677 476 567
1100| g5g| 6.10| 7.46 536 545 554 556 575 411 554 568
12:00 i A

577 | 6.73| 540 534 560 656 566 479 539 519 585
13:00 . A

653| 549| 599 535 560 604 445 625 487 622 6.23
14:00 ]

580 | 6.11| 542 587 630 403 6.6 574 617 5877 472
15:00 L

502 | 493 610 6.38 439 605 554 685 610 440 4.13
16:00

531| 661 588 471 542 549 6.02 554 431 427 431
1700) 5 65| 6.54| 4.47 511 480 606 6.03 419 441 424 491
18:00 A

637 | 471 583 581 544 631 429 445 424 522 549
19:00 i

428| 521| 581 596 6.04 477 466 429 533 580 .77
20:00 ] i )

530| 485 6.03 557 464 464 454 526 541 7.95 8.04
2100| 550 | 6.03| 599 403 44D 402 500 547 813 71.67 T7.43
22:00 i A

6.11| 566/ 504 519 418 574 564 753 7139 685 6.61
23:00 .

6.48| 468 512 435 538 5d1 819 834 636 675 7.62

bl 13 14 | 156 | 16 | 17 | 18 [ 19 | 20 [ 21 | 22 | 23 | 24

Tim
000 | 63| 680 542 577 561 6.61 625 407 525 499 620
1001 760 | 5.16| 584 545 592 628 399 503 532 613 6.58
200 | 5 64| 583 509 556 587 500 525 567 584 6.66 4£.10
300 | 515/ 486| 563 576 494 577 534 536 648 475 4843

100

5.73

4.56

6.15

5.25

6.15

6.59

4.46

4.03

4.24

5.69

5.82

7.93

8.35

6.98

6.18

7.88

7.04

5.77

4.16

4.54

4.13



4:00

495| 654 604 403 601 515 548 594 412 416 4.64
500 | 612| 595 479 530 550 541 590 476 494 361 5.80
600 | 602| 503 612 534 594 616 425 487 408 496 5.95
700 | 421| 556/ 539 550 6.18 4.86 427 365 504 532 7.65
800 1 570 | 496 578 621 482 448 395 587 498 8§20 8.25
%00 | 575| 550 630 424 408 440 528 551 823 7.89 7.10
10001 526 | 6.28] 406 409 414 48 592 812 802 654 651
11001 553| 4.48| 464 401 547 560 749 767 638 6.90 7.09
12001 451| 518| 387 552 578 749 7.99 716 593 7.04 7.05
13001 4 23| 4.02| 526 508 785 743 682 641 7119 620 B.15
14001 4 02| 5.06| 513 7335 766 647 643 745 669 825 .09
15001 561 | 544 725 747 654 605 7.41 648 796 6.38 [.12
16:00] 535| go8| 7.97 637 644 735 695 741 588 7.00 537
1700\ 743 | 826/ 668 663 7.1 619 752 602 7|32 547 5.45
1800] g 08| 6.78| 651 7.38 6586 841 563 723 551 558 559
1900) 662 | 584| 702 593 7.90 586 693 573 569 547 6.58
2000\ 6 13| 7.06| 655 772 538 740 511 547 537 589 648
21001 781| 633 838 623 695 507 58 568 585 640 £.43
2200\ 680 | 7.79| 597 660 495 510 5836 605 582 449 525
2300\ 504 | 590| 7.46 509 558 563 6.5 6L 479 577 4.98

101

5.83

5.87

7.37

7.76

7.32

6.75

7.51

5.98

7.62

5.64

6.54

5.95

5.86

5.32

5.78

6.76

4.37

6.07

4.75

5.99
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