
1 Introduction
An important problem in the theory and practice of

control system design is the design of feedback controllers,
which place the closed-loop poles of a linear system at desired
locations. The literature in this field is quite rich. The state
feedback control problem has been given a lot of attention in
the control community during the last three decades. Several
researchers have developed design methods for a wide class of
linear systems under full-state feedback with the objective of
stabilizing control systems (e.g. [1–10]). In designing control
systems based on pole placement, it may be satisfactory in
practice that the closed-loop system has all poles at a desired
location.

However, this paper focuses on a special feedback using
only state derivatives instead of full state feedback. Therefore
this feedback is called state derivative feedback. The problem
of arbitrary pole placement using full state derivative feed-
back naturally arises. To the best of the authors’ knowledge,
there has not yet been any general study solving this feedback
for pole placement.

The motivation for the state derivative feedback comes
from controlled vibration suppression of mechanical sys-
tems. The main sensors of vibration are accelerometers. From
accelerations it is possible to reconstruct velocities with rea-
sonable accuracy, but not the displacements. Therefore the
available signals for feedback are accelerations and velocities
only, and these are exactly the derivatives of the states of
mechanical systems which are the velocities and displace-
ments. One necessary condition for a control strategy to be
implementable is that it must use the available measured
responses to determine the control action. All of the previous
research in the control has assumed that all of the states can be
directly measured (i.e., full state feedback).

To control this class of systems, many papers have been
published (e.g. [11–16]) describing the acceleration feedback
for controlled vibration suppression. However, the pole place-
ment approach for feedback gain determination has not been
used at all or has not been solved generally. The approach in
[11–14] is based on dynamic derivative output feedback. The

feedback uses acceleration only (the velocity is not used,
therefore it is not full state derivative feedback, but only out-
put derivative feedback) and the acceleration is processed by a
dynamic filter (dynamic feedback). The feedback gains are
determined using root locus analysis [11–15], optimization of
the H2 norm of the closed loop transfer function [14] or using
just numerical parameter optimization of performance indi-
ces [16]. Other papers dealing with acceleration feedback for
mechanical systems are [17–18], but here the feedback uses
all states (positions, velocities) and accelerations additionally.
Recently, paper [19] has presented a nonlinear controller
based on the state-derivative feedback control for a magnetic
bearing. The state-derivative feedback is used for feedback
linearization and not for pole placement.

In this paper the problem of pole placement by state
derivative feedback for single-input linear systems, both time
invariant and time varying, is generally formulated and
solved. The solution is based on recent efficient techniques
for solving the pole placement problem by state feedback
for SISO and MIMO linear time-invariant and time-varying
systems [8, 9, 10]. It uses the transformation of a linear sys-
tem into Frobenius canonical form and results in different
versions of Ackermann’s formula. This methodology is also
utilized in this paper.

In summary, this paper is organized as follows. In section
2, we begin with the general formulation of the problem
followed by the solution for single-input linear time invari-
ant systems. Section 3 deals with the extension of this pole
placement for time-varying systems. In section 4, the illustra-
tive examples and simulation results for several systems are
presented. Finally, conclusions follow in section 5.

2 Pole placement by state-derivative
feedback for linear time-invariant
systems
Pole placement by state-derivative feedback is solved in

this section for linear time-invariant systems using the tech-
nique from [8, 9, 10].
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2.1 Pole placement problem formulation
Consider a controllable linear time-invariant single-input

system,
� � � � � ��x A x Bt t u t� � , � �x xt0 � 0, (1)

where � �x t n�R and � �u t �R are the state vector and the sca-

lar control input, respectively, while A � �Rn n and B �Rnare
the system matrix and control gain vector, respectively. The
characteristic polynomial of matrix A can be given by

� 	det s s s s +I A
 � � � � �


n

n
na a a1

1
1 0 0� , (2)

where � 	a � 
a a an0 1 1, , ,� are the coefficients of the
characteristic polynomial and I � �Rn n is the identity
matrix. It is known that � � � � � �a n

0 1� 
 � 
det detA A and

� �an
 � 
1 trace A .
The objective is to place the desired poles for the closed-

-loop system using the constant state-derivative feedback
control

u � 
K x� , (3)
that enforces a desired characteristic behavior for the states
and thus stabilizes the system. Using the feedback (3) the
closed-loop system becomes

� � � 	�x I BKt � 
+ 1A x , (4)

The design problem is to find the feedback gain matrix
K such that the closed-loop poles, � �� � �1 2, , ,� n satisfying

� � � �spec A � �� � �1 2 0, , , n � , of system (4) are assigned at
the desired values. A solution of this problem using the proce-
dures of state feedback is difficult, and a direct approach
usually leads to iterative optimization. The solution to this
problem is further accomplished by utilizing a transformation
of this system to the Frobenius canonical form and placing the
desired eigenvalues.

2.2 Transformation into Frobenius canonical
form for time-invariant systems

Frobenius canonical form is constructed by transforming
the state vector to a new coordinate system in which the sys-
tem equation takes a particular form. Let us take the following
time-invariant state transformation,

� � � �z Q xt t� 
1 , (5)

where � �z t n�R is the new (transformed) state variable vector

and Q 
 ��1 Rn n is the transformation matrix. The original
system is transformed into a system with the transformed
system matrix AF

n n� �R and the transformed control gain
vector BF

n�R , which are given by

A AF � 
Q Q1 , B BF � 
Q 1 . (6)

If the transformation matrix is chosen as

Q

q
q

q







�
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�
�
�
�
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1

1

1
1

A

A
M

n

, (7)

where the row vector q1
1� �R n is computed as

q e1
1= T

n R
 , (8)

from the controllability matrix R� �Rn n of system (1),

� �R B AB A B A B� 
2 1� n , (9)

where � 	en � 0 0 1, , ,�
Ten � [ 0, …, 0, 1]T is a unit vector, then

the transformed system is transformed into the Frobenius ca-
nonical form
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. (10)

Then, the system is reduced to a simple and convenient
form that can be easily manipulated and we can solve the pole
placement problem by state-derivative feedback. If the trans-
formation matrix is nonsingular, then the transformation to
the generalized Frobenius canonical form can be made.

2.3 Solution of the pole placement problem for
time-invariant systems

In this subsection, we will find the state-derivative feed-
back gain matrix K that assigns the desired closed-loop poles
system in a computationally efficient and simple manner.
Utilizing the above transformation into Frobenius canonical
form, the system can be manipulated by a linear feedback
for a desired behavior. By differentiating the transformation
equation (5), the resulting closed-loop system in the z-coordi-
nate is,

� � � �� �z Q xt t� 
1 . (11)

Hence, after the substitution of (4) and (5) in the above
equation we obtain

� � � 	�z Q I BK AQ z A zt z� � �
 
1 1 , (12)

where the closed-loop system matrix Az
n n� �R is given by

� 	A Q I BK AQz � �
 
1 1 . (13)

Postmultiply equation (13) by � 	Q A I BK
 
 �1 1 . Hence,
we can rewrite the above equation as

� 	A Q A I BK Qz

 
 
� �1 1 1. (14)

Given the desired eigenvalues {�1, …, �n}. The desired
closed-loop characteristic polynomial is,

� � � �� � � �D

d d d

n
n

n
n

s s s s

s s s

� 
 
 


� � � � �




� � �1 2

1
1

1 0

�

� ,
(15)

where � 	d � 
d d dn0 1 1, , ,� are the coefficients of the desired
characteristic polynomial. The structure of the desired
closed-loop matrix can be written in a canonical form, as

Az

nd d d d

�
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�
�
�
�
�

�

�
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0
0

0

0 1 2 1

� � � �

� � � �

� � � �

�

M M M O M �
�
�
�

. (16)

Equation (14) can be rewritten in terms of the row vectors
of the transformation matrix Q 
1 as,

� 	q A I BK q A1 1
i i� � , i � 0, …, n–2,

and
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� 	
 � �
 
 
d Q A I BK q A1 1
1

1n . (17)

Based on the definition of the transformation matrix Q 
1,
it is easy to write that

q A B1 0i � , i � 0, …, n–2. (18)

Finally, the feedback gain matrix K for the time-invariant
system can be written as

� � � �K d Q A B q A d Q A� 
 �
 
 
 
 
 
1 1 1
1

1 1 1n . (19)

The above equation can be rewritten as

K q A B q A� 
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. (20)

To simplify the feedback gain matrix. First, we utilize the
relation

AQ Q A� F . (21)

Then, it is easy to verify that

Q A B A Q B A B
 
 
 
 
� �1 1 1 1 1
F F F . (22)

The inverse of the transformed system matrix AF can be
obtained as

AF

na a a a a a a
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. (23)

Finally, it can easily be obtained that
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. (24)

Then, the feedback gain matrix K for the time-invariant
system can be written as

K q A q A�
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nd
T T adj
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(25)

where D(A) denotes the evaluation of the desired characteris-
tic polynomial (15) with the state matrix A. The resulting
formula for the constant state-derivative feedback gain
matrix is the direct analogy of Ackermann formula for tradi-
tional state feedback.

The original Ackermann formula has been modified in
[8, 9, 10] into equivalent efficient numerical algorithms for
computing the feedback gain matrix K. The same can be
done for the state-derivative feedback. The resulting equiva-
lent efficient formula based on desired coefficients of the
characteristic polynomial is the following recursive procedure

K q q�


�
��

�

�
�� � � �


�

�
��

�

�

�
��

�




�a
d

dn i i

i

n
0

0
0

1

, (26)

where

� 	� � �
 
q q A e A R0 1
1 1

n
T , � � �
q q Ai i 1 , i � 1, …, n.

It is clear that the computation with row vectors is more
efficient than with the full square matrices.

Now, if the stabilizing feedback control defined by a set of
desired eigenvalues �i, i � 1, …, n, instead of the coefficients
di of the characteristic equation. Then, the feedback gain
matrix is

� �

� � � 	

K q A A I

A
e AR A

�




 �
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det T � �

� � � �
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i
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i

n

I

e R A A I

1

1

1

1

1 T adj

(27)

And again utilizing the above simplification (26), the
above equation can be written as

K q�



�

��
a

i
i

n n
0

1
�

, (28)

where

� 	� � �
 
q q A e AR0 1
1 1

n
T , � �� � � 

q q A Ii i i1 � , i � 1, …, n.

One can easily note that the proposed algorithm is sim-
ple and easy to implement. In addition, the state-derivative
feedback gain matrix calculations are not done in the in-
termidiate domain and direct implementation is performed
in the original state space. We do not need to compute the
transformation into the generalized Frobenius form. One of
the main advantages of the transformation matrix is the
posibility to easily derive an explicit analytic expression for
the feedback gain matrix. The above algorithm is valid for
desired eigenvalues that are either real or complex-conjugate
poles.

From the derivation of the state-derivative feedback pole
placement the necessary and sufficient conditions for
arbitrary pole placement can be described. For the transfor-
mation into the Frobenius canonical form and/or computing
formulas (25)–(28) the controllability matrix R must be of full
rank, i.e. the original system must be controllable as for tradi-
tional state feedback. In addition, the coefficient a0 must be
non-zero. Using our knowledge about the coefficients of
the characteristic polynomial the coefficients is equivalent
to the condition that

a Oi

i

n

0

1

0� 
 �

�
� � (29)

where here �Oi, (i � 1, …, n), are the original poles of the
system (1). This means that all the original poles must be
non-zero. This is equivalent according to [20, 1.1.7] to the
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condition that the system matrix A of the original system (1) is
nonsingular (it has full rank n).

Based on the above necessary and sufficient conditions,
we are now in the position to present the first main result of
the present work.

Theorem 1:
Consider the controllable single-input time-invariant lin-

ear system of (1). If matrix A is non-singular, then the poles of
system (1) can be arbitrarily placed in the desired places by
the state-derivative feedback (3) using the constant feedback
gain matrix K computed by one of the formulas (25)–(28).

It is clear that this solution is general, it requires no itera-
tion and can be easily directly computed. This solves the pole
placement for a linear time-invariant system by state-deriva-
tive feedback. Another interesting feature is that in many
cases the state-derivative feedback gains (26)-(28) are in abso-
lute values smaller than the traditional state feedback gains
[8, 9, 10] if the inverse of system matrix A reduces the gains
in (26)–(28).

The state-derivative feedback is a derivative feedback. It
can modify the system dynamics, but it cannot modify the
steady-state errors. The steady-state error is finite for the
original system, as system matrix A is nonsingular and it re-
mains unchanged by the state-derivative feedback.

3 Pole placement by state-derivative
feedback for linear time-varying
systems
The above methodology can be extended for general sin-

gle-input controllable linear time-varying systems
� � � � � � � � � ��x A x Bt t t t u t� � , � �x xt0 0� (30)

where � �x t n�R and � �u t �R are the state vector and

the scalar control input, respectively, while � �A t n n� �R and

� �B t n�R are the system matrix and control gain vector,
respectively. The sufficient condition for the existence and
unique solution is to require that all elements of A(t) be
continuous in the time interval of interest � 	t t� �0, . The ob-
jective here is to find a time-dependent linear feedback gain
matrix that will stabilize the system. Then, this system can be
stabilized by the varying state-derivative feedback control law,

� � � � � �u t t t� 
K x� , (31)
and the closed-loop system can be written as

� � � � � �� 	 � ��x I B K A xt + t t t� 
1 . (32)

The objective now is to construct the varying feed-
back gain matrix K(t) in order to stabilize the system. In this
treatment, we turn our attention to utilize the Frobenius
transformation as an intermediate step to simplify the pole
placement problem. Let us take the following time-varying
state transformation

� �z Q x� 
1 t , � �x Q z� t (33)

Then, the system is transformed to the Frobenius canoni-
cal form and the dynamic system matrices can be computed
as

� � � �A Q AQ QF t � 

1 � , B Q BF � 
1 (34)

where � �AF
n nt � �R and BF

n�R are the transformed
system matrix and control gain vector, respectively. The
transformed system is the same as (10), however with
� � � � � � � �� 	a t a t a t a tn� 
0 1 1, , ,� being the time-varying coeffi-

cients. Note that the eigenvalues of the time varying dynamic
system do not have any meaning regarding its behaviour or
its stability features.
The state transformation matrix � �Q 
 ��1 t n nR can be calcu-
lated as follows

� � � �Q q q q
 �1
1 2t nrows � (35)

where qi
n� �R1 is computed by using the recursive computa-

tions of the rows as follows

q e R1
1� 


n
T , q q A qi i i� � �1 � , i � 1, …, n–1. (36)

The controllability matrix for the time-varying system
� �R t n n� �R is formed as

� � � �R r r rt n� 1 2 � , (37)

where ri
n�R can be computed algebraically using the

recursion

r B1 � , r A r ri i i� � 
1 � , i � 1, …, n–1. (38)

If � �Q t , � �Q 
1 t , and � ��Q t are continuous and bounded ma-

trices and � �Q 
1 t has a full rank at the time interval of interest,

� 	t t� �0, , then this transformation is called a Lyapunov trans-
formation. Note that the Lyapunov transformation means that
the transformation from one system to the other preserves the
property of stability. Consequently, this ensures that we can
stabilize the time-varying system by means of placing the
poles of the Lyapunov equivalent by a linear time-invariant
system.

Assuming that the above transformation to the Frobenius
canonical form is of the Lyapunov kind then the pole place-
ment technique from the time-invariant case can be extended
for the time-varying case. By differeintiating the transforma-
tion equation (33) and substitute (32), the resulting closed-
-loop system in the z-coordinate is,

� 	� �
� � �

�

z Q x Q x

Q Q I BK A Q z A z

� � �

� � �


 



 
 


1 1

1 1 1+ ,z

(39)

where Az
n n� �R is the closed-loop system matrix and is given

as (16), and can be computed as

� 	� �A Q Q I BK A Qz +� �
 
 
� 1 1 1 . (40)

Hence, we can rewrite the above equation as

� � � 	A Q Q A I BK Qz +
 
 
 

 �1 1 1 1� . (41)

Applying the same procedure for the time-invariant sys-
tem, it is easy to write the n equations describing the system
in terms of the row vectors qi, i � 1, …, n of � �Q 
1 t as,

� � � 	q q A I BK qi i i+�


 �1
1� , i � 1, …, n–1

and

� � � 	
 
 �
 
dQ q A I BK q1 1�n n+ , (42)

Then, the feedback gain matrix K(t) for the time-varying
system can be written as
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� � � � � �K dQ q A B q dQ q At n n n� 
 
�
��

�
��

� ��
��

�
��


 





 
1 1
1

1 1� � . (43)

The feedback gain matrix K(t) can be rewritten as

� �K q q A Bt dn i i

i

n

� 
 �


�

�
��

�

�

�
��



�

�
�
�

�

�

�
�
�

�� �

�









�1 1 1

0

1
1

1

q q An i i

i

n

d� �

�




�



�

�
��

�

�

�
���1 1

0

1
1.

(44)

Next, we consider a stabilizing feedback control defined
by the desired eigenvalues {�1, …, �n}. The gain matrix is
directly computed by an efficient numerical algorithm as

� � � �K q A B q At n n� 
 � ��

 


�

1 1

1 1
1

1, (45)

where

� � � 
q q e R1 1
1

n
T , � �� � � 
 ��q q A I qi i i i1 � � , i � 1, …, n .

From the derivation of the state-derivative feedback pole
plaement the necessary and sufficient conditions for arbitrary
pole placement can be described. For the transformation into
the Frobenius canonical form and/or computing formulas
(34)–(38) the controllability matrix R(t) and the transforma-
tion matrix � �Q 
1 t must be of full rank, the matrices � �Q t ,

� �Q 
1 t , � ��Q t are continuous and bounded in order for the
transformation be of the Lyapunov kind. In addition, matrix
A(t) is continuous, nonsingular, and its inverse is bounded.
Finally, the term . Everything must be valid at the time inter-
val of interest, � 	t t� �0, .

Now, the following theorem can be presented for the sin-
gle-input time-varying control systems.

Theorem 2:

Consider the controllable single-input time-varying linear
system of (30). If matrix A(t) is continuous, nonsingular and
its inverse is bounded. Furthermore, the transformation ma-
trix � �Q 
1 t is a transformation of a Lyapunov kind and the

term � ��

q A Bn 1
1 1for the time interval of interest � 	t t� �0, .

Then the poles of the system (30) can be arbitrarily placed in
the desired places by the state-derivative feedback (31), using
the time-varying feedback gain matrix K(t) computed by
one of the formulas (44)–(45).

With the above development, it is clear that this solution is
general, it requires no iteration and can be relatively easily di-
rectly computed. We do not need to complete the transforma-
tion into a generalized Frobenius form. Furthermore, the
characteristic polynomial coefficients or eigenvalues do not
have to be calculated. This solves the pole placement for a lin-
ear time-varying system by state-derivative feedback. The
procedure defined here represents a unique treatment for
state-derivative feedback in the literature.

4 Illustrative examples
In this section, simulation results are given to demonstrate

the feasibility and effectiveness of the proposed pole place-
ment algorithm by state-derivative feedback.

Example 1
The configuration of the mechanical system and its pa-

rameters are shown in Fig. 1. The dynamic equation of this
system can be described in the state-space form as
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where m1 and m2 are the first and second mass, k1 and k2 are
the spring constants, b1 and b2 are the damper constants, x1

and x2 are the first and second mass vertical displacement,
the state vector � 	x � x x x x1 2 1 2� � , and u is the control
input.

The model parameters are taken as m1 � 100 kg;
m2 � 10 kg; k1 � 360 kN/m; k2 � 36 kN/m; b1 � 70 N�s/m, and
b2 � 50 N�s/m. The transformation matrix

Q 
 �



1

002778 000278 0 0
019444 0 002778 000278

100 0 0 0
0

. .

. . .

0 100 0




�

�
�
�
�

�

�

�
�
�
�

while the equivalent Frobenius canonical form has a state de-
scription as

�

. . .

x �


 � 
 
 




�

�
�
�
�

�

�

0 1 0 0
0 0 1 0
0 0 0 1

1296 10 20520 75635 627

�
�
�
�

�



�

�
�
�
�

�

�

�
�
�
�

z

0
0
0
1

u ,

with the coefficients of the characteristic polynomial

� 	a � �1296 10 20520 75635 627. , , . , . . For this system the open-

-loop poles are –2.1835�70.1294 i and –0.9165�51.3006 i.
The desired closed-loop poles are selected as –5�2 i and
–10�5 i.

Let us apply the control synthesis procedure of pole
placement from the previous sections to this system. The
computed state-derivative feedback gain matrix is

K � �105 [ –105.19, 0.18117, –3.2225, 0.0349].
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Fig. 1: Mechanical system



To verify the design a simulation was performed. The
initial conditions of the states are taken as
� � � 	x t0 05 05 02 02� . , . , . , . T. The transient responses of states

and control input are displayed in Fig. 2.

For a comparison, the Ackermann gain matrix for the
same desired system poles is
K s � �105 [ 3.6074, –0.3599, –0.02829, –0.00045 ].

The stabilized results for the same initial conditions are
plotted in Fig. 3. They are the same as with state-derivative
feedback in both transient response and control input.

Example 2
Consider the familiar ball and beam system. Fig. 4 pres-

ents the configuration of this system and its parameters. The
dynamic equations of the linearized state space model for
small motions about 	 � 0.0, and r � r0 is

�x �




�




�




�



�

�
�
�
�

0 1 0 0
0 0

0 0 0 1

0 0 0

0
2

0
2

2

2

b
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m g
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m g

m Ib







�
�

�

�

�
�
�
�
�
�

� �



�

�
�
�
�
�

�

�

�
�
�
�
�

x

0
1

0
0

0
2mr I u

where m, Ib, and 
 are the mass, moment of inertia and radius
of the ball, respectively, I is the beam moment of inertia, g is
the gravitational acceleration, b is the coefficient of viscous
friction opposing the beam rotation, 	 is the angle that the
beam makes with the horizontal, r is the distance between the
center of the ball and center of rotation of the beam, the state
vector � 	x � 	 	� �r r , and u is the control torque input.

In this treatment, we assume that the ball is frictionless rolling
along the beam. The control objective is to balance the ball
at a distance from the central pivot point by tilting the
beam back and forth using the motor. The values of various
parameters of the model are m � 1 kg; 
 � 0.05 m; r0 � 0.1 m;
g � 9.81 m/s2; b � 0.1 N�s/m, Ib � 5 kg�m2, and I � 1 kg�m2.
The characteristic polynomial coefficients are a � [ –0.0479,
0.0, 0.0, 0.020]. The original poles are, +0.4629, –0.4729 and
–0.005�0.4678 i. Obviously, the open loop system is unsta-
ble. The desired closed-loop poles are –7�2 i and –10�5 i.
The state-derivative feedback gain matrix is computed as,

� 	K � 
 
01012 501 41609 06782. , . , . , . .

Taking the initial states as � � � 	x t0 01 01 005 005� . , . , . , . T. The

simulation results are shown in Fig. 5.
Compared with the Ackermann formula, the gain matrix

for the same desired system poles is

� 	K s � � 
 
10 0023 0002 13 568 5 7555 . , . , . , . .

Similar to the results of the previous example, the perfor-
mance of the two cases are the same in transient response and
control input.
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Fig. 2: Transient response and control input of the system con-
trolled by state-derivative feedback

Fig. 3: Transient response and control input of the system con-
trolled by the Ackermann formula

I

m, Ib, r

u

r

q

Fig. 4: Ball and beam system

Fig. 5: Transient response and control input of the system con-
trolled by state-derivative feedback



Example 3
Consider the dynamic equation of the single-input time-

-varying system

� � � ��
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u t .

This system is unstable and the zero-input transient re-
sponse of an open-loop system are shown in Fig. 6.

To stabilize the above system, the pole placement tech-
nique is used. First, the controllability matrix and its inverse
are computed as

� �
� �

R t

t

�

�






�

�
�
��

�

�

�
�
��
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01 002 0006
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. .
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e
,

and
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0 0 500

t

t

t

e

e .

It is clear that the controllability matrix is a full rank in the
time interval of interest � 	t t� �0, . This means the system is
completely state controllable.

Now, the transformation matrix can be computed as fol-
lows. The rows qi, i � 1, …, n are computed as

� �q e R1
1 0 0 500� � 



n
T ,

� �q q A q2 1 1 50 0 50� � � 
� ,
and

� �� �q q A q3 2 2 5 1 10 5� � � � 

� e t .

Then, the transformation matrix, inverse, and derivative
are

� �
� �

Q 
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�
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�
�
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,

and

� �� . .Q t t t� 
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�

�

�
�
�


 

0 0 0

0001 0001 0
0 0 0

e e .

These matrices are continuous and bounded and the
transformation matrix has a full rank at the time interval of
interest � 	t t� �0, . Then this transformation is a Lyapunov
transformation and the proposed pole placement technique
can be applied.

The transformed system matrix � �AF t and the control
gain vector BF are

� � � �

� � � �

A Q A Q - QF

t t t

t �

�


 
 �



�

�
�





 
 


1

0 1 0
0 0 1

001 02 013 01 3

�

. . . .e e e��

�

�

�
�
��

,

and

B Q BF � �


�

�
�
�

�

�

�
�
�


1
0
0
1

,

with the time-varying coefficients

� � � � � �� �a t t t t� 
 
 
 �
 
 
001 02 013 01 3. . . .e e e .
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Fig. 6: Zero-input transient response of an open-loop system

The computation of the feedback gain matrix for the desired eigenvalues �1,�2,�3 can be done as follows. First, the rows �q1,

i � 1, …, n+1 are

� �� � � 
q q1 1 0 0 500 ,

� � � �� �� � � 
 � � 
 
q q A I q2 1 1 1 150 0 500 01� �� . ,

� � � � � �� � � 
 � � 
 
 � 
 

q q A I q3 2 2 2 1 2 150 01 01 10 500 01 01� � � �� . . . .e t � �� �
 �1 ,

and

� � � � �� �� � � 
 � � 
 
 � � � �
 
 
q q A I q4 3 3 3
2

1 2 305 4 5 5 1 50� � � � �� . .e e et t t � �

� � � �

1 2 1 3 2 3

1 2 3 1

15

10 3 500 01 0

� � � � �

� � � �

� � �


 � � � 
 

 


. ,

, . .e et t � �� ��1 012 3
 
� �.



Taking the desired eiginvalues and the same initial condi-
tions for the state-derivative feedback, the simulation results
indicate the same transient performance and control input
with lower gains. The elements of the gain matrix are dis-
played in Fig. 9.

Based on the simulation analysis above, we note the great
reduction in the state-derivative feedback gain matrix com-
pared to the well-known state feedback approach, with
the same performance for time-invariant and time-varying
systems.

This paper shows how the pole placement approach can
be used to design a controller-based state-derivative feedback
control which yields a closed-loop system with specified char-

acteristics. The approach is relevant for design with per-
servation of stability when some necessary and sufficient
conditions are provided. Compared with a well-known state
feedback, the state-derivative feedback controller in some
cases achieves the same performance with a lower gain.
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Then, we can compute

� �� � 
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Finally, the feedback gain matrix is
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Our selection of the desired closed-loop poles are –5�2 i and –7. Applying the pole placement technique to this system, the
initial condition of the states is selected as � � � 	x t0 1 1 2� 
 , , T. The transient response and control input are shown in Fig. 7. In ad-

dition, the elements of the gain matrix are displayed in Fig. 8.
As a comparison with the state feedback, the state feedback gain matrix for this system can be computed as [8, 9],

� � � �� �K qS e e et . t t t� � � 
 
 � � � � � �
 
 

4

2
1 2 3 1 2 1 305 4 5 5 1 50. � � � � � � �� ��

� � � �� �

� �
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2 3

1 2 3 1 2

15

10 3 500 01 01 01

�


 � � � 
 
 
 

 


. ,

, . . .e et t � ��3 .

Fig. 7: Transient response and control input of a time-varying
system controlled by state-derivative feedback

Fig. 8: Gain elements of a time-varying system controlled by state-
-derivative feedback

Fig. 9: Gain elements of a time-varying system controlled by state
feedback



5 Conclusions
This paper has generally formulated and proposed a new

concept and technique for solving the pole placement prob-
lem by full state-derivative feedback for a linear time-invari-
ant and time-varying single-input system. There have been
formulated necessary and sufficient conditions for solving
such pole placement. The resulting formula for the time-
-invariant case is a generalization of the Ackermann formula
for traditional state feedback. The described algorithm avoids
previous iterative approaches and provides a fast and
computationally efficient solution. An interesting feature of
the state-derivative feedback is that it in many cases gives
feedback gains with smaller absolute values than traditional
state feedback gains. The simulation results prove the feasibil-
ity and effectiveness of the proposed technique.
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