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ABSTRACT: In biologic experiments, in which growth curves are adjusted to sample data, treatments applied
to the experimental material can affect the parameter estimates. In these cases the interest is to compare the
growth functions, in order to distinguish treatments. Three methods that verify the equality of parameters in
nonlinear regression models were compared: (i) developed by Carvalho in 1996, performing ANOVA on
estimates of parameters of individual fits; (ii) suggested by Regazzi in 2003, using the likelihood ratio method;
and (iii) constructing a pooled variance from individual variances. The parametric tests, F and Tukey, were
employed when the parameter estimators were near to present the properties of linear model estimators, that
is, unbiasedness, normal distribution and minimum variance. The first and second methods presented similar
results, but the third method is simpler in calculations and uses all information contained in the original data.
Key words: logistic model, treatments comparison

Métodos de verificação de igualdade de parâmetros em modelos
de regressão não-linear

RESUMO: Em experimentos biológicos, em que curvas assintóticas de crescimento são ajustadas a resultados
amostrais, o padrão de crescimento pode ser afetado por tratamentos aplicados ao material experimental.
Nesses casos há interesse em comparar as diferentes funções de crescimento, com o objetivo de diferenciar os
tratamentos. Compararam-se três métodos de verificação de igualdade de parâmetros em modelos de regressão
não-linear: (i) desenvolvido por Carvalho em 1996, o qual realiza análises de variância com estimativas dos
parâmetros resultantes de ajustamentos do modelo em cada unidade experimental; (ii) sugerido por Regazzi em
2003, utilizando o método da razão da máxima verossimilhança; e (iii) construindo uma variância conjunta a
partir das variâncias individuais das estimativas dos parâmetros obtidas nos ajustamentos do modelo. Os testes
F e Tukey foram empregados quando foi possível considerar os estimadores dos parâmetros com propriedades
próximas às dos estimadores de modelos lineares, isto é, não-tendenciosidade, distribuição normal e variância
mínima. Os dois primeiros métodos apresentaram resultados semelhantes quanto à discriminação dos
tratamentos; o terceiro método diferiu dos anteriores, mas tem a vantagem de apresentar simplicidade nos
cálculos, além de utilizar toda a informação contida nos dados originais.
Palavras-chave: modelo logístico, comparação de tratamentos

Introduction

In biologic studies growth curves have many impor-
tant applications and the description and comparison
among them by regression models is an efficient quan-
titative method. Linear and nonlinear functions have
been adjusted to data in many studies involving experi-
ments comprising several treatments. In these cases the
objective is to verify differences among treatments ac-
cording to the adjusted curves.

To make these comparisons parametric methods
have been employed in which growth curves are adjusted
to each experimental unit to obtain parameter estimates
and conduct an analysis of variance. In relation to non-
linear regression models, Carvalho (1996) worked with
logistic and Gompertz functions, Whyte and Woollons
(1990) with Gompertz, Santos et al. (1999) used the
Weibull model and comparing two groups utilizing t-
test; with respect to linear models, among others, there
is the work of Meredith and Stehman (1991), adjusting

polynomial models and comparing treatments. Treat-
ment comparisons may be made through the Tukey-test,
as in Carvalho (1996), or t-test as in Santos et al. (1999),
or using a regression analysis for treatments as levels of
a quantitative factor (Meredith and Stehman, 1991).

The objective of the present study was to compare some
methods that verify if a certain parameter of a nonlinear re-
gression presents constant values in two or more treatments.

Material and Methods

Fresh weight Phaseolus vulgaris L. cv. Carioca SH
seed data (y), from an experiment described in Carvalho
(1996), were used to illustrate the methods here em-
ployed. The beans were imbibed in mannitol solutions
with eight different osmotic potentials: po = {0, 3, 6, 9,
12, 15, 18, 21 bar}; these potentials were the treatments
to be compared. The experiment had two replicates and
ten time points of observation: x = {0, 1, 2, 3, 4, 5, 7, 9,
12, 15 hours}, totalizing 160 observations.
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The logistic regression model: y = α [1-β exp(-γ x)]–1,
with α, β and γ as parameters, was adjusted to the data
of each treatment. In order to compare the effects of a
treatment on the parameter estimates, three methods de-
scribed below were employed.

Method 1 (m1): Carvalho (1996) presented a method for
comparison of logistic and Gompertz parameters using
parametric tests. As described in Bates and Watts (1988)
an important requirement to establish confidence inter-
vals and regions of parameters in nonlinear models, us-
ing linear approximation, is that the expected surface in
the parametric space should be flat so that the tangent
plane would give a precise approximation. There are
nonlinear relative curvature measures (C) that can be uti-
lized to indicate if the linear approximate in a particu-
lar case is adequate. Curvatures are considered little
when their measures are smaller than the circle 95% con-
fidence, that is, if C ≤ 1 / F  or if C F  ≤ 1, where F =
F(P, N - P; 0.05), with P = number of parameters of the
model and N = number of data pairs. An expected sur-
face with radius 1/C is considered, and the deviation of
the surface from the tangent plane at a distance  F  from
the tangent point is determined. This deviation is ex-
pressed as a percentage of the confidence radius of the
circle, and is  F.)/CFC1100( −  If C ≤ 1 / F = 0.1,
then the deviation from the surface is 5%, if C ≤ 1 / F =
0.2, the deviation is 10%, and if C ≤ 1 / F = 0.3, is 15%.
Consequently, the analysis is adequate if the curvature
C F  is ≤ 0.3.

In the present study the logistic function was adjusted
to each experimental unit, and the Bates and Watts cur-
vature measures, that is, the intrinsic nonlinearity and
the parameter-effect nonlinearity, were calculated.
When the measures were below 0.3, and the basic as-
sumptions of the analysis of variance were satisfied, each
model parameter was analyzed; afterwards the differ-
ences between treatments were verified by the Tukey
method. Because the logistic was adjusted to each experi-
mental unit there were 16 fitted functions, each with ten
pairs {x,y} and, therefore, seven degrees of freedom (df)
for the mean square error. The analysis of variance of
the resulting estimated parameters had therefore 16 val-
ues classified as eight treatments and two replicates; here
there were eight df for the mean square error.

Method 2 (m2): Regazzi (1993) considered the adjustment
of H polynomial regression equations of degree k, em-
ploying orthogonal polynomials techniques. He pre-
sented, in detail, a method to test the following hypoth-
eses: (a) H0: the H equations are identical; (b) H0: the H
equations have a common regression constant; (c) H0:
the H equations have one or more equal regression co-
efficients. This author concluded by the generality of the
method, and that it can be used in polynomial models
of any degree, orthogonal or not, and also in multiple
regression models. Regazzi (2003) considered the adjust-
ment of g nonlinear regression equations (g groups), with
the objective to present an adequate methodology to test

the following hypotheses, employing the likelihood ra-
tio test: (a) H0: the g equations are identical, that is, a
common equation can be used as an estimate of the g
considered equations; and (b) H0: a determined subset
of parameters is equal.

The following models were adjusted: Ω = unre-
stricted model, where the three parameters are adjusted
to each treatment; w1 = restricted model, where the α
parameter is common to all treatments; this model is
verified by the hypothesis H0(1); w2 = restricted model,
where the β parameter is common to all treatments; this
model is verified by the hypothesis H0(2); w3 = restricted
model, where the γ parameter is common to all treat-
ments; this model is verified by the hypothesis H0(3); w4
= restricted model, where the α and γ parameters are
common to all treatments; this model is verified by the
hypothesis H0(4); w5 = restricted model, where the β
and γ parameters are common to all treatments; this
model is verified by the hypothesis H0(5); w6 = restricted
model, with all parameters common to all treatments;
this model is verified by the hypothesis H0(6). These hy-
potheses are mathematically described in Table 2.

Method 3 (m3): The nonlinear regression model was ad-
justed to each treatment and the parameter estimates θi,
i = 1,..., P, P = 3, their asymptotic variances and their
direct measures of skewness of Hougaard (1985), g1i, were
obtained. With ten time points and two replicates there
were 20 pairs {x,y}, therefore with 17 df for the mean
square error. As a result of the logistic fitting there were
eight estimated parameters and corresponding estimated
variances. The comparison between two α-estimates L
=α̂i - α̂j , i, j = 1,...,8, i ≠ j, is then considered.

A description of the Hougaard method to obtain
these measures of skewness can be found in Ratkowsky
(1989); this author classified the measures as follows: if
|g1i|< 0.1, the estimator  iθ̂ of parameter θi has a very
close-to-linear behavior; if 0.1 < |g1i| < 0.25, the esti-
mator is reasonably close-to-linear; if |g1i| ≥ 0.25, the
skewness is very apparent; and if |g1i| >1 this indicates
a considerable nonlinear behavior. This terminology,
‘close-to-linear’, according to Ratkowsky (1989), refers
to nonlinear regression models with estimators near to
present the properties of linear models estimators, that
is, unbiasedness, normal distribution and minimum vari-
ance. Consequently, considering the adjustments with
low Hougaard measures, the parameter estimates were
compared through the Tukey test, using the estimates
of their variances.

Results and Discussion

Method 1 - The measures of intrinsic nonlinearity and
parameter effect were all smaller than 0.3, consequently
the logistic model was considered with low departures
from linearity. The analysis of variance on α-estimates
presented a treatment mean square of 0.00836, a mean
square error of 0.000113, and the F-value was 73.96 (p <
0.001). The Tukey test was used to compare treatment
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effects on α-estimates, with the value of 0.0421 as a test
criterion (q = 5.596).

Method 2 - The results of the adjusted models are pre-
sented in Tables 1 to 3.

Method 3 - The logistic model adjusted to each treat-

ment data resulted in the estimates of the α parameter
presented in Table 4. The g1 values are all near 0.1, there-
fore the models were considered as close-to-linear mod-
els. The eight variance estimates of α-estimates may be
considered homogeneous in accordance to the Bartlett
test, with χ2 = 2.75, 7 df, then an average variance was

retemaraP Ω 1w 2w 3w 4w 5w 6w

α
1

3220.2 6320.2 3830.2 1930.2

β
1

8581.1- 7202.1- 8331.1- 2009.0-

γ
1

2463.0 2224.0 1253.0

α
2

8310.2 5410.2 7700.2 8999.1

β
2

6651.1- 0071.1- 9271.1- 8399.0-

γ
2

5823.0 1573.0 7323.0

α
3

6659.1 6859.1 6479.1 4079.1

β
3

9712.1- 1912.1- 4651.1- 7740.1-

γ
3

3863.0 8073.0 9843.0

α
4

2259.1 1259.1 1849.1 4649.1

β
4

0431.1- 6331.1- 3541.1- 8490.1-

γ
4

0133.0 9923.0 6133.0

α
5

4529.1 4329.1 7319.1 2719.1

β
5

9190.1- 1380.1- 4121.1- 0051.1-

γ
5

7913.0 9792.0 2133.0

α
6

0509.1 4309.1 6598.1 0898.1

β
6

0201.1- 7480.1- 4621.1- 1891.1-

γ
6

9223.0 2582.0 8133.0

α
7

1168.1 6858.1 0558.1 2368.1

β
7

9180.1- 9640.1- 6890.1- 8072.1-

γ
7

3723.0 5552.0 8143.0

α
8

3448.1 5348.1 1838.1 4838.1

β
8

9811.1- 9470.1- 1631.1- 0553.1-

γ
8

4723.0 9442.0 9133.0

α 6359.1 8349.1 2439.1

β 5631.1- 8631.1- 8531.1-

γ 3733.0 7423.0 2733.0 8633.0

nσ2 2631.0 8522.0 8141.0 0341.0 6583.0 3541.0 1106.0

.)fdserauqsfosmusslaudiser(631=n

Table 1 - Parameter estimates of the unrestricted model (Ω) and restricted models (w1 to w6), and the correspondent
residuals sums of squares.

Table 2 - Hypotheses under consideration.

H
0

:)1( α
1
= α

2
= α

3
= α

4
= α

5
= α

6
= α

7
= α

8
= α

H
0

:)2( β
1
= β

2
= β

3
= β

4
= β

5
= β

6
= β

7
= β

8
= β

H
0

:)3( γ
1
= γ

2
= γ

3
= γ

4
= γ

5
= γ

6
= γ

7
= γ

8
= γ

H
0

:)4( α
1
= α

2
= α

3
= α

4
= α

5
= α

6
= α

7
= α

8
= α dna γ

1
= γ

2
= γ

3
= γ

4
= γ

5
= γ

6
= γ

7
= γ

8
= γ

H
0

:)5( β
1
= β

2
= β

3
= β

4
= β

5
= β

6
= β

7
= β

8
= β dna γ

1
= γ

2
= γ

3
= γ

4
= γ

5
= γ

6
= γ

7
= γ

8
= γ

H
0

:)6( α
1
= α

2
= α

3
= α

4
= α

5
= α

6
= α

7
= α

8
= α, β

1
= β

2
= β

3
= β

4
= β

5
= β

6
= β

7
= β

8
= β dna γ

1
= γ

2
= γ

3
= γ

4
= γ

5
= γ

6
= γ

7
= γ

8
= γ
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calculated, s2 = 0.000297, with 136 df. This estimated
variance can be used in tests, as Tukey test to compare
different α-estimates; the calculated Tukey minimum
significant difference was 0.0750 (q = 4.352). See Table
5 that includes also the results of the other two meth-
ods.

The conclusions about differences among treatment
effects were the same for methods 1 and 2. The differ-
ent conclusions between methods 1 and 3 may be attrib-
uted to different errors used as a base for the tests. With
method 1 a regression analysis was performed on each
experimental unit, then a data set of ten values was used,
with seven df in error; from these analyses, 16 estimates
of α-parameter are obtained, that were submitted to the
analysis of variance with eight treatments and two rep-
lications, and an error degree of freedom of 8 is obtained.
These α-estimates, however, have already a variance with
seven df for method 1 and 20-3 = 17 df for method 3,
because the latter uses a data set with 20 pairs to per-
form a single regression per treatment. This additional
information is used by method 3 in order to obtain the
average variance with 136 df.

The estimated average variance employed by method
3 is also a base to verify the significance of a simple lin-
ear regression model relating the α-estimates and the po-
tential (treatment) values; this is more appropriate than
the Tukey test before performed, because the treatments
are quantitative level factors. The estimated regression
equation is 

α̂

=2.0264–0.00869*po, with po = potential
values, a 5% significant model, with determination co-

efficient R2 = 0.976. Figure 1 represents the regression
model.

Conclusions

Method 1 (Carvalho, 1996) and method 2 (Regazzi,
2003) presented similar results; however method 3 had
less significant differences. Nevertheless, method 3 is
simpler in calculations and uses all information con-
tained in the original data.
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laitnetoP m
1

m
2

m
3

laitnetoP m
1

m
2

m
3

0 3220.2 a a a 21 4529.1 cb cb cb

3 8310.2 a a a 51 0509.1 c c dcb

6 6659.1 b b ba 81 1168.1 d d dc

9 2259.1 b b ba 12 3448.1 d d d

Table 5 - Estimates of α-parameter obtained through the logistic function adjusted to data of the example. Comparisons
among the estimates by the Tukey test (5% level of significance), performed with the three methods (m1, m2,
m3).

 α̂  α̂

H
0

χ2 lac fd eulav-p H0 χ2 lac fd eulav-p

1 88.08 1 91-E93.2 4 15.661 2 73-E79.6

2 54.6 1 511110.0 5 43.01 2 728510.0

3 08.7 1 832500.0 6 45.732 3 15-E42.3

Table 3 - Chi-square values (χ2 cal) with the associated degrees of freedom (df), and p-value of the test.

)op(laitnetoP )fd71(rav g
1

)op(laitnetoP )fd71(rav g
1

0 3220.2 093000.0 21.0 21 4529.1 613000.0 41.0

3 8310.2 372000.0 21.0 51 0509.1 683000.0 51.0

6 6659.1 562000.0 01.0 81 1168.1 891000.0 11.0

9 2259.1 762000.0 21.0 12 3448.1 382000.0 31.0

Table 4 - Estimates of α-parameter, variances, and the Hougaard measures of skewness (g1).

 α̂  α̂

Figure 1 - Linear decreasing regression model between α-
estimates ( α̂ ) of the logistic function and potential
values (po).

1.80

1.85

1.90

1.95

2.00

2.05

0 3 6 9 12 15 18 21
po

estimated α  = - 0.00869*po + 2.0264
R2 = 0.976
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